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Foreword

Dismissing the frontiers of species, and of ecosystems, the pathogens become major 
threats to man, its livestock and wildlife animals, in a global world facing global 
changes. Thus, the emerging and re-emerging infectious diseases are one the main 
scientific challenges that agricultural and environmental research, like medical 
research, has to face, transcending the frontiers of disciplines, mandates and reserved 
domains of expertise.

The oft-repeated sanitary events of the last decades showed the tremendous 
capacity of adaptation and resilience of pathogens, how they can profit, from the 
diversity of their populations for the spreading dynamics and/or the diffusion of a 
part of their genome. Therefore, it is of major importance to bring to the health 
stakeholders, the up-to-date knowledge on molecular and modelling tools in epide-
miology of infectious diseases, the best and new concepts in population genetics 
and evolutionary ecology. However, it is necessary to integrate all these new 
approaches to get a better overview of the host pathogens and/or their vectors inter-
actions, the transmission dynamics and therefore to elaborate risk analysis models, 
finally enabling to put forward innovation for the prevention and the control of 
infectious diseases.

This book is the formal results of exchanges that occurred during a Research 
school organised by the Animal Health Division of INRA in 2008. The interactions 
between participants coming from very varied backgrounds being so rich that one 
wanted to capitalize on its outputs in terms of new research avenues, by editing a 
book for students and researchers in public and/or veterinary health, in epidemio
logy, in health of natural fauna. The different chapters reflect in parts the sessions 
that occurred during this very fruitful training course on molecular epidemiology 
and population genetics, finally leading to one could call the integrated concept of 
evolutionary epidemiology. Several authors that did not participate to this Research 
school also contributed to this book, which is illustrated by a variety of examples, 
turning it into an essential review for the scientists interested in the so large and 
unrestrained domain of the epidemiology of infectious diseases.
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It is a great pleasure for me to acknowledge the editors and colleagues, J Cabaret, 
S Morand and F Beaudeau, and all the contributors, for this book crossing the 
frontiers of disciplines, in a major domain of the agricultural and environmental 
research.

Dr Gilles Aumont
Formerly Head of Animal Health Division

Head of International Scientific Partnerships
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Molecular epidemiology can be defined as a focus on the contribution of potential 
genetic and environmental risk factors, identified at the molecular level, to the etiol-
ogy, geographic distribution and prevention of disease within and across popula-
tions. It emerged from the integration of molecular biology into traditional 
epidemiologic research. Molecular epidemiology has recently broaden its focuses 
due to the development of molecular tools but also by incorporating advances of 
other fields such as mathematical epidemiology, molecular ecology, population 
genetics and evolution. Facing new risks of emerging and re-emerging infectious 
diseases that are threats for humans, their livestock, and wildlife animals, the objec-
tives of molecular epidemiology include:

the development of molecular tools, genotyping and gene expression––
the incorporation of concepts and results of population genetics of infectious ––
diseases
the integration of recent advances in theoretical epidemiology, modelling, and ––
evolutionary ecology of diseases
a better understanding of transmission for the development of risk factors analyses.––
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Thirty-three specialists contribute 13 chapters to this volume exploring the wide 
range of approaches being used in the field of molecular epidemiology. Coverage 
includes: (i) methods and tools in molecular epidemiology, (ii) contribution of pop-
ulation genetics, (iii) contribution of population and evolutionary epidemiology, (iv) 
case studies where we may appreciate the interactions of new tools, population 
genetics and phylogeny, and (vi) new integrations regarding the evolution of patho-
gens facing heavy selective pressure from drugs, their largely increased dispersal 
due to the travel facilities, and finally the framework for understanding new emer-
gence process of diseases.

Methods and tools for epidemiology have enormously increased and are still 
progressing in refinement. Instead of covering all the new methods available in epi-
demiology of the various pathogens, which could be the subject for another whole 
book, we concentrated on bacterial pathogens in the unique chapter of methods and 
tools, which intends to show the array of possibilities and the interest of character-
izing pathogens. This chapter entitled “Molecular typing of bacterial pathogens: 
A tool for the epidemiological study and control of infectious diseases” by Marie 
Hallin, Ariane Deplano and Marc J. Struelens, demonstrates that nowadays molecu-
lar typing is an integral part of the public health microbiology toolbox. Typing is 
used both to investigate outbreaks and enhance the resolution of disease surveil-
lance at different community levels: (i) locally, by clinical or public health labora-
tories; (ii) nationally, by reference laboratories or (iii) globally, through international 
surveillance networks. The authors provide an overview of currently available and 
emerging technologies for typing human bacterial pathogens, discusses their suit-
ability to different levels of use and reviews examples of integrated typing in 
advanced surveillance systems. It is already the case in viruses like the human influ-
enza where typing has been for long a tool for decision in vaccine construction and 
it will probably be of great help for protozoa and macroparasites.

The contribution of population and evolutionary genetics to molecular epidemiology 
has not yet been really investigated. The chapter on “Molecular epidemiology and 
evolutionary genetics of infectious diseases” by Michel Tibayrenc, argues why 
molecular epidemiology should not be conceived without an extensive use of the 
concepts of population genetics and evolutionary biology. Moreover, it stresses that 
characterizing pathogens should open up to evaluating the impact of pathogens’ genetic 
diversity on their relevant medical properties (downstream studies). This chapter 
provides insights on the interest to link epidemiology of diseases to population genetics 
and evolution and offers a modern and easy to use framework for classical epidemiolo-
gists that may be lost in the forest of concepts expressed in the area. The chapter on 
“Population genetics and molecular epidemiology of infectious diseases” by Christine 
Chevillon, Thierry de Meeûs, Karen D. McCoy is dedicated to the importance of popu-
lation genetics. From population genetics’ analyses, inferences can be made on the 
reproductive modes of the species in question (hence, on patterns of genetic transmis-
sion along successive generations), as well as on the demographic functioning of the 
studied populations (i.e., population sizes, dispersal rates among populations, etc.). 
The authors present the main bases of population genetics theory and illustrate its 
interest for epidemiological issues via different case studies on parasite species.
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The contribution of population and evolutionary epidemiology is illustrated by 
modelling infection and evolution of virulence. Modelling infection by Pauline 
Ezanno, Elisabeta Vergu, Michel Langlais, and Emmanuelle Gilot-Fromont shows 
that mathematical modelling is a valuable tool to analyze transmission and disease 
evolution, to test assumptions and analyse scenarios, and to predict outcomes of the 
host-pathogen interactions. This chapter aims at introducing basic concepts and 
methods of epidemiological modelling. They present the main principles of model 
building and analysis, using simple biological and also mathematical systems. They 
also provide an overview of the methods that can be employed to describe more 
complex systems. They finally illustrate how the modelling approach may help for 
evaluation of control strategies. The chapter on “Evolution of virulence: Intuitions 
and models” by Jean-Baptiste Ferdy and Sylvain Gandon reviews some of the classic 
theoretical results on virulence evolution in pathogens. Their goal is to contrast an 
intuitive vision on evolution of virulence to results that can be obtained using simple 
modeling tools. The main conclusion is that natural selection does not maximize the 
basic reproductive rate R0. This is because R0 quantifies invasion potential in a con-
text where most hosts are susceptible, while selection in endemic situations acts in 
circumstances where many hosts are infected. They conclude on how the use of 
simple models can shed light on some experiments and, in return, how some experi-
ment data is required to improve our theoretical predictions on pathogen evolution.

Three case studies are presented in order to illustrate how in real life, molecular 
epidemiology may play an important role, from diagnostic to control. One chapter 
by Philippe Lanotte reports on tuberculosis that remains a major public health prob-
lem. The development of molecular biology since early 1990s and recent advances 
according to genomics offer new opportunities to understand the epidemiological 
dissemination of strains from patient scale to the world scale. Molecular methods 
were initially developed to confirm genetic link between M. tuberculosis strains 
isolated in similar epidemiological circumstances such as intra familial transmis-
sion, nosocomial transmission, distinction between exogenous re-infection or 
relapse and to explore suspected transmission chain. The molecular methods based 
on mobile genetic elements, especially insertion sequences, or repetitive DNA 
sequences showed limits and were supplanted by Single Nucleotide Polymorphisms 
(SNP), Large Sequence Polymorphism (LSP) also called Regions of Differences 
(RD) that could help to trace the origin of infection. The second case by Magali 
Chabé, Jean-Pierre Hugot, and Eduardo Dei-Cas studies the Pneumocystis molecu-
lar phylogeny: a way to understand both pneumocystosis natural history and host 
taxonomy. The genus Pneumocystis comprises numerous fungal pathogens dwell-
ing in the lungs of a wide spectrum of mammalian species. They show how new 
molecular methodologies, and use of phylogenetics, have changed our views on the 
diversity and epidemiology of these fungal pathogens. Pneumocystis organisms 
have a marked host-species-related diversity, which is associated to close host spec-
ificity. High divergence among Pneumocystis species probably resulted from a pro-
longed process of coevolution with each mammal host and mostly associated with 
cospeciation like it was demonstrated in recent phylogenetic studies on primate-
derived Pneumocystis. Therefore, Pneumocystis may be used to reconstruct the 
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phylogeny of mammal species, and possibly elucidate controversial issues in 
mammalian taxonomy. The third case by Kim Blasdell, Heikki Hentonnen, and 
Philippe Buchy relates on Hantavirus Genetic Diversity. Many hantaviruses are 
important zoonotic pathogens. The genus Hantavirus is a rapidly expanding group 
of viruses. Some members of the genus have been well known for over 30 years, but 
in the last 5 years at least 12 putative novel hantavirus species have been identified. 
Although the earliest hantaviruses to be recognized were usually identified in 
human, and rodent samples were often differentiated through serological tech-
niques, in the past 20 years almost all of the hantavirus species were identified using 
molecular tools and their improvement has allowed a more precise characterisation 
of hantavirus taxonomy and species distribution.

The last part of the book – New integrations, includes drug resistance, which are 
part of the control strategy and emergence of new pathogens or new variants of 
older pathogens. The first chapter in this part by Raymond Ruimy, François Barbier, 
David Lebeaux, Etienne Ruppé and Antoine Andremont deals with nasal methicillin-
resistant coagulase-negative Staphylocococci: a reservoir of mecA gene for 
Staphylococcus aureus. The efficacy of the penicillin on the Staphylococcus aureus 
infection has justified its widespread use. As a consequence a rapid emergence of 
penicillin resistant strains has been recorded. The use of a new semi-synthetic 
b-lactam, the methicillin has allowed treating these resistant strains. However, as for 
the penicillin, meticillin resistant S. aureus (MRSA) have rapidly been selected but 
remained mainly confined to hospitals. Recently, MRSA have independently 
emerged in the community. The acquisition of mecA gene carried on a mobile 
genetic element called Staphylococcal Cassette Chromosom mec (SCCmec) con-
fers meticillin resistance. This gene encodes for a penicillin-binding protein which 
has a low affinity not only for most semi-synthetic penicillin (such as methicillin) 
but also for the entire b-lactam class. SCCmec is widespread in coagulase negative 
staphylococcus (CoNS). Since meticillin susceptible S. aureus and CoNS share the 
same ecological niches in humans, transfer could occur from MR-CoNS to MSSA. 
The authors will argue in favour of this transfer hypothesis. A second chapter by 
Silvestre and Cabaret is related to nematode resistance to anthelmintics “Molecular 
knowledge of mechanisms of helminth resistance: Importance for diagnostic and 
epidemiology”. Helminths infestations in animals and humans are mostly controlled 
by anthelmintics. Large-scale treatment has led to resistance to many drugs, namely 
benzimidazoles, avermectins and levamisole. Whereas avermectins and levamisole 
resistance appear to be multigenic, benzimidazole resistance is largely monogenic, 
based on polymorphism in b-tubulin gene. Spatial distribution of b-tubulin alleles 
in closed helminths populations supports a common origin of alleles on a specific 
farm. The main forces responsible for anthelmintic resistance development in field 
populations are the introduction of ancestral alleles (i.e. pre existing polymorphism 
in helminths before herds’ constitution) and the selection of alleles appeared after 
herds’ constitution. The third chapter, “Molecular epidemiology of disease resis-
tance genes with perspectives for researches on biological invasions and hybrid 
zones” by Nathalie Charbonnel and Jean-François Cosson, considers the resistance 
of the host to infection. From the hosts’ point of view, molecular epidemiology has 
lead to the identification of components of susceptibility and resistance to infectious 
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diseases. The authors aim to explain why resistance to infections exhibits such a 
remarkable degree of polymorphism while being resistant obviously confers a high 
selective advantage to hosts. In this context, they develop host molecular epidemiology 
with regard to the concepts of evolutionary biology and immunoecology. They detail 
the mechanisms that are likely to underlie the variable degrees of host resistance 
polymorphism observed among natural populations. Particular attention is given to 
recently emphasized topics, including the risks of immunopathology, the spatial 
structure of populations, the impact of neutral evolutionary processes and the phe-
notypic plasticity of resistance. They evidence the consequences of this polymor-
phism for disease epidemiology both from empirical examples and genetic 
epidemiological modelling of resistance evolution. They stress the numerous gaps 
that remain to be explored to understand these patterns of disease resistance poly-
morphism. A chapter by Gwenaël Vourc’h, Olivier Plantard, and Serge Morand 
questions on diversity and ecology of diseases “How does biodiversity influence the 
ecology of infectious disease?”. Over the past years, biodiversity has been reduced on 
an unprecedented scale, while new infectious diseases are emerging at an increasing 
rate. Greater overall biodiversity could lead to a greater diversity of hosts and thus 
of pathogens. Yet disease regulation – due to the buffering role of host diversity – is 
considered to be one of the services provided by biodiversity. In this chapter, they 
ask how biodiversity is linked to infectious disease. First, they investigate the influ-
ence of the biodiversity of pathogens. They highlight that the number of pathogen 
species is not well known but that new findings are facilitated by the rapid expan-
sion of molecular techniques. They emphasize that pathogen intraspecific diversity 
is a crucial factor in disease emergence and allows pathogens to adapt to the selec-
tive pressures they face. Second, they investigate how the diversity of hosts influ-
ences infectious disease ecology. For multi-host diseases, a change in host species 
richness or abundance can modify the dynamics of local infectious diseases by 
either reducing or increasing the risk of transmission to the targeted host species. 
Third, they rapidly examine the role of biodiversity in the treatment of infectious 
diseases. Alexandre Caron, Serge Morand and Michel de Garine-Wichatitsky inves-
tigate the interactions between hosts either wild, domesticated or humans in a per-
spective of global health: “Epidemiological interaction at the wildlife/livestock/
human interface: Can we anticipate emerging infectious diseases in their hotspots? 
A framework for building emerging diseases processes in their hot spots”. Emerging 
infectious diseases’ hotspots have been identified as multi-host and multi-pathogen 
systems often characterized in tropical ecosystems by an extensive wildlife/domestic/
human interface. The pathogen communities shared by the wild and domestic popu-
lations at this interface reflect the historical epidemiological interactions between 
them. The understanding of the mechanisms of pathogen transmission in a specific 
ecosystem can provide an interaction network between host populations defined by 
nodes and linkages and characterized by the frequency, intensity and direction of 
the interactions with a direct input for targeted disease surveillance.

This book encompasses most of the questions related to molecular epidemiology 
either in animals or humans. It does not pretend to an exhaustive coverage of molec-
ular epidemiology, an expanding topic in science. We expect that we presented most 
of the important facets of this new research in epidemiology.
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Abstract  Molecular typing is nowadays an integral part of the public health micro-
biology toolbox. It indexes subspecies genotypic or phenotypic characters to esti-
mate the genetic relatedness of microbial isolates and infer from it their probability 
of belonging to the same chain of transmission. Typing is used both to investigate 
outbreaks and enhance the resolution of disease surveillance at different population 
levels: (i) locally, in hospitals or the community, by clinical or public health labora-
tories; (ii) nationally, by reference laboratories or (iii) globally, through interna-
tional surveillance networks. This chapter provides an overview of currently 
available and emerging technologies for typing human bacterial pathogens, dis-
cusses their suitability to different levels of use and reviews examples of integrated 
typing in advanced surveillance systems.

2.1 � Introduction

Microbial typing allows the differentiation of epidemiological related from unre-
lated isolates of the same bacterial species. It is used to elucidate the source and 
route of transmission of micro-organisms causing outbreaks of infectious diseases. 
It can also be applied to basic research including in depth investigations of infec-
tious disease pathogenesis, bacterial population structures and microbial genetic 
diversity in diverse ecosystems (van Belkum et al. 2007).

M. Hallin (*) • A. Deplano
Laboratoire de Microbiologie et Laboratoire de Référence des Staphylocoques-MRSA,
Hôpital Erasme, 808 route de Lennik, 1070 Brussels, Belgium 
e-mail: marie.hallin@ulb.ac.be

M.J. Struelens
Scientific Advice Unit, European Centre for Disease Prevention and Control,  
17183 Stockholm, Sweden

Chapter 2
Molecular Typing of Bacterial Pathogens: 
A Tool for the Epidemiological Study  
and Control of Infectious Diseases

Marie Hallin, Ariane Deplano, and Marc J. Struelens 
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A typing method (TM) should ideally be rapid, robust and produce objective and 
portable data enabling subspecies discrimination of microbial isolates to trace 
pathogen transmission unambiguously across various population and time scales. 
Even though next generation whole genome sequencing has become the ultimate 
reference technology (Harris et al. 2010; Lewis et al. 2010), high cost and complex 
data analysis hurdles must still be overcome to make it routinely applicable for epi-
demiological typing. Therefore, less comprehensive microbial typing methods (TM) 
still have to be carefully chosen with respect to analytical performance and conve-
nience criteria according to the pathogen and application of interest (Struelens and 
ESGEM 1996; van Belkum et al. 2007).

TM can be classified according to the nature of the character they explore, where 
“phenotypic” TM are opposed to “genotypic” TM or following their standardisation 
and portability of results they produce, where “comparative” TM are opposed to 
“definitive (library) techniques.” A comparative TM assesses relatedness within a 
set of isolates without reference to previously characterised strains or type database. 
It allows comparison of isolates within a single experiment but the results are not 
easily comparable with previous or future samples or with other laboratories. An 
example of currently used comparative TM is pulsed-field gel electrophoresis 
(PFGE) typing according to in house protocol. In contrast, a library TM, generates 
type allocation of isolates according to standard nomenclature and allows exchange 
of results between laboratories and comparisons of results over time by integration 
into cumulative, shared databases. An example of library typing system is the spo-
ligotyping scheme of Mycobacterium tuberculosis.

Phenotypic TM, such as biotyping, serotyping or antibiogram based typing, have 
been widely used in the past as library TM as they are relatively easy to implement, 
do not require costly equipment, have been well standardised and generate results 
that are simple to categorise and compare. Their major drawback is related to the 
characters they study, which are subject to regulation and variable expression 
according to in vitro or in vivo environmental conditions. Furthermore, phenotypic 
characters can undergo evolutionary convergence and consequently may not reflect 
accurately the genotype, nor provide a reliable epidemiological marker by falsely 
lumping together isolates of divergent descent.

Because phenotypic characters lack performance and reliability, genotyping 
methods based on comparison of restriction or amplification of DNA fragment pat-
terns (DNA fingerprinting) or DNA sequence determination (DNA sequence based 
methods) are nowadays preferred. Sequence based methods include methods involv-
ing the sequencing of a single locus (SLST) or multiple loci (MLST).

2.2 � Applications of Typing Methods

The choice of a TM in a given situation will depend on two main parameters: (1) the 
population structure of the bacterial species to type, and (2) the space and time scale 
of the population under study.
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2.2.1 � Population Genetics

Evolutionary speed, intra-species diversity and genetic population structure differ 
widely among human bacterial pathogens (Deplano and Struelens 2006). Depending 
on the relative frequency of recombination and point mutations, the population struc-
ture of a bacterial species can be localised across a continuum going from strict 
clonality (where daughter isolates are identical to the parents, issued from binary cell 
division, and diversification solely occurs by mutational genetic “drift”) to panmixis 
(where daughter isolates vary extensively from the parents due to high rate of random 
intergenomic gene exchange). To date, the majority of bacterial pathogens studied 
display a predominantly clonal structure, characterized by the existence of dominant 
lineages, showing a strong “linkage disequilibrium” (non-random association of alleles 
at different loci) (Deplano and Struelens 2006; Musser et al. 1990; Smith et al. 1993; 
Tibayrenc 1996). However, in certain species with a panmictic population structure, 
transient clonality may also be found when lineages become ecologically isolated or 
when epidemic dissemination occurs faster than recombination within a population. 
For example, Neisseria meningitidis, which has typically a panmictic population struc-
ture, displays epidemic clones/clusters that can clearly be identified in geographically 
circumscribed areas (Deplano and Struelens 2006; Smith et al. 1993; Struelens and 
ESGEM 1996). On the opposite, independent evolution of unrelated lineages under the 
same selective pressure can lead to the acquisition of common phenotypic characters. 
This convergence phenomenon can blur epidemiological data based on TM targeting 
these characters and consequently lead to inaccurate clonality inference.

A good knowledge of the genetic population structure and molecular mecha-
nisms of evolution of a given bacterial species is thus a prerequisite for selecting 
suitable TM and interpretation of results. For instance, the same TM can prove to be 
highly discriminating when applied to a panmictic species, but not discriminating 
enough when applied to a highly clonal species.

2.2.2 � Study Scale

MT can be applied to diverse applications ranging from analysis of microbiota sam-
ples originating from an individual host up to samples from the world population. 
Within a single host, TM can be used to differentiate the recurrence of an infectious 
process from re-infection with a new isolate from the same species as cause of dis-
ease relapse. TM can also help to confirm the anatomic source of an endogenous 
infection such as intravenous cather-related bacteraemia.

The classical application of molecular typing is for supporting outbreak investi-
gations by use of either comparative or library TM. In this context, TM can help to 
determine (i) the extent of epidemic spread of an infectious agent in an exposed 
population, (ii) the source or vector of epidemic contamination and (iii) the impact 
of control measures on the course of the epidemic and rate of strain transmission.
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Library TM are primarily used by reference laboratories for enhanced surveil-
lance of infectious diseases, to provide information on pathogen type distribution 
frequency over time and place in relation to disease occurrence among populations.

Sequence based TM are also used for the study of genetic interrelationships in 
bacterial populations for evolutionary studies.

Finally, sequence based TM, comparative genomics in particular, are increas-
ingly used to search for determinants of virulence or drug resistance, allowing iden-
tification of novel pathovar- or epidemic type diagnostic markers, or giving insight 
into microbial pathogenesis (van Belkum 2002).

These different application levels are important to distinguish since the “epide-
miological scale” is a key parameter to consider when selecting the appropriate TM 
for a given purpose. For example, genotypic methods used to assess genetic structure 
in bacterial populations for evolutionary studies generally target moderately con-
served loci like housekeeping genes. Therefore, they are very useful to calibrate the 
evolutionary clock speed of other TM but usually show insufficient discriminatory 
power in discriminating bacterial isolates collected over relatively short time periods 
from restricted geographical areas. High resolution methods are preferable for local 
outbreak studies. These TM target more rapidly evolving loci such as surface protein 
encoding genes or variable number short tandem repeat elements. Similarly, while 
comparative typing can be sufficient for outbreak investigation where the needs for 
reproducibility, standard nomenclature or stability over time are limited, national 
and international surveillance systems require library TM that allow comparison of 
typing data generated over years in different laboratories for monitoring the preva-
lence and spread of transmissible clones. For local epidemiological surveillance 

Common
source
outbreak

Cross-infection
Outbreak Surveillance

Global epidemiology

No of transmission cycles

No of microbial generationsPopulation size

Time

Marker stability

Marker resolution

Fig. 2.1  Different time-space scales for tracking epidemic clones 
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purpose, a compromise must be found between discriminatory power and marker 
stability for selecting the appropriate TM (Fig. 2.1).

2.3 � Performance Criteria of Typing Methods

Prior to use for epidemiological purpose, a microbial typing system should be eval-
uated and validated. Detailed recommendations for optimal use and quality assess-
ment of typing methods have been published by the ESCMID Study Group on 
Epidemiological Markers (ESGEM) (van Belkum et al. 2007). They propose a num-
ber of performance criteria, including:

•	 Typeability. This is the ability of the TM to assign a type to isolates tested, expressed 
as the percentage of typeable isolates over the total number of typed isolates.

•	 Stability. This criterion refers to the stability of the marker used for typing within 
the species typed. Usually, this is tested in vitro, by typing serial subcultures of 
several strains. Ideally, stability should also be assessed in vivo. Since recombi-
nation and mutation rates differ by species, the stability should be evaluated for 
each species studied.

•	 Reproducibility. This is the ability of the TM to assign the same type to the same 
isolate on repeat testing. Reproducibility may be influenced by many parameters 
involved in the typing protocol, including interpretation of results. All these 
potential biases have to be assessed during evaluation. Additionally, reference 
type controls should be included to check each run quality. On a larger dimension, 
inter-laboratory reproducibility is a key to enable the exchange of data through 
laboratory networks. This implies the adoption of consensus protocols and regu-
lar participation of network members to external proficiency testing schemes.

•	 Discriminatory power. This reflects the capacity of the TM to assign two differ-
ent types to two epidemiologically unrelated strains in the population studied. 
This capacity can be expressed using the Simpson index of diversity (DI) (Hunter 
and Gaston 1988), which expresses the probability to assign two different types 
to two strains sampled randomly from a large collection of epidemiologically 
unrelated isolates representative of the ecological niche studied (Struelens and 
ESGEM 1996). The determination of a confidence interval enables the compari-
son of DI of several TM (48).

•	 Epidemiological concordance. This criterion refers to the ability of the TM to 
classify in identical or related types “single clone derived” isolates. This should 
be tested on several well documented sets of epidemiologically-related isolates 
from independent outbreaks.

Finally, several convenience criteria including the flexibility/versatility (applica-
bility to a maximum range of pathogen species with minimal protocol modifica-
tion), rapidity, ease of use, technical accessibility, equipment and reagent costs, and 
last but not least, interpretation easiness and exportability of results must be taken 
into account when choosing a TM.
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2.4 � Overview of Currently Available Typing Methods

2.4.1 � Phenotypic Typing Methods

2.4.1.1 � Antibiogram-Based Typing

Antimicrobial susceptibility testing is performed by clinical microbiology laborato-
ries to guide chemotherapy. This method can be used for typing if appropriate drugs 
are selected and if resistance patterns are sufficiently discriminating and stable for 
use as a clonal marker. Indeed, some resistance determinants are located on plas-
mids that can be lost at high frequency. Moreover, resistance expression can be also 
controlled by complex regulatory systems. Multivariate analysis of susceptibility 
patterns based on diameter inhibition zone has been successfully used for MRSA 
typing and showed good correlation with ribotyping (Blanc et al. 1996). International 
databases including antibiograms and data on clinical and geographical origins of 
isolates were used to estimate the incidence and spread of specific resistance mark-
ers or multiresistant clones(Fluit et al. 2006).

2.4.1.2 � Serotyping

Serotyping systems are widely used as a reference method for typing Salmonella 
and E. coli isolates. Typeability and discrimination are variable and interpretation is 
often complicated by antigen cross-reaction phenomena. This library TM is used in 
reference laboratories with standardised reagents and method. Discrimination of 
serotyping depends on the species. Instable serotypes occur secondary to recombi-
nation events (for examples: transformation in S. pneumoniae, transduction in 
Salmonella). Overall, congruence of antigenic variants with the population genetic 
structure is poor, even in species with clonal structure like E. coli (Ochman and 
Selander 1984) or Legionella pneumophila (Cazalet et al. 2008). Some serotyping 
schemes are now being replaced by their genotypic equivalents. For example, 
restriction analysis of the amplified O-antigen gene cluster has proven an interesting 
alternative to classic serotyping of E. coli (Coimbra et al. 2000).

2.4.1.3 � Phage Typing

It determines the lytic pattern of bacterial isolates exposed to a defined set of phages. 
This method was developed for a small number of pathogenic species, although time-
consuming and technically demanding procedure. This and the necessity for keeping 
stocks of phages and propagating strains, confined it to reference laboratories. It 
shows variable discrimination and is mostly limited by poor typeability and repro-
ducibility. Due to these limitations, phage typing has been replaced by molecular 
TM. Acquisition or loss of phages, which play a role in virulence, can be traced by 
DNA analysis, providing a modern extension of phage typing (Goerke et al. 2004).
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2.4.1.4 � Multilocus Enzyme Electrophoresis (MLEE)

This phenotype based genotyping method identifies electrophoretic variants of a set 
of 10–35 housekeeping enzymes. MLEE has once been considered as the reference 
method for defining the phylogenetic structure of lineages in clonal bacterial popu-
lations (Musser et  al. 1990). MLST, the “genotypic equivalent” of MLEE, has 
replaced it.

2.4.1.5 � Mass Spectrometry

Mass spectrometry (MS) was initially used for analysing the composition of com-
plex mixtures of chemical or organic (macro) molecules. The Matrix-assisted laser 
desorbtion ionization time-of-flight (MALDI-TOF), can be applied to whole cells, 
allowing the characterisation of their constituent molecules as complex spectra that 
can be compared to mass spectra databases. MALDI-TOF has been recently vali-
dated as a fast and reliable tool for bacterial species identification (Cherkaoui et al. 
2010; Stevenson et al. 2010). The spectra generated can also present sufficient dif-
ferences within species to allow to differentiate strain types, such as distinct isolates 
of E. coli O157:H7 (Everley et  al. 2008), or Legionella pneumophila (Fujinami 
et al. 2010). Another promising application of MALDI-TOF MS technology is its 
capability of SNPs detection in PCR products (Tang et al. 2004).

Another spectrometric method, called Raman spectroscopy, which analyses the 
reflected light of intact cells, has been commercially developed for the identification 
of microorganisms at the species as well as at subspecies level (Maquelin et  al. 
2006; Willemse-Erix et al. 2010).

2.4.2 � Genotypic Typing Methods

The performance profile of genotypic methods used for typing of bacterial patho-
gens is compared in Table 2.1.

2.4.2.1 � Fragment Based TM

�Restriction Fragment Length Polymorphism (RFLP)

Restriction fragment length polymorphism (RFLP) of chromosomal DNA using 
frequently cutting enzymes coupled with hybridisation with labelled probes was the 
first generation bacterial genotyping method used in the 1980s. A successful use of 
this approach is illustrated by IS6110 typing of M. tuberculosis which was standard-
ized over 15 years ago and since used worldwide with a central integrated database. 
During the past two decades, pulsed field gel electrophoresis (PFGE) protocols of 
macrorestriction DNA profiles have been developed and established as the “gold 
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standard” TM for many food-borne and nosocomial bacterial pathogens. PFGE 
takes advantage of using infrequently cutting (or “macro”) restriction enzymes that 
cleaves whole bacterial genomes in 10–30 DNA fragments. These large DNA frag-
ments are separated according to size by periodically alternating the direction 
(“pulsing”) of the electric field in specially designed electrophoresis systems 
(PFGE). Some major strengths of PFGE include its versatility and high discrimina-
tory power that are well documented. However, this technology suffers from some 
drawbacks: it is time- consuming and laborious to perform, requires a high quality, 
high concentration DNA preparation and rigorous standardization of electrophore-
sis protocols to enable inter-laboratory comparison (Murchan et  al. 2003; van 
Belkum et al. 1998). Centralized PFGE databases were developed for “real time” 
typing of food-borne pathogens by the PulseNet public health laboratory programme 
in the USA and later extended worldwide (Swaminathan et al. 2001). This PFGE 
standardisation process has been more limited for hospital-associated pathogens 
such as methicillin-resistant S. aureus (MRSA) because of lack of reproducibility 
among laboratories (van Belkum et  al. 1998). Despite this difficulty, reference 
PFGE typing protocols, databases and nomenclature of MRSA epidemic types were 
developed in the U.S.A and Europe (Hallin et  al. 2007; McDougal et  al. 2003; 
Murchan et al. 2003).

�PCR Fingerprinting

Repetitive DNA sequences are interspersed throughout the genome of all bacteria. 
Amplification of short genomic fragments lying between repetitive elements by 
using low-stringency PCR with outward primers, called rep-PCR, is an efficient 
method for bacterial typing (Deplano et al. 2000; van Belkum et al. 1996). Its major 
advantages include flexibility, technical simplicity and rapidity. However, rep-PCR 
patterns are difficult to interpret and non-exchangeable between laboratories due to 
variable fragment amplification efficiency (Deplano et al. 2000). This method was 
therefore considered a comparative system applicable as in house “clonal screen” 
method. Recently, a semi-automated rep-PCR based system (DiversilabTM, Bacterial 
Barcodes, USA; distributed by BioMérieux, France) was successfully evaluated for 
identification of the E. coli O25:H4-ST131 clonal lineage (Bonacorsi et al. 2009; 
Pitout et al. 2009) and typing of Acinetobacter baumanii isolates (Carretto et al. 
2008; Fontana et al. 2008). It was found to be less discriminating than PFGE for 
S. aureus typing (Tenover et al. 2009). This system is well standardized, technically 
simple and reproducible but relatively expensive.

�Multilocus Variable Number of Tandem Repeat Analysis (MLVA)

Repetitive DNA is widely found in prokaryotes (van Belkum et al. 1998). Repeats 
elements vary in size, location and complexity. Elements which are organized in 
tandem, are located at a single locus in the genome and show variation in repeat unit 
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number, are designated variable number of tandem repeat (VNTR) loci. Multiple 
locus VNTR analysis (MLVA) involves the determination of the number of repeat 
copy units in multiple loci by using multiplex PCR for size analysis of repeat 
regions. Size determination of PCR products is performed by agarose electro-
phoresis or higher resolution systems such as capillary electrophoresis and mass 
spectrometry. For each locus, each allele type representing the number of repeats is 
assigned a digit code. Allele types from multiple loci are combined to designate a 
multi-digit MLVA type. This strategy is of particular interest for high resolution 
genotyping of pathogens with a high degree of genome homogeneity, such as 
Bacillus anthracis and M. tuberculosis. MLVA systems have been recently devel-
oped for several human pathogens, including potential agents of bioterrorism (van 
Belkum et al. 2007; van Belkum 2007). In general, MLVA shows good correlation 
with other genotyping methods and its technical simplicity and rapidity make it an 
attractive TM. A potential disadvantage of MLVA typing is the pace of evolution of 
repetitive DNA that may be too rapid thereby compromising epidemiological con-
cordance. Thus, the variability of each VNTR must be assessed carefully. An exam-
ple of this validation is given by VNTR analysis of different classes of interspaced 
genetic elements, called mycobacterial interspersed repetitive units (MIRUs), for 
epidemiological typing of M. tuberculosis (Supply et  al. 2001, 2006). Among 
numerous sets of MIRU-VNTR loci which have been described, an optimised 
15-locus system was validated as a new standard for routine epidemiological dis-
crimination of M. tuberculosis isolates and a 24-locus system was further developed 
as higher resolution tool for phylogenetic studies (Oelemann et al. 2007; Supply 
et  al. 2006). The method proved superior to previous standard methods such as 
IS6110 in terms of typeability and to spoligotyping in terms of discriminatory power 
(Allix et al. 2006).

2.4.2.2 � Sequence Based Typing Methods

�Single Locus Sequencing Typing (SLST)

One key advantage of all sequence-based methods over “band-based” techniques is 
that sequence data is non ambiguous and portable between laboratories. Single 
locus sequence typing (SLST) analyses a single variable genetic locus to save work-
load, cost and time. The SLST approach is well validated for typing of S. aureus 
based on analysis of an hypervariable region of the staphylococcal protein A gene 
(spa gene). This polymorphic X region contains a variable number of 24 bp repeat 
regions. Typing based on sequence comparison of this X region (spa typing) com-
bines practical advantages, such as rapidity, reproducibility, ease of use and porta-
bility (Aires-de-Sousa et  al. 2006; Koreen et  al. 2004). The X region indexes 
micro- and macro-variations that appear highly congruent with whole genome clonal 
variation. This enables use of spa typing both for local and global epidemiology 
(Koreen et al. 2004). Recent evaluation of potential use of spa typing for long-
term nationwide epidemiology of S. aureus showed high discriminatory power and 
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achieved high concordance with PFGE and MLST analysis. The development of a 
dedicated software with the possibility of rapid assignation of sequence led to an 
automated system showing 100% inter-center reproducibility (Aires-de-Sousa et al. 
2006; Harmsen et al. 2003). spa typing has been successfully evaluated as auto-
mated clonal alert system to detect local MRSA outbreak (Mellmann et al. 2006). 
Occasional “violation” of MLST clonal complex assignment by spa typing was 
nevertheless observed, suggesting that spa typing should preferably be used in com-
bination with additional markers, such as staphylococcal cassette chromosome mec 
type to ensure reliable clonal typing (Hallin et al. 2007). Another epidemiologically 
relevant and conceptually similar SLST scheme is emm sequence typing of S. pyo-
genes (Facklam et al. 1999). This TM analyses variation in the surface-associated 
streptococcal virulence protein M. An international database including updated 
emm types correlated with corresponding M-serotypes is also publicly available on 
internet (www.cdc.gov/ncidod/biotech/strep/strepindex.htm).

�Multi Locus Sequencing Typing (MLST)

MLST indexes variation in loci encoding several housekeeping genes. It was origi-
nally designed to identify hyper-virulent lineages of Neisseria meningitidis (Maiden 
et al. 1998). MLST detects variation in the sequence of DNA fragments (400–500 bp 
in size) of five to ten housekeeping genes. Each gene sequence is considered as an 
allele type. The allele type for each of the gene sequence is combined into an allelic 
profile defining the sequence type (ST). MLST has been applied to a variety of 
human bacterial pathogens including S. aureus, S. pneumoniae and enterococci, 
and forms the basis of current nomenclature to label hyper-virulent and antibiotic- 
resistant clones of these organisms. MLST databases are centrally curated and made 
publicly available over the Internet to ensure that new types follow uniform nomen-
clature. MLST is a universal and definitive TM that is now recognized as the “gold 
standard” for defining the subspecies genetic population structure of many micro-
organisms. Currently, MLST schemes are available for more than 35 pathogenic 
bacteria and fungi (www.mlst.net, www.pasteur.fr/recherche/genopole/PF8/mlst, 
mlst.ucc.ie, pubmlst.org).

MLST data have been employed in epidemiological investigations of various 
scales and in studies of the population biology, pathogenicity, and evolution of bac-
teria. It is important to remember that this method was developed to assess genetic 
interrelationships in bacterial populations for evolutionary studies. These studies 
identified bacterial populations with house keeping genes showing high or moderate 
diversity. In contrast, MLST is less discriminating for epidemiological investiga-
tions such as those of hospital outbreaks that include bacterial isolates collected 
over a short time period from a restricted geographical area. Because it implies both 
strand sequencing of multiple genes, MLST is a labour and time consuming and 
expensive TM, thereby restricting its routine use for high throughput epidemiologi-
cal typing. In case of national or international studies, MLST is useful for clonal 
type identification according to standard nomenclature.
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For some pathogens like Legionella pneumophila, specially designed multi-variable 
locus sequence typing schemes have been developed for high resolution epidemic 
investigations. They have the advantages over other fingerprinting methods of 
being fully portable and directly applicable to clinical samples without the need for 
culture of this fastidious organism (Ginevra et al. 2009).

�Single Nucleotide Polymorphism (SNP) Genotyping

Single nucleotide polymorphism (SNP) is a change in a single nucleotide in one 
sequence relative to wild type due to random nucleotide mutation, horizontal gene 
transfer or intragenic recombination. SNP genotyping methods are primarily applied 
to define relationship among isolates of highly homogeneous pathogens such as 
M. tuberculosis, E. coli O157:H7 or B. anthracis. Detection of the most frequently 
occurring SNPs associated with ST allelic variants is a simple and cost-effective alter-
native to full MLST. SNP systems offer similar phylogenetic information as MLST 
schemes on which they are based but they show less discrimination and are incapable 
to detect new allelic types. SNP genotyping can be applied to screen specific epidemic 
or virulent clones suitable for surveillance. For instance, conserved SNPs which char-
acterize the allelic profile of the major epidemiological lineage ST-21 of Campylobacter 
jejuni were identified (Best et al. 2004). Clonal complex ST-21 is one of the largest CC 
constituting 26% of all submitted isolates (http://pubmlst.org/campylobacter). It is 
frequently associated with human disease and food chain sources (Dingle et al. 2001).

2.4.2.3 � Hybridisation Methods

�Direct Hybridization

In these methods, the microbial DNA to be investigated is immobilized on a support 
and probed with specific DNA molecules. Multiple hybridization technologies do 
exist. Hybridization can be made directly on genomic DNA such as in the binary 
typing scheme developed with PCR-generated, clone-specific probes for epidemio-
logical typing of S. aureus (van Leeuwen et al. 2001).

One of the earliest broad-range bacterial genotyping system invented was ribo-
typing. Here, probes targeting 16S and 22S rDNA are used to estimate the number 
and position of ribosomal loci in the bacterial genome. In this case, hybridization is 
made after specific enzymatic restriction of chromosomal DNA and transfer on a 
solid support. This method is highly reproducible and has a moderate discrimina-
tory power. Fully automated RiboPrinterTM (Qualicon, Inc., USA) allows reduction 
of hand-on time and comparison of profiles among laboratories. It was adopted for 
some pathogens important in food microbiology even tough it is more expensive 
and less discriminating than other genotypic methods (Pfaller et al. 1996).

Hybridization can be also made on amplified DNA products such as for  
M. tuberculosis spoligotyping. In this case, the PCR amplified target DNA is a 
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locus harbouring tandem repeats with some internal sequence variation. Specific 
variants are typed by dot-blot hybridization using an array of repeat-specific oligo-
nucleotide DNA probes. The major advantage of spoligotyping over IS6110 typing 
is that can be applied directly to clinical samples, without the need of prior culture 
(Goyal et al. 1997; Kamerbeek et al. 1997).

�DNA Microarray Typing

Since microbiology has entered the postgenomic era, bacterial typing is increas-
ingly based on analysis of complete genomes. Although whole genome sequenc-
ing remains costly and limited to laboratories with advanced DNA sequencing 
platforms, DNA microarrays are now available and provide extensive, if not 
comprehensive, information on whole gene content for bacterial genotyping. 
Microarrays are collections of microscopic probes (usually DNA probes) which 
can be hybridized with labelled target molecules (DNA or RNA) on a solid sub-
strate such as glass slide to produce quantitative or qualitative heteroduplex sig-
nals. Various types of microarrays are classified upon their technical characteristics 
such as the nature of the probe, the type of solid support or the method used for 
target detection (Miller and Tang 2009). Microarrays can be used for a wide range 
of applications including typing. The major advantage is the ability of this tech-
nique to extensively characterize and simultaneously genotype bacterial isolates. 
Examples of bacterial pathogens for which microarray has been successfully used 
for epidemiological typing include Salmonella enterica (Majtan et  al. 2007), 
Staphylococcus aureus (Monecke et  al. 2007), pathogenic Escherichia coli and 
Campylobacter jejuni (Garaizar et al. 2006). As the technology improves, the use 
of microarray platforms is moving from research to clinical and public health 
laboratory applications.

�High-Throughput Genomics Typing

The proof of principle of applying second generation DNA sequencing technologies 
to epidemiological investigation of infectious diseases has been provided with a 
recent analysis of the global epidemiology and local microevolution of a successful 
clone of MRSA (Harris et al. 2010). These comparative genomics data indicated a 
core gene mutation rate of one SNP every 6 weeks during patient-to-patient trans-
mission within a hospital ward. They also confirmed the occasional occurrence of 
intercontinental clone spread followed by regional expansion of subclonal variants. 
It is likely that high-throughput sequencing of whole bacterial genomes will become 
increasingly used to decipher the full extent of population genomics of clinically 
relevant bacterial species at local, regional and global levels. Once the molecular 
clocks of all informative SNPs will be better ascertained within lineages, interpreta-
tion of comparative genomics will be possible for resolving outbreak investigations 
and mapping pathogen transmission.
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2.5 � Molecular Typing as a Public Health Tool

The increasing access to routine molecular typing at clinical or public health labora-
tory level has enhanced the sensitivity of epidemiological surveillance for early 
detection and warning of epidemic diseases. For instance, rapid detection of multi-
resistant bacteria belonging to previously described hypervirulent and highly trans-
missible clonal lineages can inform infection local control measures such as patient 
isolation and contact screening among critically-ill or immuno-compromised 
patients (Deplano et al. 2007a, b).

Molecular typing is now forming an integral part of the microbiology services 
offered by public health reference laboratories. By integrating pathogen genotypic 
data with epidemiological data of clinical cases, it enhances detection of previously 
unrecognised clusters of disease that may disseminate on a global scale, such as travel-
acquired legionnaires’s disease or food-borne infections (Musser et al. 1990; Miller 
and Tang 2009). An important prerequisite for reliable use of any molecular typing 
system for guiding infection control strategies is the organisation of external quality 
assessment trials and inter-centre validation studies for typing network participants 
(Aires-de-Sousa et al. 2006; Deplano et al. 2006; van Leeuwen et al. 2002). This, how-
ever, represents a substantial challenge as new typing technologies appear and improve 
at an accelerating rate. Whereas it is clear that sequence-based technologies offer sub-
stantial superiority to other currently available typing approaches, it remains to be seen 
whether high throughput genome sequencing will either supersede or help design 
more parsimonious yet micro-evolutionary informative SNP detection strategies.
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Abstract  This chapter does not attempt to provide a comprehensive catalogue of 
the various methods of analysis and technologies used to characterize pathogens 
(molecular epidemiology). Rather it argues why molecular epidemiology should 
not be conceived without an extensive use of the concepts of population genetics 
and evolutionary biology. Moreover, it stresses that characterizing pathogens should 
open up to evaluating the impact of pathogens’ genetic diversity on their relevant 
medical properties (downstream studies). Lastly, it presents the foreseeable future 
developments in this field, which has been upset by the exponential development of 
megatechnologies (massive sequencing, postgenomic studies, and bioinformatics).

3.1 � Introduction

Before attempting to precisely define molecular epidemiology, it is interesting to 
observe it as a today’s hot item. Using the term for a search in the SCOPUS database 
produces more than 15,000 references, most of them cited in the last few years. The 
term chiefly refers to transmissible diseases, but not exclusively. Some references 
concern other diseases such as cancer.

Considering the rapid growth of this field, there is no doubt that the publication 
of this book is quite timely. Actually, the premises of this burst onto the front stage 
were already apparent years ago. The field is at the crossroads of two major lines 
in modern biomedical research: the exponential development of molecular tech-
nologies and the preoccupying wave of emerging and reemerging infectious 
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diseases (“The golden age of genetics and the dark age of infectious diseases” 
Tibayrenc 2001). As for the threat of infectious diseases, it is worth noting that the 
alarms sounded these last few years (SARS, avian flu) have not, in the end, been 
confirmed as major pandemics. Still, the fact remains that transmissible diseases 
remain by far the major killers of the human species on a worldwide basis. It can 
also be said that they more than ever constitute the major selection pressure of 
humankind (Haldane 1949), since many of them kill at the age of reproduction, or 
before it. Even when considering industrial countries, much more than 40 years 
ago, today infectious diseases are a major concern with the problems of AIDS, 
nosocomial infections, antibiotic resistance and multidrug-resistant pathogens. 
Obviously, considering that transmissible diseases are under control would be quite 
unrealistic. Can it be considered therefore that molecular epidemiology is a major 
contribution toward reaching this goal? The answer to this question is the very 
topic of this book, and more specifically, of the present chapter. The goal is neither 
to draw a comprehensive review of everything known in this field, nor to provide 
the reader with a handbook of molecular epidemiology. It is rather to give my per-
sonal views on how molecular epidemiology should be conceived today and the 
future avenues this field may take.

3.2 � How to Define Molecular Epidemiology?

Reading the literature, it is obvious that there is no consensus on how to define the 
term. The classical definition of the Centers for Disease Control (CDC) in Atlanta is 
“the various biochemical and molecular techniques used to type and subtype patho-
gens” (CDC 1994). The goal in this definition is very clear: identify the species (type) 
and subspecies/strains (subtype) of pathogenic organisms. The method is also very 
clear: the use of all techniques offered by biochemistry and molecular biology toward 
reaching this goal. In itself, this definition is quite satisfactory. The goal of molecular 
epidemiology is to help elucidate the routes traveled by epidemics by tracking the rel-
evant units of analysis, the entities that are responsible for the epidemics. The difficul-
ties lie in the very definition and delimitation of these entities, as we will see below.

It should be emphasized that molecular epidemiology is no more than a particu-
lar case of molecular systematics applied to the specific case of the identification of 
pathogenic agents. It would be highly desirable that the strict rules used to identify 
other organisms with molecular markers (Avise 2004) be applied to pathogens as 
well. As we will see, this is far from being the case.

3.3 � Modern Technologies Have Upset the Field

Although there is no ultimate solution to all problems, there is no doubt that the 
arrival of powerful new technologies, and their lowering costs, have revolutionized 
the field. I will not detail here all the techniques that have been and are available for 
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pathogen characterization but rather explain how the techniques have made a major 
contribution to the field but are by no means a panacea.

In heroic times, the characterization of pathogenic agents and their strains relied 
on proteic markers, chiefly multilocus enzyme electrophoresis* (MLEE*, for a 
recent review see Tibayrenc 2009). These protein markers proved to be fine genetic 
markers and have allowed impressive progress, not only in routine strain typing, but 
also in basic bacterial population genetics (Selander et al. 1986). They have also 
been widely used for parasitic protozoa strain identification (Godfrey and Kilgour 
1976). However, MLEE* has many drawbacks that definitely make it an outdated 
technology: (i) it is a time-consuming and delicate technique, (ii) it lacks resolution 
when the microevolutionary scale is considered, (iii) it is subject to homoplasy*, 
although this drawback has been exaggerated, (iv) and lastly, it requires bulk strain 
culturing, which leads to culturing bias* (see below).

Techniques that directly take DNA as the target molecule have definitely sur-
passed protein/MLEE* characterization. However, it should be stressed that the 
many valuable results gathered by MLEE* studies, especially when population 
genetics and the evolution of pathogens are considered, remain entirely valid and 
have been thoroughly confirmed by DNA techniques.

The major technological step that has upset the field of molecular epidemiology 
is polymerase chain reaction* (PCR). Indeed, PCR* makes it virtually possible to 
amplify the DNA of a single cell. Its potential resolution is therefore very high. 
Moreover, by using specific primers*, one can selectively amplify the DNA of the 
organism under study, even if it is mixed with foreign DNAs. These two properties 
obviate the need for bulk culturing, thus avoiding the culturing bias*.

Many different techniques rely on PCR* amplification, including random primed 
amplified polymorphic DNA (RAPD) and amplified fragment length polymorphism 
(AFLP). However, it can be said that two techniques presently dominate the field of 
molecular epidemiology, namely microsatellites* and multilocus sequence typing* 
(MLST). The main advantage of microsatellites* is their high resolution. MLST* 
has the advantage of its high standardization and perfect portability. In terms of 
resolution power, MLST* is not at the top: it is often surpassed by mere restriction 
fragment length polymorphism* (RFLP) of antigen genes. Lastly, thanks to the 
recent progress in automatic sequencing, whole genome sequencing (WGS) of 
many strains in bacterial species tends to become routinely accessible, and makes it 
possible to design many SNP (single nucleotide polymorphisms) to type strains of 
pathogens (Pearson et al. 2009) It should be stressed that in and of themselves, these 
techniques are mere labeling tools and say nothing about the biological and evolu-
tionary properties of the organisms they aim to characterize (see below).

3.4 � Has Molecular Epidemiology Helped Clinical Practice?

The answer to this question depends on what molecular epidemiology is considered 
to be. Strictly speaking, if we take the basic definition given by the CDC (1994), 
routine serological tests can be considered molecular epidemiologic tools. The same 



32 M. Tibayrenc

holds true for PCR* identification of pathogen species. If we limit ourselves to these 
very basic tools, there is no doubt that molecular epidemiology has made a consid-
erable contribution to routine medical practice. However, when a more common 
meaning is considered (that is to say, high-resolution identification of strains and 
clones), molecular epidemiology has not entered the routine daily practice of medi-
cal doctors (Humphreys 2004). It should instead be considered an epidemiological 
research tool. Still, the fact remains that it is not confined to basic research. It does 
help health professionals make practical decisions. The survey and control of the 
H5N1 epidemics, for example, would not have been possible without the contribu-
tion of molecular epidemiology.

Molecular epidemiology is at the very boundary between basic research, which 
might remain speculative, and operational biomedical research, in which suffi-
ciently robust results should be unfailingly sought, because decisions need to  
be made.

3.5 � Can Molecular Epidemiology Be Conceived 
of Without the Evolutionary Concepts?

This is apparently possible, since molecular epidemiology articles are published in 
high-impact journals that do not contain a word of evolutionary biology or popula-
tion genetics (Foxman 2007; Sintchenko et al. 2007). Usually these articles rely on 
the implicit working hypothesis that natural populations of bacteria are composed 
of clones that undergo no genetic modifications over time. We will see that this is 
often untrue.

Logically speaking, evolutionary concepts should appear to be indispensable to 
analyze molecular data. The molecular polymorphism of organisms has been shaped 
by evolution. It is therefore rational to interpret it in terms of evolutionary genetics. 
When plants, mammals, insects, reptiles, etc. are investigated, it would appear non-
sensical not to use population genetics and evolutionary biology concepts to analyze 
their molecular diversity (Avise 2004). Pathogens should not constitute a special 
case. Quite the opposite, I would say, because their formal genetics and mating 
strategies still remain mysterious, although considerable progress has been achieved 
in the last 20 years.

For years I have called for the inclusion of population genetics and evolutionary 
biology in the very definition of molecular epidemiology (Tibayrenc 1995, 2005).

According to this vision, molecular epidemiology should not limit itself to lazy 
band counting and mere dendrograms automatically generated by appropriate soft-
ware. It should rely on classical population genetics (de Meeûs et  al. 2007) and 
phylogenetic approaches (Hall and Barlow 2006).

This vision advocates molecular epidemiology as an exploration, using evolu-
tionary biology’s conceptual tools, of how pathogen populations are distributed and 
how they evolve.
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3.6 � Downstream Research

Additionally, I have long proposed that beyond this indispensable inventory, the 
consequences of pathogens’ genetic diversity on their relevant biomedical proper-
ties (a disease’s clinical diversity, sensitivity to drugs and vaccines, serological and 
molecular diagnosis) be explored (downstream studies, see Tibayrenc 1995). The 
minimum would be, for example, that a new drug or a new vaccine be tested on a set 
of selected strains that are representative of the entire genetic diversity of the spe-
cies. With micropathogens, if technically feasible, it appears indispensable to work 
with laboratory-cloned stocks, with verification of the cloning under the micro-
scope. Too many studies rely on noncloned stocks that are often composed of vari-
ous different genotypes. This makes these mixtures of stocks highly unstable, and 
hence the results of such studies are poorly reproducible.

3.7 � Reticulate Evolution of Pathogens and Its Implications

In brief, this is the main result yielded by evolutionary studies dealing with patho-
gens. This chapter is not the place for a long discourse on the evolutionary biology 
of microbes. To make a long story short, this result has been reached with two 
complementary means: population genetic statistics and phylogenetic analysis.

The term “reticulate evolution” by itself refers to the situation where separate evo-
lution of distinct genetic lines is occasionally countered by limited genetic exchange. 
This situation is found in many plant species (Avise 2004).

Pathogenic microbes have evidenced a similar pattern in many, if not most, spe-
cies (Tibayrenc et al. 1990, 1991; Awadalla 2003; Heitman 2006). Unexpectedly, 
many micropathogens exhibit sex in the broad sense of the term (i.e., exchange of 
genetic material between different cells, whatever the cytological mechanism 
involved). Its precise mechanisms vary considerably: conjugation, transduction and 
transformation in bacteria, classical meiosis in Trypanosoma brucei, the agent of 
human African trypanosomiasis (Jenni et al. 1986), and nonmeiotic hybridization in 
Trypanosoma cruzi, the agent of Chagas disease (Gaunt et al. 2003). However, the 
results in evolutionary terms are the same: departures from panmictic* expectation 
and from a purely phylogenetic view.

Departures from panmictic* expectations can be evaluated with classical segre-
gation tests relying on Hardy-Weinberg and F-statistics (de Meeûs et  al. 2007). 
However, these tests are based on the assumption that the organism under survey is 
diploid. This makes the use of these approaches impossible for haploid organisms 
(bacteria, the blood stage of Plasmodium) and debatable for those organisms for 
which diploidy is not fully ascertained (Leishmania, Trypanosoma). Recombination 
tests (linkage disequilibrium* analysis, Tibayrenc et al. 1990; Maynard Smith et al. 
1993) avoid this shortcoming and are applicable whatever the ploidy of the organism 
may be, even if it is unknown, or if the molecular profiles make it impossible to 
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identify individual alleles (Tibayrenc et  al. 1991). A considerable advantage of 
recombination tests is that, by definition, they are the only ones able to test for the 
stability of multilocus associations. This is the very goal of molecular epidemiology, 
as we will emphasize later.

Phylogenetic analysis, with its many different approaches and specialized soft-
wares, looks for the presence and age of strictly separated genetic units. Its very 
definition makes departures from such an ideal image in themselves an indication of 
genetic exchange and its intensity. With highly recombining pathogens such as 
Nesseiria gonorrhoeae and Helicobacter pylori, any phylogenetic analysis is virtu-
ally impossible. Strong evidence for rarity or absence of recombination is a fair 
agreement between phylogenetic trees designed from different genetic markers, as 
seen in T. cruzi (see Fig. 3.1). This is a particular case of the concordance principle, 
which states that if a hypothesis is valid, it is increasingly confirmed by accumulat-
ing evidence (Avise 2004).

Pathogens show a continuum between these two extreme pictures, from highly 
recombining (Helicobacter, Neisseria) to scarcely recombining (T. cruzi, Salmonella, 
Escherichia coli).

The implications of this for molecular epidemiology and downstream studies are 
far-reaching. The more the species under study is composed of discrete, stable 
genetic lines (structured species, Tibayrenc 1995), the more these lines will be con-
venient targets for epidemiological follow-up and downstream studies. On the con-
trary, if genetic recombination is frequent, such discrete lines will not be present, 
and typing of stable multilocus genotypes will be impossible. In this case, only 
identification and follow-up of individual genes will be possible (see below).

3.8 � Units of Identification: Genes, Clones, Strains, 
Subspecies, and Species

Founding molecular epidemiology on firm evolutionary concepts requires clearly 
defining the units of analysis to be used (Dijkshoorn et al. 2000).

The least questionable of these units of analysis is the gene. Many molecular 
epidemiology studies are based on the identification and follow-up of genes of inter-
est (for example, genes of virulence, of drug resistance), conveniently labeled by 
specific PCR primers*. Such studies are possible whatever the population structure 
and recombination level of the pathogen under survey may be. However, it is more 
propitious to base these studies on a convenient and thorough population genetics 
framework of the species under study.

“Clone” should be understood here in its strict genetic meaning, that is to say, 
durable multilocus association. With this sense, a “clonal” species refers to all cases 
where the offspring genotypes are identical or almost identical to the parental ones, 
and where the propagation of multilocus genotypes that are stable is space and time 
are observed. This definition includes not only species that propagate themselves by 
classical mitotic propagation (the case of most bacterial species), but also many 
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cases of parthenogenesis*, homogamy*, and self-fertilization* in homozygotes. 
Extreme inbreeding in this sense is not an alternative model to clonality (Rougeron 
et al. 2009), but rather a particular case of it (Tibayrenc et al. 2010).

All species in which genetic recombination is either absent or severely restricted 
should be considered clonal according to this definition, so that durable multilocus 
associations are not disrupted by recombination and behave like frozen genotypes or 
genetic photocopies. An important parameter to consider is the lifetime of such mul-
tilocus genotypes. Maynard Smith et al. (1993) distinguished between epidemic clon-
ality and clonal evolution. The first refers to those species in which occasional bursts 
of genetic clones soon vanish in the common gene pool of a recombining species. 
Neisseria meningitidis is an example of this. Clonal evolution concerns those species 
in which clones remain stable at an evolutionary scale. Trypanosoma cruzi and 
Salmonella sp. are examples of this. Obviously, the consequences of the two models 
for molecular epidemiology and downstream studies are drastically different.

The term “strain” is widely used in the microbiology literature. However, its defi-
nition is a delicate one. Many specialists (including myself) use it with the sense of 
“stock”, that is to say, a culture of a pathogen with a given origin. The World Health 
Organization’s definition is quite different: it designates a set of stocks with various 
origins, but that share common defined properties (virulence, etc.). For molecular 
epidemiology, “strain” should designate a precise multilocus genotype, which is 
assumed to have a common, recent ancestry, in other words, a genetic clone. It is 
relevant to note that strains cannot exist in nonclonal, recombining species, although 
many epidemiologists maintain intuitively that such species have strains as well.

The definition of species is a never-ending story. An innumerable number of dif-
ferent definitions have been proposed by many authors (Hey 2001). However, one 
can distinguish between four main concepts to define species.

	1.	 The biological species concept is the most classical one and refers to those 
communities of organisms that are potentially interfertile (Dobzhansky 1937). 
Obviously, this concept refers to classical, sexual species and is hardly useable 
for pathogenic microorganisms.

	2.	 The phenetic species concept is based on the assumption that organisms pertain-
ing to the same species are assumed to share many properties, while the contrary 
applies to organisms that belong to different species. To define species with this 
approach, as many characters as possible are taken into account without priori-
tizing them (Sneath and Sokal 1973). This concept could be useful to define 
pathogen species, although this approach is time-consuming.

	3.	 The phenotypic concept is still widely used to define new species in insects, mam-
mals, etc. In such cases, it is mainly based on morphological characters (color, 
shape, etc.). In microbiology, it can be said that many microbe species have been 
defined on phenotypic characteristics, either epidemiological traits or pathological 
properties. For example, Mycobacterium leprae is the causative agent of leprosy. 
Leishmania infantum is the agent of leishmaniosis in infants. Leishmania 
panamensis was first described in Panama. The phenotypic species concept applied 
to pathogenic microbes therefore aims at conveying relevant medical information.
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	4.	 The phylogenetic species concept considers that species should be equated to 
clades* or individual phylogenetic lines (Cracraft 1983). For the above-described 
reasons, this approach is not easy to use when micropathogens are considered 
due to the predominance of reticulate evolution in them. By definition, clades* 
do not exchange genes.

The definition of species for pathogens is a brain teaser. However, the extreme 
attitude that species are impossible to define in the case of microbes (de Meeûs et al. 
2003) should be rejected. Health professionals need operational units of analysis to 
work on. Microbe species are not mere fantasies or video games: Trypanosoma cruzi 
cannot cause sleeping sickness. Even when considering the problem of reticulate 
evolution, one cannot see the microbial world as a genetic continuum. There are 
profound discontinuities, even if their boundaries are sometimes difficult to 
delineate. This means that the phylogenetic species concept can be used with some 
caution. The pragmatic approach I have recommended (Tibayrenc 2006) is to use 
the phylogenetic and phenotypic concepts jointly to describe new pathogen species. 
New species should be described only when they correspond to a phylogenetic 
reality and feature relevant medical/epidemiological properties. The use of the 
phylogenetic species concept means that species can be identified using the tools 
of molecular epidemiology.

In classical zoology, subspecies designate geographical variants of a given spe-
cies that can be easily identified by specific traits, generally morphological particu-
larities. The concept is of little value in medical microbiology. There are no strict 
criteria to define microbial subspecies; the tendency is for authors to describe sub-
species when they dare not make real new species (Schönian et al. 2010).

3.9 � Helpful, Although Not So Successful, Operational 
Concepts: Clonets and Discrete Typing Units/Tags

The classical concepts of population genetics and phylogenetic analysis are some-
times poorly adapted to the peculiarities of the microbial world and the specific 
demands of epidemiological follow-up.

3.9.1 � Clones and Clonets

Let us consider a species that has been evidenced to be clonal by population genetic 
analysis. The use of a given set of genetic markers, say 20 microsatellite* loci, has 
individualized stocks that share the same multilocus combination. Do they represent 
genuine clones? Probably not. If we use 30 microsatellite* loci instead of 20, we 
will probably encompass additional genetic variability within each of these supposed 
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clones. To get around the difficulty, the term “clonet” has been coined to refer to 
those sets of stocks that appear to be identical to a given set of genetic markers in a 
basically clonal* species (Tibayrenc and Ayala 1991). The clonets are relevant units 
of analysis for epidemiological tracking. They should be delimited by a sufficient 
range of genetic markers, according to the time and space scale considered (see 
below).

3.9.2 � Discrete Typing Units and Tags

I have already presented the implication of reticulate evolution for phylogenetic/
cladistic* analysis. The presence of some gene flow among genetic lines, and the 
fact that in hybridization events some genetic lines have two ancestors instead of 
one, make the clade* concept invalid. There are obvious genetic discontinuities 
between and within pathogen species that deserve to be described and delimited. 
To avoid the problem, I have proposed the descriptive and operational concept of 
discrete typing unit (DTU) (Tibayrenc 1998). DTUs are sets of stocks that are 
genetically closer to each other than to any other stock and are identifiable by com-
mon molecular, genetic, biochemical, or immunological markers called tags. DTUs 
correspond to reliable units of analysis for molecular epidemiology and down-
stream studies.

3.10 � Can This Field Be Unified?

People designing and using molecular epidemiology sorely need to realize that they 
have common goals and that their approaches should converge to a large extent. 
Whatever the pathogen under survey – parasite, fungus, bacterium, virus, prion, be 
it of medical, veterinary or agronomical relevance – species, strains, clones, and 
genes of interest should be reliably identified using evolutionary concepts. The 
genetic variability of the pathogen considered should be taken into account for vac-
cine/drug design, epidemiological follow-up and clinical studies.

Yet the world of pathogens is too heterogeneous for building totally standardized 
approaches. Species concepts are not the same for parasites, bacteria, and viruses. 
What’s more, the molecular tools cannot be the same.

However, when the pathogens considered are closely related, it is nonsense to 
design radically different approaches. An example is the description of new spe-
cies. With Leishmania parasites, many new species have been described, some of 
them based on doubtful criteria (Van der Auwera et al. 2011). On the other hand, 
until now, specialists of Chagas disease have agreed on considering Trypanosoma 
cruzi, the causative agent of Chagas disease, a unique, although genetically 
extremely heterogeneous, species (Zingales et al. 2009). Leishmania specialists 
are splitters, Chagas specialists are lumpers. These differences have little evolu-
tionary or medical justification.
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3.11 � The Crucial Parameters of Time and Space Scales

Molecular epidemiology may act on very different time and space scales. For example, 
one may wish to survey the spread of one of the six T. cruzi DTUs over the entire 
American continent. A totally different case would be the identification and follow-up 
of a unique methicillin-resistant clone of Staphylococcus aureus that has contami-
nated a hospital intensive care unit. Obviously the molecular and statistical tools 
will have to be adapted to the case at hand. In the first case, classical phylogenetic 
analysis and markers that have a slow molecular clock* (multilocus sequence typing*, 
multilocus enzyme electrophoresis*) can be used. In the second case, markers with 
a finer resolution, in other words, a faster molecular clock*, such as microsatellites* 
or some RFLP* markers, will have to be used.

3.12 � New Problems: Typing Noncultivable Pathogens

Koch’s postulates state that:

	(a)	 The microorganism must be found in abundance in all organisms suffering from 
the disease but should not be found in healthy animals.

	(b)	 The microorganism must be isolated from a diseased organism and grown in 
pure culture.

	(c)	 The cultured microorganism should cause disease when introduced into a 
healthy organism.

	(d)	 The microorganism must be reisolated from the inoculated, diseased experimen-
tal host and identified as being identical to the original specific causative agent.

These postulates are now invalidated by the fact that many pathologies, such as 
Crohn disease, could be caused by pathogens that cannot be cultured.

One of the most remarkable achievements of molecular epidemiology is to make 
it possible to characterize these unknown pathogenic agents. Sequences of nonspe-
cific genes such as ribosomal RNA genes are used to reach this goal (see Frank and 
Feldman 2007 for a recent, exhaustive review).

3.13 � Conclusion: The Future of the Field: Total Pathogen 
Profiling, Whole Genome Sequencing, Integrated 
Genetic Epidemiology

Technological progress will continue at an increased speed, just as the cost of 
analyses will continue to be lowered. This will permit holistic approaches that 
were not possible with limited technological resources. Pathogen profiling is 
one  of the new strategies that will emerge from use of these new tools  
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(Sintchenko et  al. 2007). It  integrates molecular data (genome, transcriptome, 
proteome, metabolome) with clinical and epidemiological data, assisted by geo-
graphic information systems (GIS).

Pathogen profiling will be even more valuable if it relies on the survey of patho-
gen’s whole genomes, which becomes now more and more accessible, at least for 
viruses and bacteria (Pearson et al. 2009). This opens the way to the new field of 
population genomics (Tibayrenc 2005).

Another approach long called for (Tibayrenc 1998) is to concurrently consider the 
role played in the transmission and severity of infectious diseases, by the host’s, the 
pathogen’s and the vector’s (in the case of vector-borne diseases) genetic diversity as 
well as the interactions between the three (coevolution phenomena). Such a holistic 
approach (integrated genetic epidemiology of infectious diseases) should be extended 
to the entire genome of hosts, pathogens and vector (population genomics). This is 
the very topic of the new journal Infection, Genetics and Evolution (Elsevier; http://
www.elsevier.com/locate/meegid) and the Molecular Epidemiology and Evolutionary 
Genetics of Infectious Diseases (MEEGID; http://www.meegidconference.com/) 
congresses. Such an approach has been proposed for the study of Chagas disease 
(Tibayrenc et al. 2010).

Glossary of Specialized Terms (* in text)

Clade  evolutionary line defined by cladistic analysis. A clade is monophyletic* 
and is genetically separated (i.e., evolves independently) from other clades.

Cladistic analysis  a specific approach of phylogenetic analysis based on the 
polarization of characters that are shared between ancestral (plesiomorphic) and 
derived (apomorphic) characteristics. Only those apomorphic characters shared 
by all members of a given clade* (synapomorphic character) are considered to 
convey relevant phylogenetic information (Hennig 1966).

Culturing bias  This term refers to the situation where a host is infected by several 
different genotypes of a given pathogen. When culturing an isolate of this patho-
gen, some genotypes will tend to dominate to the detriment of others. At the end 
of the culturing process, the collection of genotypes does not reflect the original 
isolate (Tibayrenc 1995).

Homogamy  preferential mating between individuals that are genetically identical 
or extremely similar to each other.

Homoplasy  Common possession by distinct evolutionary units of identical char-
acters that do not originate from a common ancestor. The origin of homoplastic 
traits include the following: (a) convergence (possession of identical charac-
ters derived from different ancestral characters, due to convergent evolutionary 
pressure, for example, the fins of fish and dolphins); (b) parallelism (possession 
of identical characters derived from a single ancestral character and generated 
independently in different evolutionary units); and (c) reversion (restoration of 
an ancestral character from a derived character).
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Isoenzymes  Protein extracts of the biological samples under analysis are separated 
by electrophoresis. The gel is then processed with a histochemical reaction in-
volving the specific substrate of a given enzyme. This enzyme’s zone of activity 
is then specifically stained on the gel. From one sample to another, migration 
differences can be visible for this same enzyme. These different electrophoretic 
forms of a given enzyme are referred to as isoenzymes or isozymes. When given 
isoenzymes are driven by different alleles of a single gene, they are more specifi-
cally referred to as alloenzymes or allozymes. Differences in migration result 
from different overall electrical charges between isoenzymes. Overall electric 
charges are a resultant of the individual electric charges of each amino acid (AA) 
of a given enzyme. The AA sequence is the direct result of the DNA sequence of 
the gene that codes for this enzyme. It is therefore considered (and verified) that 
isoenzyme polymorphism is a faithful reflection of the genetic polymorphism of 
the organism under study.

Linkage disequilibrium  Nonrandom association of genotypes occurring at 
different loci.

Microsatellite  A short DNA sequence of DNA, usually 1–4 bp long, that is repeated 
together in a row along the DNA molecule. Microsatellites are fast-evolving 
markers, with a high resolution level and are found in many organisms, including 
pathogens.

Molecular clock  In its strict, original sense (more correctly called the DNA clock 
hypothesis), the concept that the rate of nucleotide substitutions in DNA remains 
constant over time. In a broader sense, simply how fast the genomic part that 
codes for the variability of the marker considered evolves. This speed is driven 
by the mutation rate. It may be regular or irregular.

Monophyletic  an evolutionary line that has a unique ancestor.
Multilocus sequence typing  (Maiden et al. 1998) is a highly standardized approach 

based on the sequencing of 450-bp parts of a set of housekeeping genes 
(usually seven). It has been widely used for a high number of bacterial species 
and some eukaryotic pathogens as well. The main advantage of MLST is it 
perfect portability (possibility of reliably communicating results among different 
laboratories), since sequences can be simply emailed. Strains that share the same 
combination of alleles are referred to as sequence types (ST). Strains that share 
7/7 alleles = consensus group; strains that share 6/7 alleles = single-locus variants 
(SLV); strains that share 5/7 alleles are double-locus variants (DLV). SLV and 
DLV = clonal complexes.

Panmixia  panmictic: Situation in which genetic exchanges occur randomly in the 
population under survey.

Parthenogenesis  Reproduction by the development of a single gamete without 
fertilization by a gamete of the opposite sex.

Polymerase chain reaction (PCR)  A technique that copies the complementary 
strands of a target DNA chain through a set of cycles until the needed DNA 
amount is produced. PCR uses synthesized primers* whose nucleotide sequences 
are complementary to the DNA flanking the target region. The DNA is heated 
to separate the complementary strands, then cooled to have the primers bind 
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to the flanking sequences. The enzyme Taq DNA polymerase is added and the 
reaction is left to pass through the required number of replication cycles.

Primer  a short DNA sequence used in PCR* technologies, that anneals to a single 
strand of DNA and acts as a starting point to initiate DNA polymerization medi-
ated by the enzyme Taq DNA polymerase.

Restriction fragment length polymorphism (RFLP)  variability in the DNA of 
a given organism evidenced by the use of restriction endonuclease bacterial 
enzymes. The endonuclease cuts the DNA at a specific restriction site with a 
given sequence, and the polymorphism of the DNA fragments thus obtained 
can be visualized on gels, either directly by ethidium bromide staining or by 
Southern blot hybridization with specific probes.

Self-fertilization  fertilization by the union of male and female gametes from the 
same individual
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Abstract  Population genetics is based on analysing the polymorphism patterns of 
genetic markers at different organizational levels; i.e. within and between individuals 
sampled among populations. From such analyses, inferences can be made on the 
reproductive modes of the species in question (hence, on patterns of genetic transmis-
sion along successive generations), as well as on the demographic functioning of the 
studied populations (i.e., population sizes, dispersal rates among populations, etc.). 
In this chapter, we present the main bases of population genetics theory and illustrate 
its interest for epidemiological issues via different case studies on parasite species.

4.1 � Introduction

Due to their small size, location, biology and behaviour, direct observations on the 
population biology of parasites (e.g., dispersal ranges, population sizes or variation 
in population sizes) are almost impossible. However, molecular markers and com-
putational tools from population genetics and phylogenetics can provide some of 
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this essential information and can be used to track parasite dispersal at various 
scales (i.e., among host individuals, host populations and host species), thus 
reconstructing a parasite’s epidemiological history (Criscione et al. 2005; de Meeûs 
et  al. 2007; Archie et  al. 2009). Phylogenetic analyses can help characterise the 
evolution and demography of rapidly evolving parasites such as viruses (e.g., for 
case studies and computational tools see (Pybus et al. 2001, 2003; Real et al. 2005; 
Drummond and Rambaut 2007)), and can even identify and characterise recombi-
nation events within datasets that include both parent and offspring sequences 
(Martin et al. 2005a, b). However, for making inferences on the migration, demog-
raphy and reproductive modes and/or strategies of more slowly evolving parasites, 
population genetics tools are more adapted than phylogenetic ones. This chapter will 
mostly focus on cases for which population genetics tools are the most powerful; 
i.e., for analysing the polymorphism of nuclear markers to understand the reproduc-
tion, dispersal and demographic functioning of diploid Eukaryote species. In such 
species, each individual bears two alleles transmitted via two gametes, with these 
gametes having been produced either by two parents or by a unique hermaphroditic 
organism.

Understanding how population genetics inferences can be derived from patterns 
of genetic polymorphisms within and among parasite-individuals first requires that 
we characterise the action of several evolutionary forces on these patterns. To do so, 
population genetics theory has defined a pivotal null hypothesis: the so-called 
Hardy-Weinberg equilibrium (HWE) that describes the ideal situation of a non-
evolving population. In the first section of this chapter, we briefly revisit this null 
hypothesis along with the most interesting aspects of population genetics from an 
epidemiological perspective. In particular, we discuss the conditions required for a 
population to be at HWE, the main characteristics of the evolutionary forces driving 
populations away from HWE, and the way that F-statistics can be used to character-
ise parasite transmission among hosts and genetic transmission along parasite gen-
erations. We will then say a few words on selection and present a case study where 
population genetics was used to identify the genetic basis of parasite drug resis-
tance. The last two sections focus on the analysis of non-selected polymorphisms 
aimed at characterising (i) the transmission patterns of parasites at various geo-
graphical scales, and (ii) the transmission patterns of genetic polymorphisms along 
parasite generations (i.e., reproductive modes).

4.2 � A Few Definitions and an Introduction to Population 
Genetics Tools

Our aim here is far from a detailed presentation of all the population genetics tools 
currently available, but rather to recall the basic notions required to understand the 
inferences presented in the case studies. The reader can find such a detailed (yet 
easily accessible) presentation of almost all existing analytical tools, as well as their 
conceptual bases and the power and limits of the associated statistical tests in de 
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Meeûs et al. (2007). Further information on population genetics theory can be found 
in basic text books such as those by Hartl and Clarke (1989) or Hedrick (2005). 
More experienced readers would also benefit from Rousset (2004).

4.2.1 � Hardy-Weinberg Equilibrium

HWE (Hardy-Weinberg equilibrium) refers to an ideal state of a population within 
which the polymorphism of a nuclear marker of a diploid species within a popula-
tion remains identical across generations (i.e., identical allele frequencies AND 
identical frequencies of all homozygous and heterozygous genotypes). This equilib-
rium exists, if and only if, the following assumptions are fulfilled:

There is no mutation––
There is no selection (i.e., there is an even distribution of all individuals to the ––
next generation, with thus a random sampling of all alleles present in the parental 
generation to form offspring)
The studied population is of infinite size––
The studied population is isolated (i.e., there is neither immigration into the pop-––
ulation nor emigration from it)
Reproduction is sexual with a random association of gametes produced in the ––
population (i.e., panmixia*)

Under HWE, the genotypic frequencies are entirely determined by the allelic 
frequencies. Let’s consider a molecular marker with two alleles A1 and A2 present 
at frequencies p and q = 1–p, respectively in the population. The frequency of A1A1 
homozygous individuals will be given by the probability of sampling the A1 allele 
twice within the population, thus p². The frequency of A2A2 homozygous individu-
als will be determined by the probability of sampling the A2 allele twice, thus q². 
The frequency of A1A2 heterozygous individuals will be given by the probability of 
first sampling allele A1, then sampling the A2 allele, or of sampling them in the 
reverse order, thus + = = − −2 2pq qp 2pq 1 p q .

4.2.2 � Micro-evolutionary Forces

The required conditions for HWE automatically define the evolutionary forces that 
affect allelic frequencies and/or the relationships among allelic and genotypic fre-
quencies. Such evolutionary forces are genetic drift due to the finite sizes of real 
populations, migration of individuals among populations, mutation, selection, and 
non-random associations of gametes (i.e., deviation from panmixia).

Among these forces, the particularity of mutation is two-fold. On the one hand, 
it is the force that ultimately creates genetic polymorphism and hence enables a 
population to evolve. On the other hand, mutation rates are typically low enough 
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than its influence can often be neglected in population genetic analyses. In contrast, 
the other evolutionary forces are often highly influential in population genetics. 
Real populations are of finite size and exchange migrants. As such, they all experi-
ence the combined action of genetic drift and migration. A finite population size 
means that, among all possible offspring that could be produced by a parental gen-
eration, only a sub-sample will occur and survive. This sampling effect, referred to 
as genetic drift, induces random fluctuations in allelic frequencies across genera-
tions until a point in time when, by chance (and in the absence of mutation), one 
allele will be fixed in the population. As genetic drift is a random effect, it reduces 
the probability that nearby populations display the same distribution of allelic fre-
quencies (i.e., it increases the genetic differentiation among populations). Its effect 
is proportional to the effective size of the population; the smaller the population 
size, the greater the effect of drift on allele frequencies. The differentiating effect of 
genetic drift is counterbalanced by the action of migration which tends to homoge-
nize allelic frequencies among populations exchanging migrants. Compared to 
mutation, migration and drift which typically affect the whole genome, selection 
can usually only be seen at a few associated loci (i.e., due to associated selection or 
direct linkage); selected loci oppose ‘neutral loci’ at which polymorphisms evolve 
without any consequences for the fitness of the organism. Finally, HWE can be 
disrupted due to an organism’s reproductive mode. Indeed, there are many ways to 
deviate from random mating within populations; all of them modify the genotypic 

Table 4.1  Reproduction modes and impacts on deviation from HWE

Reproduction 
mode

Deviation from HWE

Examples & referencesTarget

Impact on 
heterozygous 
frequency %  
HWE

Selfing Whole genome Deficit Tenia solium is an obligatory selfing 
parasite with effective population 
size reduced by 1/2 (Kunz 2002; 
de Meeus et al. 2003)

Clonality Whole genome Excess Many parasites including the fungus 
Candida albicans (see point 3–2.)

See de Meeûs et al. (2006) for advices 
on sampling design and theory

Homogamy Genes involved in the 
definition of the 
selected character 
(and physically 
linked loci)

Deficit This implies that one prefers mating 
with a partner sharing the same 
phenotypic characteristics than 
itself, such as size for instance

See point 3–1. for testing its 
occurrence

Heterogamy Genes involved in the 
definition of the 
selected character 
(and physically 
linked loci)

Excess tending 
to be 
maximal

E.g. sexual locus in all species with 
genetically-defined sex

See point 3–1. for testing its 
occurrence
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composition of the population resulting in either an excess or a deficit of heterozy-
gous individuals relative to HWE expectations at either one or all possible loci (see 
Table 4.1 for different reproductive modes and their influence on HWE).

4.2.3 � Characterising Population Structure

Natural populations are usually organized such that individuals mostly reproduce 
within sub-populations of limited sizes, or demes (hence, experience genetic drift). 
Ignoring this population structure when computing allelic and genotypic frequen-
cies – i.e., computing frequencies over the total population, rather than within its 
sub-populations where reproduction and demographic regulation take place- results 
in a heterozygote deficit relative to HWE, if subpopulations display different allelic 
frequencies. This is the so-called Wahlund effect (Fig. 4.1).

Fig. 4.1  Illustration of a Wahlund effect by analysing an extreme situation. Let us consider a 
population made up of two sub-populations of size N = 51 that are almost fixed for alternative 
alleles of a diallelic locus: each of the two populations groups 50 identical homozygous individu-
als and a single heterozygote. Such sub-populations do not deviate from HWE as the frequency of 
the almost fixed allele is given by =p 101 /102 ~ 0.99 , that of the rare allele is given by 

=q 1 /102 ~ 0.01 , and thus the number of expected heterozygous individual under HWE would be 
given by 2pqN ~ 1. Things are very different for the total population. If we ignored the presence of 
two genetically differentiated sub-populations, we would observe a population of size N = 102 
with identical frequencies of both alleles (p = q = ½). However, in this case, we only observe two 
heterozygous individuals rather than the 2pqN = 51 expected under HWE
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4.2.3.1 � F-Statistics: Definition

Wright (1965)’s F-statistics allows one to disentangle the effects of population 
structure from those due to deviations from panmixia within sub-populations, and 
hence to characterise the demographic functioning of a subdivided population. 
F

IS
 reflects inbreeding due to deviations from panmixia within subpopulations. F

ST
 

corresponds to the inbreeding caused by the subdivision of the total population into 
subpopulations of limited size. F

IT
 evaluates the inbreeding of individuals in the 

total population that results from both previous effects, local deviations from pan-
mixia and population structure. Given Q

I
, the average probability of identity* (in 

descent or in state) between two alleles sampled from the same individual, Q
S
, the 

average probability of identity (in descent or in state) between two alleles sampled 
from different individuals of the same sub-population, and Q

T
, the average probabil-

ity of identity (in descent or in state) between two alleles sampled from individuals 
from two distinct sub-populations of the total population, the three F-statistics can 
then be defined as follows (Rousset 2004):

	 ( ) ( )= − −IS I S SF Q Q 1 Q 	

	 ( ) ( )= − −ST S T TF Q Q 1 Q 	

	 ( ) ( )= − −IT I T TF Q Q 1 Q 	

F
IS

 can take any value between −1 (all individuals are heterozygous for the two 
same alleles) and 1 (none of the individuals are heterozygous in polymorphic sub-
populations), with the null value corresponding to the case where sub-populations 
are at HWE. F

ST
 can take any value between 0 (when genetic drift has no effect) and 

1 (when all subpopulations have fixed alternative alleles). F
IT

 takes any value 
between −1 (when all individuals are heterozygous for the same two alleles across 
the total population) and 1 (when all subpopulations are polymorphic, but all indi-
viduals are homozygous).

To compute F-statistics, data on the distribution of allelic and genotypic frequen-
cies across subpopulations are required. Congruency among loci using per-locus 
estimates of F-statistics is then examined to assess the joint effect of migration and 
genetic drift: indeed, by definition, these evolutionary forces are expected to apply 
evenly over the entire genome of the studied species! In other words, discrepancies 
in F-statistics estimates among loci can help identify genotyping problems and/or 
selected polymorphisms (Fig. 4.2).

Weir and Cockerham (1984) defined the respective unbiased estimators f, q and F 
for the F

IS
, F

ST
 and F

IT
 parameters. Population geneticists can obtain these unbiased 

estimators using software such as GENEPOP (Raymond and Rousset 1995) or F-stat 
(Goudet 1995). Excoffier et al. (1992) designed the F − statistics, the equivalent of 
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F-statistics for haploid polymorphism (e.g., markers located in mitochondrial DNA). 
Population geneticists may use the Arlequin software (Excoffier et al. 2005) for com-
puting unbiased estimates of the F − statistics.

4.2.3.2 � Optimizing the Accuracy of F-Statistics Estimates

Of course, in order to obtain accurate estimates of F
IS

, F
ST

 and F
IT

 and thus on the 
population structure of the organism of interest, we require genetic markers that 
unambiguously discriminate all possible heterozygous and homozygous genotypes 
from one another (i.e., so-called codominant markers). This is usually, although not 
obligatorily, the case for the most popular genetic markers used in population genet-
ics studies; i.e., allozymes (also called isoenzymes) used at the end of twentieth 
century, microsatellite loci in use for the past two decades, and the promising SNPs 
(single nucleotide polymorphisms).

Fig. 4.2  Comparisons of locus-specific estimates of F-statistics. For each F-statistic estimate, 
population genetics software may compute confidence intervals. Here, we present a putative analy-
sis based on the polymorphism of nine independent genetic markers (i.e., in linkage equilibrium). 
The means and standard errors of the per locus estimates of the parameters F

ST
 (on left, estimator 

q) and F
IS

 (on right, estimator f) are displayed for the same set of populations for the nine indepen-
dent loci. Seven loci provide congruent estimates for both parameters: they are thus likely to pro-
vide the information we are looking for, that is the population structure that results from the balance 
among genetic drift, migration and reproduction. Loci L8 and L9 provide different parameter esti-
mates compared to the other seven and should thus be considered with caution. Relative to the 
consensus estimates provided by loci L1 to L7, loci L8 and L9 both display heterozygote deficits 
within populations. However, only locus L9 shows a drastic reduction in the estimate of F

ST
. Based 

on these patterns, one could hypothesise that deviations in locus L8 may be due to the presence of 
a null allele, whereas estimates at L9 may be due to either the physical linkage of this locus to the 
sex-determining locus of a bisexual species (with all sampled populations tending toward an even 
sex-ratio) and/or to the action of diversifying selection within the sampled populations
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Allozymes are metabolic enzymes. The alleles which have conserved enzymatic 
activities are discriminated via their relative rapidity to migrate in an electrophore-
sis gel; such a migration rapidity depends on their differences in electric charge and 
molecular weight (see for details on enzyme electrophoresis Pasteur et al. 1988). 
The knowledge of the enzymatic properties of the allozyme of interest allows 
defining the substrate to furnish for obtaining a coloured product revealing the 
relative position of allelic enzymes. Such a genotyping process requires thus to have 
conserved samples since collection time under conditions that prevents the degra-
dation of enzymes (e.g. in liquid nitrogen). Depending of the enzyme structure 
(monomeric, dimeric or tetrameric), heterozygous for alleles that have conserved 
their enzymatic properties will display from one to five bands, and hence be easily 
discriminated from either homozygous genotypes (Pasteur et al. 1988). However, in 
some cases, alleles which have lost their enzymatic properties are kept within 
populations; in such a case any heterozygous individual for such null alleles and a 
detectable allele will be mistaken for a homozygous for the detectable allele. For 
instance, heterozygous deficits were recurrently observed in allozyme-based popu-
lation genetic studies of marine bivalves. David et al. (1997) showed that, in the 
Spisula ovalis species, the most likely explanation of such a phenomenon was that 
most of the allozymic loci surveyed displayed null alleles at low frequency.

Microsatellite loci are short tandem repeated of sequence motifs of two to five 
base pairs, such that the action of mutations at such loci is considered to mainly 
result in a variation in the repetition number of such motifs. The knowledge of the 
sequences that flank such repetitions at either side allows designing PCR-primers 
and -conditions to amplify a chromosomal region encompassing a microsatellite 
locus. From then, the electrophoresis of PCR-fragments allows scoring the one or 
two alleles of distinguishable sizes that constitute the individual genotype. With 
such a genotyping process, the only alleles that cannot be scored (null alleles) are 
those for which the flanking regions recognized by the PCR-primers have mutated. 
Again, a heterozygous individual for both null and non-null alleles will be confused 
with a homozygous for the non –null allele. Irrespectively to the nature of the 
marker used, the presence of null alleles lead thus to artificially increase the 
homozygous frequencies at the concerned locus and within the populations where 
the null alleles exist. As a result, loci at which null alleles exist within the studied 
samples will lead to different estimates of the F-statistics than the other loci. This is 
another reason, which is independent from the potential presence of selected 
polymorphisms among the chosen loci, to base population genetics analyses on a 
minimum of six-to-ten loci. The loci leading to similar estimates of F-statistics are 
thus likely to be neutral and null-allele free, and thus to precisely inform on the bal-
ance achieved among the sampled populations among migration, genetic drift and 
reproduction mode.

SNPs stand for single nucleotide polymorphisms; i.e., single base pair positions 
in genomic DNA which are polymorphic in state (i.e., without cases of insertions 
and/or deletions) among the sequences driven for individuals. SNPs are usually bi-
allelic, rather than tetra-allelic as one might a priori expect (Brookes 1999). The 
usual way to define SNPs is sequencing and/or next-generation sequencing.
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4.2.3.3 � Linkage Disequilibrium

Linkage disequilibrium refers to the correlation between the polymorphism recorded 
at two loci. The converse, linkage equilibrium, then refers to the independence of 
the two loci. For the sake of simplicity, let us consider two bi-allelic loci A (with 
alleles A1 and A2) and B (with alleles B1 and B2) so that the genotypic frequencies 
recorded within a population are given, at locus A, by p

A1A1
, p

A1A2
 and p

A2A2
, and, at 

locus B by p
B1B1

, p
B1B2

, and p
B2B2

. These two loci are in linkage equilibrium whenever 
the frequencies of the nine bi-locus genotypes are determined by the product of the 
two mono-locus genotypic frequencies: 

	

p p p p p p p p p

p p p p p p p p p

p p p p p p p p p

A1A1B1B1 A1A1 B1B1 A1A2B1B1 A1A2 B1B1 A2A2B1B1 A2A2 B1B1

A1A1B1B2 A1A1 B1B2 A1A2B1B2 A1A2 B1B2 A2A2B1B2 A2A2 B1B2

A1AB2B2 A1A1 B2B2 A1A2B2B2 A1A2 B2B2 A2A2B2B2 A2A2 B2B2

= × = × = ×

= × = × = ×

= × = × = × 	

This implies that knowledge of an individual’s genotype at one locus provides no 
information on its genotype at the other locus. There are several possible causes for 
a deviance from independence. Physical linkage among the considered loci is one 
reason: in this case, recombination among the two loci is not frequent enough to 
make the two mono-locus genotypes to evolve independently from one another. 
Clonality and selfing generate linkage disequilibrium throughout the genome of the 
considered species. Population structure is another origin of linkage disequilibrium 
among loci, as an extension of the Wahlund effect when considering more than one 
locus. Finally, selection may create linkage disequilibrium through epistatic effects*.

4.2.3.4 � Isolation by Distance

Isolation by distance (IBD) occurs whenever the amount of gene flow exchanged 
among sub-populations decreases with the geographic distance separating them. 
Rousset (1997) optimized the detection of IBD while examining what its signal 
could tell us about demographical processes. He considered matrices of the geo-
graphic distances (Gd) separating any two populations of a sample and their genetic 
distance (measured as F

ST
/(1 − F

ST
)), and how this relationship is associated with 

two demographic traits: D, the average local density of reproducing adults, and s, 
the average geographic distance separating the birthplaces of parents and offspring. 
He showed that under isolation by distance: 

2
ST STF / (1 F ) ~ a ln(Gd) / (4 D )− + π σ  for all species colonizing two-dimensional 

habitats, and 
2

ST STF / (1 F ) ~ a (Gd) / (4D )− + σ  for species colonizing a linear habitat (such as 
seashores, rivers or ecotones).

The recent version of the GENEPOP software (Rousset 2008) allow users to 
estimate the slope of the IBD linear regression, giving one direct access to the value 
of the product Ds².
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4.2.4 � Detecting Selection

4.2.4.1 � Diverse Forms of Selection

The polymorphisms observed at selected loci within and across populations are 
shaped not only by the joint-action of the evolutionary forces that affect neutral loci 
(i.e., mutation, migration, genetic drift and mode of reproduction), but also by the 
precise action of selection. Let us consider a selected locus L with two alleles A1 
and A2, where the average number of descendants per genotype differs among the 
three possible genotypes within the considered populations based on their relative 
fitness (i.e., w

A1A1
, w

A1A2
, w

A2A2
). Selection is said to be directional when the fitness 

ranking of genotypes results in an increase or decrease in the frequency of one allele 
relative to the others (e.g., w

A1A1
 ³ w

A1A2
 > w

A2A2
 selects for allele A1 and against allele 

A2). This is what happens in the case of ‘purifying selection’, where each new allele 
Ax appearing by mutation in the considered populations will be selected against 
relative to the ancestral alleles A1 and A2. The phrase ‘positive selection’ qualifies 
the opposite situation, where a new allele Ax appearing by mutation in the consid-
ered populations will be selected for relative to the A1 and A2 ancestral alleles. In 
this latter case, a ‘selective sweep’ occurs when the new beneficial allele Ax replaces, 
more or less rapidly, the ancestral alleles.

Diversifying selection corresponds to cases where selection is not directional 
and thus does not lead to allele fixation. This can be achieved through over-
dominance, when heterozygote fitness is higher than both homozygote fitnesses 
(w

A1A2
 > max[w

A1A1
; w

A2A2
]), either within all habitats and populations, or on aver-

age across distinct habitats. The latter case, which is referred to as marginal 
overdominance, corresponds to instances where the fitness of the heterozygous 
genotype A1A2 falls between the fitnesses of the homozygous genotypes A1A1 
and A2A2 in all possible habitats and where disruptive selection occurs on 
homozygous genotypes such that the homozygous genotype selected in one 
habitat is counter-selected in other habitat(s). As a consequence, the F

ST
 esti-

mates computed for a selected locus that experiences marginal overdominance 
could be either higher or lower than the F

ST
 estimates obtained for neutral loci 

regardless of whether or not the habitats involved in disruptive selection have 
been evenly sampled. Alternatively, diversifying selection can also be achieved 
through frequency-dependent selection that increases the frequency of rare 
alleles. Frequency-dependent selection should ultimately stabilize allelic fre-
quencies within sub-populations, hence stabilizing allelic frequency differences 
(thus F

ST
 estimates at the concerned loci) independently of the joint actions of 

migration and genetic drift. Frequency-dependent selection regulates allelic fre-
quencies at loci that determine mating types (Milgroom and Cortesi 1999; 
Uyenoyama 2005) and also at loci such as Major Histocompatibility Complex 
genes that help determine the efficiency of the vertebrate immune response to 
parasitic infections (Garrigan and Hedrick 2003).
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4.2.4.2 � Signatures of Positive Selection

The apparition of mutations in the genome of parasites conferring resistance to the 
drugs used to clear parasitic infections are typical examples of positively selected 
mutations (see below for an example from the human malarial parasite, Plasmodium 
falciparum). Figure  4.3 illustrates the consequences of positive selection for the 
evolution of polymorphisms in cases of a small (case A) or large (case B) selective 
advantage conferred by the beneficial mutation that appeared at time t

0
. In both 

cases, the increase in the frequency of the beneficial mutation is associated with a 
decrease in the neutral polymorphism at loci neighbouring the selected locus on the 
chromosome. This is the so-called hitch-hiking phenomenon that creates allelic 
associations which may be broken later, through the effect of recombination or, to 
a lesser extant, mutation (Andolfato 2001). In Fig. 4.3, recombination between a 

Fig. 4.3  Schematic representation of the effect of positive selection on the polymorphism 
observed at the locus where a beneficial mutation appeared and at neighbouring loci. 
Horizontal bars represent a small chromosomal region, stars a beneficial mutation that is positively 
selected once present in the population, and ellipses are neutral mutations. The figure is to be read 
from top to bottom to follow the evolution of within-population polymorphisms over time within 
the chromosomal region considered. Cases A and B depict two evolutionary trajectories with the 
same initial neutral polymorphism, but with a higher intensity of positive selection- hence a quicker 
increase in frequency of the beneficial allele- in B relative to A
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haplotype bearing the beneficial mutation and another haplotype which does not 
bear such a mutation only occurs in case A where the population retained a substan-
tial amount of polymorphism early on in the selective sweep. As the probability of 
recombination between loci increases with the physical distance separating them 
along the chromosome, the episode of positive selection will ultimately generate 
two characteristics shown in Fig. 4.4; namely a pattern of reduced polymorphism 
centred on the selected locus, and a pattern of linkage disequilibrium between the 
selected locus and neighbouring loci forming a ‘bump’ that is also centred on the 
selected locus (Nielsen 2005).

4.2.4.3 � A Case-Study: Evolution of Drug-Resistance  
in Plasmodium falciparum

Plasmodium falciparum is the most virulent agent of human malaria. Among the 
currently available drugs, chloroquine is the one that has been the most intensively 
and generally used across the distribution area of this parasite, both for protecting 
humans from new P. falciparum infections (prophylaxis) and for clearing existing 
infections. Cases of chloroquine-resistance were firstly detected at the Thailand/
Cambodia border in the late 1950s and in Colombia in the late 1960s (Payne 1987). 
In the following decade, cases of resistance became frequent all over the African 
areas where P. falciparum circulates (Anderson and Ropper 2005). How many genes 
are involved in cases of chloroquine-resistance and are they the same across the 
distributional area of this parasite?

Fig. 4.4  Signatures of positive selection on the chromosomal region where a beneficial muta-
tion appeared (modified from Nielsen 2005). A first signature is associated with the reduction in 
genetic diversity (i.e., level of polymorphism) observed at a neutral locus when its physical dis-
tance to the positively selected locus decreases. A second signature is based on the increase in 
linkage disequilibrium (LD) between the selected locus and a neighbouring neutral locus when the 
physical distance between them decreases
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Wootton et al. (2002) addressed this question by genotyping 87 P. falciparum 
parasites from numerous geographic localities (Brazil, Papua New Guinea, African 
or Asian countries) and with known resistance status (i.e., resistant or susceptible to 
chloroquine) at 342 microsatellite loci chosen to be evenly distributed among the 14 
parasite chromosomes. Wootton et  al. (2002) analyzed the variation pattern in 
genetic diversity among these microsatellite loci (i.e., along the chromosomes) in 
order to detect the two signatures of positive selection represented in Fig. 4.4. They 
actually found both signatures when examining microsatellite polymorphisms at 
loci located nearby a gene located on chromosome 7, the Pfcrt gene, that codes for 
a transporter previously suspected to be involved in chloroquine resistance, hence 
that had been called PfCRT for Plasmodium falciparum Chloroquine Resistance 
Transporter (Fidock et al. 2000). Wootton et al. (2002) pursued their study by inves-
tigating the polymorphism of the Pfcrt alleles and the associated encoded proteins. 
Sequences of other Plasmodium species allowed the identification of the ancestral 
proteins associated with susceptible isolates of Plasmodium falciparum. From this 
point, three mutational events leading to chloroquine–resistance were identified. 
The first was only identified on parasite isolates from Papua New Guinea and was 
suspected to have appeared in the mid-seventies. The second resistance allele 
appeared in 1978 in Brazil. The third appeared in Asia in 1977 and has very quickly 
spread, by migration, across the Asian and African continents, being almost fixed in 
these geographic areas by the early eighties. Clearly, coupled to the positive selec-
tion defined by drug usage, both independent mutational events and gene flow 
among populations (even geographically distant ones) explain the dynamics of the 
resistance to anti-malarial drugs.

4.3 � Inferring Transmission and Demographic  
Functioning of Parasite Populations

Let us imagine that a veterinarian discovers that a steer belonging to a cattle herd is 
infected by a parasite that has evolved resistance to the drug typically used for 
curing such an infection. The first question he/she will have in mind concerns the 
potential for these drug-resistant parasites to be quickly transmitted to the rest of 
the herd. In other words, the veterinarian will wonder if the unit of reproduction 
of the parasite is the host population (i.e., the cattle herd) or the steer itself (Fig. 4.5). 
Differing between the two alternative patterns of genetic transmission is possible 
when parasite sampling is done at the level of the individual host. For parasites 
whose unit of reproduction corresponds to the host population (top-panel of Fig. 4.5), 
Weir and Cockerham’s (1984) unbiased estimate f of F

IS
 will have the same average 

whether it’s computed within individual hosts or among host individuals within the 
population (i.e., absence of Wahlund effect among individual hosts), and the q esti-
mate of F

ST
 computed among host individuals belonging to the same host popula-

tion will tend to be null. In contrast, for parasites whose unit of reproduction 
corresponds to the individual host (bottom-panel of Fig. 4.5), Weir and Cockerham’s 
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Fig. 4.5  Transmission of parasites’ genes between two successive parasite generations. Let us 
consider parasites infesting cattle. On the top-panel, all the parasite gametes produced by the cattle 
meet and produce the next parasite generation; here the reproductive unit of the parasite is the host 
population. On the bottom-panel, the only parasite gametes that are produced by parasites infesting 
the same host individual meet; here, the reproductive unit of the parasite is the host individual. As a 
result, if we ignore the scale of the host individual when sampling parasites from the bottom-panel, 
we would detect Wahlund effect within samples (i.e., a heterozygote deficit that is induced by an 
inaccurate sampling design)
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(1984) unbiased estimate f of F
IS

 computed over the host population will be higher 
than that computed within host individuals, and the q estimate of F

ST
 computed 

among host individuals will be significantly positive as parasite populations infect-
ing distinct host individuals will have diverged due to drift. Study designs that include 
a detailed sampling of each individual host are thus crucial for studying the popula-
tion structure of parasites (de Meeûs et al. 2009; Prugnolle and de Meeûs 2010).

Deciphering whether it is the individual host or the host population that defines 
the parasite population is also crucial for evaluating the degree to which genetic 
diversity can be maintained within a population of hosts (i.e., for determining the 
parasite’s ‘effective population size’ or N

E
). This is a key parameter because it con-

trols genetic drift (i.e., the higher N
E
, the weaker genetic drift) and the potential 

response to selection (i.e., the higher N
E
, the quicker selection operates because of 

overcoming the action of genetic drift). Criscione and Blouin (2005) formalized the 
changes in N

E
 estimates for parasites for the two transmission patterns described in 

Fig. 4.5, as well as those induced by variation in reproductive success among para-
site adults. Everything else being equal, clumped parasitic transmission, where the 
host individual delimitates the parasite population, inflates the effective population 
size of the parasite to = −E C STN N / (1 F ) , where N

C
 is the census size of the focal 

population (e.g., Rousset 2004, p 14).
Two alternative methods can be used to identify whether parasite populations are 

delimitated by host individuals or host populations (providing of course that more 
than one parasite has been sampled per individual host!). As mentioned above, the 
first relies on changes in Weir and Cockerham’s (1984) estimates f and q when 
changing the defined scale of a parasite population from the host individual to the 
host population. The second relies on an extension of Weir and Cockerham’s (1984) 
analysis of variance to three levels (instead of two) structuring the total parasite 
population, so that the diploid individual parasite represents the smallest level of 
organization, the individual host the intermediate level, and the host population the 
largest level for examining the population structure of the parasite. Goudet (2005) 
recently developed a R package that is precisely designed for testing the occurrence 
of population structure at three levels of organisation. We demonstrate the use of 
both methods in the following example of the southern cattle tick.

4.3.1 � The Southern Cattle Tick Rhipicephalus microplus  
in New Caledonia

The southern cattle tick Rhipicephalus (Boophilus) microplus was initially a para-
site of bovid hosts (Osterkamp et al. 1999) in India and Indonesia (Labruna et al. 
2009), before becoming a major invasive pest in tropical and subtropical agrosys-
tems (Frisch 1999). This is partly due to the recurrent introduction of European 
breeds of Bos taurus in the tropical belt and the quasi-inability of these cattle to 
mount efficient immune responses against this ectoparasite. Therefore, control of 
R.  microplus populations in tropical B. taurus herds has largely been achieved 
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through intensive acaricide use on cattle. As a consequence, R. microplus ticks 
have recurrently developed acaricide resistance in most acaricide-controlled popu-
lations (Frisch 1999). The recurrent evolution of acaricide resistance has also been 
observed at local scale, such as on the Pacific island of New Caledonia.

New Caledonia was free of large herbivores until the mid-nineteenth century 
when European colonists developed a cattle production industry using British and 
French breeds of Bos taurus. A century after their arrival on the island, R. microplus 
was accidentally introduced with importation of Australian livestock, and started to 
quickly invade all cattle herds within the island (Verges 1944; Rageau and Vergent 
1959). This ectoparasite is generally said to use a single and unique host individual 
during the parasitic part of life cycle (i.e., Fig. 4.6). Under this assumption, the most 
likely limits for one R. microplus population should be the individual host (i.e., 
steers and cows within cattle herds).

For characterising the demographical functioning of this invasive parasite in 
New Caledonia, R. microplus was collected according to a hierarchical sampling 
design involving from three to five individual steers per herd for a total eight cattle 
herds spread over the island (Fig. 4.7). The pattern of polymorphism for six micro-
satellite loci within and among four nested levels (individual tick, ticks sampled 
on one individual host, cattle herd and total) was analysed by Koffi et al. (2006). 

Fig. 4.6  Theoretical life cycle of the southern cattle tick, Rhipicephalus (Boophilus) microplus. 
Most of the life cycle of this ectoparasite occurs on the host. Fully engorged females drop off the 
host to releasing eggs on the ground and die. Eggs hatch and young larvae survive up to 15 days 
while seeking a new host. The parasitic part of the life cycle involves larvae, nymphs and adults; 
three stages that are all blood-feeding with the exception of adult males. R. microplus can complete 
three to four generations per year in New Caledonia
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No clear evidence of population structure within cattle herds was detected; Weir and 
Cockerham’s (1984) estimates of F

IS
 assuming that tick populations were delimi-

tated by cattle herds ( IS - within - herd0.010 F 0.017≤ ≤ ) were not greater than estimates 
derived by assuming that tick populations were delimitated by individual hosts 
( IS - within - host0.030 F 0.071≤ ≤ ). The re-analysis with Hierfstat (Goudet 2005) con-
firmed the absence of a Wahlund effect (or substructure) within herds, that is, tick 
populations were delimitated at the by herd level. The following estimates of struc-
ture were found at each level of organization of the tick populations:

the identity between the two alleles present within ticks relative to that of alleles ––
from two ticks exploiting the same individual host was estimated by F

tick-cows
 with 

0.030 £ F
tick-cow

 £ 0.071;
the identity among alleles sampled from two ticks exploiting the same individual ––
host relative to that of ticks exploiting two steers of the same herd was estimated 
by F

cow-herd
 = 0.001, which was not significantly different from zero (P > 0.05);

the identity by descent among alleles from two ticks exploiting two steers of the ––
same herd relative to that of ticks exploiting steers from distinct herds was esti-
mated by F

herd-total
 = 0.014, which was significantly different from zero (P < 0.01).

Fig. 4.7  Hierarchical sampling design of R. microplus in New Caledonia. The hatched area on 
the western coast represents a plain where cattle production is the most intensive. The figure details 
the tick samples analyzed in Koffi et al. (2006). Ticks were sampled on N = 1 to N = 5 individual 
hosts within each of eight cattle herds, with variation in tick sample sizes per individual host of 
between N = 4 and N = 24
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Therefore, contrary to the usual claims of veterinarian textbooks, the tick R. 
microplus tends to change of individual hosts within cattle herds during its life cycle 
(movements that are probably promoted by the grooming behaviour of cattle at 
night).

Koffi et al. (2006) completed their analysis by two complementary investigations 
aimed at characterizing the demographical functioning of the southern cattle tick. 
First, they detected a significant signal of isolation by distance corresponding to a 
weak increase in F

ST
/(1–F

ST
) with the logarithm of geographical distance (km) 

between tick samples (slope b = 0.00054). As the slope b is also equal to [4pDs²]–1 
with D representing the density of reproducing adults per tick population and s the 
average distance separating the birthplace of parents to offspring (see Sect. 2.3.3), 
estimating b enables one to calculate the product 2 2 2D [4 b ] ~ 147.36−=σ π . From 
then, independent information on either D or s² is required for getting access to 
estimates of both parameters. For R. microplus in New Caledonia, the carrying 
capacity per steer is about 100 adult ticks per steer while the average density of 
steers per herd is about 80 steer/km² in the island. This means that the upper-bound 
for D is locally about D

max
 ~ 8,000 adult ticks per square kilometre. Given the con-

straint on the product Ds² resulting from the signal of isolation by distance, such a 
upper-bound on D defines a lower bound on s given by s

min-due-to-Dmax
 = 0.136 km. 

Likewise, cattle herds typically rotate among two to five pastures in New Caledonia, 
with a mean total grazing surface of about 2.5 km². As a consequence, two succes-
sive tick generations are likely to be borne on different pastures, and thus more than 
√0.5 km apart. In other words, s

min-due-to-farming-practices
 = 0.707 km constitutes a lower 

bound for s in New Caledonia. Given the constraint on the product Ds², such a 
lower-bound on s defines a upper bound on D given by D

max-due-to-farming-practices
 ~ 295 

adult ticks/km². All together, given the Ds² estimate and the extreme values of D 
and s², the demographical functioning of R. microplus populations in New Caledonia 
looks characterised by an adult tick density of about a few 100 reproducing ticks per 
square kilometre and by a gene flow distance per tick generation about 1 km.

Second, Koffi et al. (2006) also tested whether R. microplus populations on this 
island have retained some signature of the recent colonization event from a likely 
small sample of Australian ticks (~244 tick generations before the population genet-
ics study). This founding effect corresponds to a genetic bottleneck; i.e., a tempo-
rary but drastic reduction in population size. The number of alleles present in a 
bottlenecked population remains lower, even when it has recovered is normal cen-
sus size, than expected on a demographical stable population (i.e., under mutation/
drift equilibrium) of the same census size. As a consequence, until a new mutation/
drift equilibrium is reached, the genetic diversity index measured in the bottlenecked 
population (i.e., the expected frequency of heterozygotes H

E
) will be above H

EQ
, 

with H
EQ

 representing the genetic diversity index computed for a population with 
the same number of alleles but at mutation/drift equilibrium (Cornuet and Luikart 
1996). Regarding R. microplus in New Caledonia, bottleneck signatures were actu-
ally detected at each of the six microsatellite locus assayed and within all the tick 
populations analysed (Koffi et al. 2006), suggesting that the quarantine, which has 
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been set for any animals entering into New Caledonia since 1945, has efficiently 
protected the island from multiple re-introductions of R. microplus. Cornuet and 
Luikart (1996) showed that, with less than ten loci and given the Ne, the local effec-
tive population size after the bottleneck, their method can only detect bottlenecks 
that occurred between t = (2Ne)/10 and t = 2Ne generations before the analysis. 
Given that R. microplus completes an average of four generations per year in New 
Caledonia, if the detected bottleneck corresponded to the introduction of the tick in 
New Caledonia in 1942, then the effective size of the first naturalized tick popula-
tion would be 120 1200Ne≤ ≤ . Given that a tick populations seems correspond to 
a cattle herd and that a cattle herd grazes in average on 2.5 km² in New Caledonia, 
this Ne range in first naturalized tick populations is interestingly similar to the maxi-
mal density of reproducing ticks that we previously estimated, for the actual tick 
populations, by analyzing the local farming practices and the signal of isolation by 
distance (D

max-due-to-farming-practices
 ~ 295 adult ticks/km², thus a maximal number of 

reproducing tick per herd of about 738 adults). Alternatively, if the detected bottle-
neck resulted from current pesticide controls of R. microplus, the recovering tick 
populations would have much lower effective sizes (for instance 1 £ Ne £ 10 for t = 4 
generations ≡ 1  year), leading to high inbreeding within the pesticide controlled 
populations. This is interestingly not the case given the low F

IS
 estimates found for 

ticks within cattle herds (0.010 £ F
IS-within-herd

 £ 0.017).
Interestingly, indirect evidence that the New Caledonian populations of 

R. microplus were large and connected to each other by little gene flow was found 
by a survey of the physiological diversity in resistance to pyrethrinoids and amitraz 
acaricides; i.e., the two most commonly used chemicals in tick-control along the 
two last decades (Chevillon et al. 2007b). Indeed, while we would have expected a 
resistant mutant to have quickly invaded all tick populations of the island if tick 
populations were small and frequently exchanging genes, this survey detected dif-
ferent resistant genotypes for each of these chemicals in different New Caledonian 
tick populations suggesting that resistance evolved several times in different island 
localities.

4.3.2 � Ixodes uriae, a Circumpolar Tick Exploiting  
Colonial Seabirds

Ixodes uriae has an atypical distribution that covers sub-polar regions in both the 
Arctic and the Antarctic, where it parasitizes birds from very divergent colonial 
seabird species (Guiguen 1988). Its lifecycle resembles that of R. microplus (Fig. 4.7) 
in that it involves three blood-feeding life stages (larvae, nymphs and adult females). 
However, I. uriae can use different host individuals for each blood meal and requires 
from 2 to 4 years to complete its life cycle as it can typically only blood-feed once a 
year when seabirds return to their colonies to reproduce. In this way, this tick spends 
most of its lifetime in the substrate of seabirds’ nests waiting for the next seabird 
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breeding season. The population biology of I. uriae has been more intensively 
studied in the northern hemisphere where it is frequently found on seabird species 
such as the black-legged kittiwake (Rissa tridactyla), the common guillemot (Uriae 
aalge) and the Atlantic puffin (Fratercula arctica), species which often share large 
breeding colonies (Fig. 4.8). Given its wide host range, this tick was initially con-
sidered as a generalist ectoparasite of seabirds. McCoy and colleagues tested this 
assumption by analyzing patterns of population structure among ticks sampled from 
different seabird species breeding in sympatry. To do so, they sampled about 30 
ticks per host species per colony and typed these ticks at eight microsatellite loci 
(Fig. 4.9). Significant heterozygote deficits relative to HWE were observed at almost 
all combinations of microsatellite loci and seabird colonies when assuming that 
each colony represented a single tick population irrespective of host use within the 
colony (average F

is
 = 0.099, P

combined
 < 0.0001, n = 9 colonies). Such deviations from 

HWE disappeared when explicitly considering the seabird species on which ticks 
were collected, suggesting the occurrence of a Wahlund effect within multi-specific 
seabird colonies (McCoy et al. 2001). This hypothesis was confirmed by a multivariate 

Fig. 4.8  An example of a multi-specific seabird breeding colony on Hornøya, an island in 
northern Norway. Black-legged kittiwakes (BK), Atlantic puffins (AP) and Common Guillemots 
(CG) nest in high densities in this colony and despite subtle differences in nesting preferences, can 
be largely sympatric. Ixodes uriae ticks are frequently found exploiting these different species, but 
have been shown to have formed distinct host-associated races (see text)
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analysis investigating the main pattern of genetic differentiation among tick samples 
(see left panel in Fig. 4.10). From this point, the demographic functioning of each 
of the three tick host-races was investigated independently. Different demographic 
patterns then emerged for each tick host race; an absence of isolation by distance 
(see Sect.  4.2.3.4) for ticks exploiting Atlantic puffins and significant positive 
signals for the two other tick host races considered, though with different slopes if 
all colonies are included (see right panel in Fig. 4.10; McCoy et al. 2003). More 
recently, these authors analyzed the pattern of genetic diversity among host races 
and locations using sequences of a more slowly evolving mitochondrial gene  
in order to test whether host-associated divergence in this tick was old enough  
to be detected in both mitochondrial and nuclear genomes (Kempf et al. 2009a). 
Figure 4.11 shows that the divergence of these tick host races has been too recent to 
see a signature in mitochondrial polymorphism.

In Antarctic regions, Ixodes uriae parasitizes numerous different seabird species, 
including penguins such as the king penguin (Aptenodytes patagonicus), the macaroni 
penguin (Eudyptes chrysophylus) and the rockhopper penguin (E. chrysocome). 

Fig. 4.9  Geographic distribution of Ixodes uriae sampling in the sub-Arctic. Thirty ticks per 
host species present at each breeding colony were sampled. The sampled seabird colonies are 
represented by squares were multi-specific (i.e., with several different seabird species breeding 
sympatrically) and are represented by circles, triangles and diamonds when only involving black-
legged kittiwakes, Atlantic puffins or common guillemots, respectively
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Interestingly, the sub-Antarctic populations of this tick have also diverged into local 
host-associated races (McCoy et al. 2005). In other words, host races have evolved 
at least twice (i.e., at least once per hemisphere) in this tick species!

Ixodes uriae is not only an ectoparasite which imposes deleterious direct 
effects on its host’s fitness (Boulinier and Danchin 1996), but it can also vector 
a variety of pathogenic agents (Dietrich et  al. 2010), including the bacteria 
responsible for Lyme disease; i.e., the bacterial species included in the species 
complex Borrelia burgdorferi sensu lato (Richter et  al. 2006). It is clear that  
the divergent evolution of ticks into host-specialized races will likely have a 
significant impact on the transmission of these bacteria. Indeed, (Gomez-Diaz 
et  al. 2010) recently showed significant differences in infection intensity for 
B. burgdorferi sl among three different Arctic host races of this tick, differences 
which should a significant impact on the transmissibility of the bacteria to new 
host individuals (Fig. 4.12). To summarize, the tick species Ixodes uriae, for-
merly considered as a generalist prior to population genetics analyses, has been 
found to be an example of a parasite with hidden host-associated local structure, 
a structure which may play important role in the transmission risk and global 
circulation of Lyme borreliosis.
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Fig. 4.10  Host-dependent population structure of I. uriae. The left panel shows, through a 
principal component analysis (with axes PC1 and PC2 representing highly significant parts of the 
genetic diversity, P < 0.001 in both cases), the degree to which the multi-locus genotypic composi-
tion of the tick depends on the species identity of its host; there are at least three host races present 
in the North Atlantic populations of Ixodes uriae (Figure derived from McCoy et al. 2005). The 
right panel shows the signal of isolation by distance obtained for each of these three tick host races. 
The relationship is significant for the ticks exploiting either black-legged kittiwakes or common 
guillemots, but the slopes differ for the two host-associated groups if all colonies are included 
(Note: the outliner population of guillemot ticks from the left panel has been removed). In the case 
of the Atlantic puffin tick host race, there is no evidence of a pattern of isolation by distance (See 
text or McCoy et al. (2003) for further details)
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4.4 � Inferring the Reproductive Systems of Parasites

4.4.1 � Bisexual Parasites: Testing for Panmixia vs Heterogamy-
Homogamy

Sampling couples is possible in parasite species where males guard the females 
with which they mate. This is, for instance, the case in Schistosoma mansoni where 
females are placed within males’ ‘gynecophorous canal’ (literally the channel car-
rying the female, see Fig. 4.13). Sampling mating pairs makes it possible to compute 
the genetic relatedness between the two mating adults and compare it to the 

Fig. 4.11  Analysis of Ixodes uriae mitochondrial diversity in relation to host race. Mitochon
drial sequence haplotypes are designed by alpha-numeric codes (e.g. H1, H44, H46, etc.) corre-
sponding to the individual tick of origin. The four levels of grey refer to the seabird host species 
sampled in the North Atlantic (Altantic puffin, common guillemot, black-legged kittiwake, and 
razorbill Alca torda). Identical sequences are included within circles, so that the circle size 
increases with the frequency of a given sequence. Circles connected by a line correspond to 
sequences differing by one base pair, while squares delimitate distinct groups (or clades) of related 
sequences. It is obvious that similar sequences do not group by colour (hence, by host species). 
In other words, the association between host use and mitochondrial diversity is non significant 
(contingency test, P = 0.076 see Kempf et  al. 2009b for details). Given the slower evolution of 
mitochondrial sequences relative to microsatellites, the absence of host-associated signals in 
mitochondrial diversity in contrast to the strong signals obtained with microsatellite markers (Fig. 9) 
indicates that the divergence into host races within Ixodes uriae is rather recent
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Fig. 4.12  Host race differences in the quantity of bacteria per tick. The relative number of 
Borrelia burgdorferi bacteria per tick was estimated through a quantitative PCR procedure that 
targets a 145 base-pair zone embedded within a chromosomal gene coding for a conserved 
structural protein, the flagelline. Average infection intensities did not vary among ticks sampled in 
different colonies from the same host species, but did vary significantly among host races

Fig. 4.13  A couple of Schistosoma mansoni couple viewed in electronic microscopy.  
The male is figured in orange. The female, figured in green, is found embedded within the male’s 
gynecophorous canal. Picture kindly provided by EMTRIX: A Globally Accessible Electron 
Microscopy Facility, The University of Montana, Missoula, MT 59812, USA
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distribution of male-female relatedness among all possible mating pairs (or a random 
sub-sample of these pairs) that one could form within the sampled population. 
Pangamy corresponds to the case where mating pairs are randomly formed, thus 
neither more nor less genetically similar than any possible male-female pair from 
the same population. Pangamy contrasts both with homogamy and heterogamy, 
where adults respectively tend to mate with the most and the least genetically similar 
individuals from their population.

When mating adults are sampled within a population and genotyped at the same 
loci, two matrices can be designed (Fig. 4.14). The first describes which males were 
mating with which females: a

ij
 = 1 if the ith male was mating with jth female and 

a
ij
 = 0 otherwise. The second contains estimators of pairwise genetic relatedness 

between all sampled males and all sampled females. From here, a Mantel test can 
easily be performed for testing whether these two matrices are positively correlated 
(expected under homogamy), negatively correlated (expected under heterogamy) or 
uncorrelated (expected under panmixia). This type of analysis has been successfully 
applied to test for pangamy in populations of S. mansoni infesting black rats (Rattus 
rattus) in Guadeloupe (French West Indies) (Prugnolle et al. 2004), Rhipicephalus 
microplus infesting Bos taurus cattle in New Caledonia (Chevillon et  al. 2007a) 
where pangamy could not be rejected, and Ixodes ricinus, the main vector tick of 
Lyme disease in Europe where homogamy was shown in half of the studied popula-
tions (Kempf et al. 2009b).

Fig. 4.14  Testing for pangamy when it is possible to sample mating pairs. In both matrices, the 
lines are defined by males and the columns by females with both genders ranked so that the diago-
nal corresponds to the mating pairs
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4.4.2 � An Example of a Parasite with a Complex Life Cycle 
Involving Clonal and Sexual Reproductive Modes

Plasmodium falciparum is the most virulent agent of human malaria. As all 
Plasmodium parasites, its life cycle is complex (Fig. 4.15) and involves multiple 
rounds of clonal reproduction for a single round of sexual reproduction, with dip-
loid stages only being found in the mosquito vectors (Anopheles sp.).

The population genetic structure of this parasite is often performed on haploid 
stages collected in human blood. Based on this type of sampling, scientists have 
usually claimed populations of P. falciparum to be ‘clonal’ (hence far more inbred 
than expected under HWE) in regions of low malaria transmission, and ‘panmictic’ 
in regions of high malaria transmission. However, complementary studies, per-
formed on the diploid stages of malaria agents, were required to confirm the sup-
posed random fusion of gametes. Razakandrainibe and colleagues performed such 
a study by trapping mosquito vectors in 11 villages in Kenya where malaria trans-
mission remains high throughout the year. They dissected mosquitoes to search for 
oocysts in the midgut, and typed the extracted oocysts at seven microsatellite loci 
(Razakandrainibe et al. 2005). Among the 4,602 dissected mosquitoes, 181 carried 
oocyst stages with an average 6.0 ± 0.7 oocysts per mosquito. In the end, 613 oocysts 
carried by 145 mosquitoes were successfully genotyped at the microsatellite loci. 
Significant linkage disequilibrium was detected for each of the 21 possible pairs of 
these loci (P < 0.05); a result congruent with the frequency of clonal reproduction 
during the parasite’s life cycle (Fig.  4.15). F

ST
 and F

IS
 estimates among infected 

midguts (i.e., the population unit considered here is the mosquito midgut where 
gametes eventually meet, and where the diploid stages are present) were both sig-
nificantly positive (P << 0.01). The F

ST
 estimate was q ~ 0.36 (with 95% confidence 

interval bounded by 0.33 and 0.38) among infected midguts, and the Fis estimate 
within midguts was f ~ 0.147 (95% confidence interval bounded by 0.062 and 0.209). 
Given the Plasmodium life cycle (Fig. 4.15), selfing is the only explanation for such 
high heterozygous deficits relative to HWE within infected vectors. In this kind of a 
case, the relationship = +IS IS2F / (1 F )s can give the selfing rate s which is the prob-
ability of fusing male and female gametes produced by the same diploid individual 
(Hartl and Clarke 1989; de Meeûs et al. 2007). Therefore, parasitic individuals are 
43% inbred (~0.43 probability of identity by descent), with such high inbreeding 
being mostly explained by the subdivision of P. falciparum into numerous small 
infra-populations to which 25% of selfing (or something equivalent to selfing) is 
added. Such results indicate that this parasite is far from panmictic even in regions 
where it is intensively transmitted, and that it evolves in highly structured popula-
tions linked to both infected vectors and human hosts. This structure favours the 
maintenance of high genetic variability among parasites circulating within the same 
village. A crude rationale for this observation is that genetic drift operates at the 
level of infected individuals (mosquitoes and humans), such that allelic loss occurs 
within, but not among, infected individuals. This rationale has recently been formal-
ized by Prugnolle et al. (2010).
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4.4.3 � Detecting Clonality as the Main Reproductive Mode  
Used by a Parasite; an Example of Candida albicans

Candida albicans is a diploid opportunistic yeast present in the gastrointestinal and 
genitourinary flora of most healthy humans and other mammals. It is only seriously 
pathogenic in immuno-compromised patients such as those infected with HIV (Hull 
et al. 2000; Berman and Sudbery 2002). The sexual cycle was demonstrated under 
experimental conditions but, how diploidy is restored, how often it occurs in nature, 
and what kind of population structure this yeast displays, remain largely unknown.

Such questions were recently re-investigated using a sampling design where 
HIV-infected patients were sampled five times, instead of once as usually performed 
(Nébavi et  al. 2006). This study demonstrated an increase in F

IS
 estimates when 

pooling samples across distinct patients relative to the F
IS

 estimates found within 
patients; indicating the occurrence of a Wahlund effect among human hosts. 
Interestingly, the change in F

is
 estimates induced by pooling samples among hosts 

was more pronounced when pooling among female patients (N = 19) than among the 
male patients (N = 23) suggesting that women maintain larger yeast populations 
than men (Nébavi et al. 2006). In addition to these findings, clonality was identified 
as the main reproductive mode of C. albicans in this dataset through the application 
of recent analytical tools designed for clonal species (de Meeûs and Balloux 2005; 
de Meeûs et al. 2006).

The main indices of a clonal reproductive strategy rely on very high heterozy-
gous frequencies, hence a negative F

IS
 estimates at all loci (for details see de Meeûs 

and Balloux 2005; de Meeûs et al. 2006). It is therefore noteworthy that such esti-
mates can only be derived when the average sample size per parasite population is 
far above one! More generally, a recent review and theoretical analysis demon-
strated other biases related to parasitic reproductive modes that result from sam-
pling one parasite per host individual (Prugnolle and de Meeûs 2010).

4.5 � Conclusion

Throughout this chapter, we have seen that population genetics may help identify 
the genetic bases of parasite resistance to drugs (Sect. 4.2.4.3), characterise the spa-
tial limits of a parasite population (Sects. 4.3.1 and 4.3.2), indicate which the para-
site populations are most strongly connected via dispersal (Sect.  4.3.2), detect 
drastic changes in parasite population sizes (Sect.  4.3.1), and forecast the rules 
under which neutral polymorphisms evolve within parasite populations (Sect. 4.4). 
Through various different case studies, we hope to have convinced the reader that 
the accuracy of such inferences mainly depends on two pivotal factors that are the 
behaviour of the chosen genetic markers and, even more importantly, the sampling 
design performed.
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Glossary

Bottleneck  Population bottleneck refers to drastic reduction in population sizes. 
This induces, at all loci, a decrease in heterozygous frequency and an even more 
pronounced drop in the allele numbers observed relatively to a demographical 
stable population with the same census size. In other words the bottlenecked 
population will remain away from mutation/drift equilibrium for a number of 
generations following the reduction in census size. The longer last the bottleneck 
(in term of generation) and the stronger the demographic reduction, the more 
intense and durable will be the genetic signature of such an event.

Epistatic effects  there are epistatic effects on selection among loci A and B when-
ever the intensities of selection pressures acting on the polymorphism at locus A 
vary among the different genotypes observed at the locus B and vice versa.

Identity by descent  two sampled alleles are said identical by descent if they result 
from an event of DNA replication in any ancestral generation. The alleles identi-
cal by descent are obligatory identical in state.

Identity in state  two alleles are identical in state whenever the genotyping meth-
ods used is unable to discriminate them.

Founding effect  the colonization of a new habitat is usually achieved by a few 
individuals relatively to the standard range of population sizes in the ancestral 
distribution area of the immigrating species. Therefore the colonization of a new 
area, habitat or host species for a parasite, usually induces a population bottle-
neck; such a bottleneck associated to colonization is called founding effect.

Homoplasy  there is homoplasy whenever the identity in state and the identity by 
descent are not synonymous. Reverse mutation and polymorphism with a finite 
number of distinguishable alleles (i.e. allelic sizes of microsatellite alleles) are 
frequent causes of homoplasy.

Fixation  an allele has reached fixation in a population when it remains the only 
allele present within a population. The immigration of different alleles into the 
population and mutation into a different allelic state are the only ways to re-create 
local polymorphism in a fixed population.

Mutation/drift equilibrium  let’s consider an isolated population (no immigration 
into it, no emigration from it) of constant finite size, and a neutral locus at which 
pangamy is realized so that it tends to be at HWE. At this locus along time, 
mutation will regularly introduce new alleles while genetic drift will regularly 
make existing alleles to disappear. The combined action of mutation and genetic 
drift will make evolving the polymorphism observed at the considered locus to 
evolve and reach an equilibrium where the number of distinct alleles (hence the 
heterozygous frequency) will remain constant even if the identity of the alleles 
present in the population will keep on changing.

Mantel test  The Mantel test is a statistical test of correlation between two matrices 
of same dimensions that is adapted to the case where the elements of any matrix 
are not independent from one another (such as the matrix of either geographical 



74 C. Chevillon et al.

distances or that of genetic distances among populations). This test is performed 
by randomly permuting the rows and columns of one matrix multiple times.

Panmixia  random meeting of the gametes produced in a population; theoretically 
achieved only for species where individuals are self-compatible hermaphrodites.

Pangamy  random mating among the sexual partners present in population; theo-
retically achieved only for hermaphrodite species.
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Abstract  Mathematical modelling is a valuable tool for the analysis of the infectious 
diseases spread. Dynamical models may help to represent and summarize available 
knowledge on transmission and disease evolution, to test assumptions and analyse 
scenarios, and to predict outcomes of the host-pathogen interactions. This chapter 
aims at introducing basic concepts and methods of epidemiological modelling, in 
order to provide a starting point for further developments. After positioning model-
ling in the process of disease investigation, we first present the main principles of 
model building and analysis, using simple biological and also mathematical sys-
tems. We then provide an overview of the methods that can be employed to describe 
more complex systems. Last, we illustrate how the modelling approach may help 
for different practical purposes, including evaluation of control strategies. A brief 
conclusion discusses the challenge of including genetic and molecular variability in 
epidemiological modelling.
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5.1 � Introduction

Daniel Bernoulli was the first to use a mathematical model approach for assessing 
the effectiveness of prophylaxis method to control the spread of an epidemic disease 
(Bernoulli 1766, targeted to smallpox propagation). He simplified a rather generic 
first model based on the fate of a cohort of individuals, keeping only what was 
clearly needed for his own purposes. Then, Bernoulli performed a mathematical 
analysis of the resulting model using a celebrated method to solve in closed form a 
specific class of nonlinear ordinary differential equations (sometimes referred to as 
Bernoulli’s equations). He carried out a sensitivity analysis and evaluated the robust-
ness of his conclusions with respect to the simplifications made and thus tested their 
relevance (Valleron 2000).

After Bernoulli’s pioneer researches, developments in epidemiological model-
ling mainly occurred in the early twentieth century. Hamer (1906) was interested in 
the recurrence of measles epidemics. He introduced one of the fundamental ideas in 
epidemiology, that is, the epidemic spread depends on the rate of contact between 
susceptible and infected individuals. Hamer formalized this idea using the ‘mass 
action principle’, which states that the transmission rate of an infection is propor-
tional to the product of the densities in both susceptible and infected individuals 
(Anderson and May 1991). At about the same period, Ross (1908) found a relation-
ship between malaria and mosquito abundance. A few years later, the first complete 
formulation of a generic epidemiological model was proposed by Kermack and 
McKendrick (1927). The analysis of their model led to the statement of the thresh-
old theorem: after the introduction of a few infected individuals into a fully suscep-
tible population, an epidemic will occur provided the number of susceptible 
individuals exceeds a critical threshold. Finally, in 1931 Greenwood introduced 
the idea that chance may intervene in the process of transmission: during a given 
contact, transmission may occur or not with a certain probability. These three 
fundamental concepts, contact rate, threshold theorem and randomness in trans-
mission, are at the origin of the modern theoretical epidemiology.

The very first analysis by Bernoulli which encompassed both observations and 
theoretical hypotheses to predict the effect of vaccination already showed how such 
an approach is useful and complementary to experimentations and observations. In 
order to formulate a relevant model, biologists and modellers have to work together 
to establish the simplest set of rules that summarizes the biological system of inter-
est, according to the objective of the study. The biological side of model building 
consists in providing observed or experimental data, expert opinion, or knowledge 
on similar systems, while the modeller perspective is dedicated to choosing and 
adapting available methods or develop new ones that are appropriate to the system 
and questions under study. Interaction between biology and modelling is particularly 
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important to define the scale of the representation (within or between hosts, popula-
tions, etc.) and to identify established knowledge together with unlikely or contro-
versial aspects. Hypotheses to be tested can then be formulated. This process gives 
rise to a mutual input: biology provides the necessary pieces to formalise and vali-
date models, while modelling leads to the formulation of new hypotheses and to the 
identification of key points and gaps of knowledge that should be investigated 
through experimental or observational studies (Fig. 5.1).

According to what is known about the system under study and depending on the 
question to be answered, modelling approaches are used in a variety of manners 
(Becker 1979; Hethcote 2000; Valleron 2000). The first aim can consist in summariz-
ing available knowledge and constructing a formal representation of the system, in 
order to facilitate the understanding of underlying complex processes and to provide 
general qualitative conclusions. Analytical formulations (deterministic dynamical 
systems, stochastic processes…), computer-based models, graphical schemes or 
diagrams (conceptual models) are some of possible representations. A classical 
example of such a descriptive model is the representation of the spatio-temporal 
dynamics of rabies in wild-living populations (Fig.  5.2): the paradigm of spatio-
temporal waves constitutes a reasonable representation of the complex processes 
underlying rabies expansion, thus it was much used to summarize and explain these 
processes, including in communication towards non-specialists.

A second aim is to assess the relative importance (essential, secondary or irrele-
vant) of each of the various mechanisms involved in the system dynamics. With 
such an objective, an accurate description of the system with clearly stated assump-
tions and biologically relevant parameters is necessary. Then the model may be used 
to test biological hypotheses (such as those justifying the structure, parameter values, 
or the form of transition functions of the model), by comparing the dynamical 
behaviour of different sub-models including the hypothesis or not. As an example, 
in order to test whether immune protection or age-dependent infection rates are 
important processes in the transmission of Theileria equi and Babesia caballi among 
horses, Rüegg et al. (2008) compared the goodness-of-fit of predictions issued from 

Fig. 5.1  Mutual input of biology and modelling
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different models. They showed that both mechanisms are important in the transmis-
sion dynamics of B. caballi (i.e., their inclusion significantly improved the quality 
of model prediction), but not for T. equi.

The same kind of analytical models may also be used to compare different sce-
narios, and thus answer ‘what if’ questions. For instance, infection dynamics in 
different host populations (with different structures, sizes, etc.), in different regions, 
at different periods, for different variants of a pathogen, etc. can be compared 
(Becker 1979). Such comparisons cannot generally be carried out in the field or in 
the laboratory, whereas numerous numerical experiments can be performed by sim-
ulation. As an example, Ezanno et al. (2008) evaluated the influence of herd struc-
ture on the spread of bovine viral diarrhoea virus within a dairy herd: enhancing 
contacts between young animals before breeding or isolating lactating cows from 
other groups both decreased virus spread compared to a herd with a typical structure 
with indirect contacts between groups.

A last context to use analytical models is the estimation of key parameters from 
data. For example, the spatial variation of the infection probability for foot-and-
mouth disease has been estimated by modelling (Gerbier et al. 2002). Control points 
of the system and factors of uncertainty that may decrease our confidence in estima-
tions can be identified. Models can also help guiding further data collection in order 
to improve estimation accuracy.

Third, if the model has been validated against data, it can be used to predict future 
states of the system depending on observed past ones and on assumptions on mecha-
nisms acting in the future. Whereas quantitative predictions are still subject to some 
uncertainty even after model validation, qualitative forecasts can be provided for a 

Fig. 5.2  Description of racoon rabies spatio-temporal dynamics through the evolution of host 
density. Time increases to the left of the epidemic front, while distance increases to the right of the 
front (From Real and Childs 2006)
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variety of situations. For instance the assessment of the relative effectiveness of 
interventions used to control infectious diseases spread may help to design optimal 
strategies. This approach was largely used for a variety of diseases such as the 
foot-and-mouth disease (Ferguson et al. 2001), avian influenza (Boender et al. 2007; 
Le Menach et al. 2006) and human pandemic influenza (Ferguson et al. 2006; Flahault 
et al. 2009; Kernéis et al. 2008; Longini et al. 2005 amongst many others).

5.2 � Principles of Model Formulation for a Single  
Homogeneous Population

The formulation and analysis of epidemiological models include several steps: defi-
nition of the model structure involving a preliminary choice of a formal representa-
tion, analysis of model properties and outputs and identification of thresholds which 
determine radical changes in model dynamics depending on whether they are 
exceeded. If an analytical representation of the system in question is chosen, a 
mathematical formalism should be specified with respect to the context and the 
question motivating the study. Deterministic or stochastic models in discrete or 
continuous time are possible representations. Both approaches have their strengths: 
deterministic models are appropriate in large populations where fluctuations have 
relatively little overall impact whereas stochastic formulations are more suited for 
small populations and rare events where randomness has large effects. Although 
most theoretical aspects presented in this chapter are valid for both categories of 
models, examples are often related to deterministic models that are more easily 
described in short terms and appropriate for an introductory text. Stochastic model-
ling is by no means less relevant for the study of diseases spread and we invite the 
reader to refer to excellent monographs specifically developing this methodology 
(Andersson and Britton 2000; Daley and Gani 1999; Keeling and Rohani 2008 to 
quote only a few). A brief overview of simple prototypes of epidemiological models 
illustrated by examples is provided in this section, where all the basic models assume 
a single homogeneous population.

5.2.1 � Model Structure

Most epidemiological models start from the description of the infection dynamics at 
the individual level (Fig. 5.3) to infer pathogen spread at the population level.

At least two individual states should be defined with respect to the disease: sus-
ceptible (S) and infected (I). The implicit assumptions when limiting to a two state 
model are a negligible latency period and an instantaneous return to the susceptible 
state after infection (this corresponds to the SIS model; Fig.  5.4) or life-lasting 
infection (the SI model).
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Fig. 5.3  Definition of the individual infection status vs. clinical status during a much simplified 
infection process (Modified from Keeling and Rohani 2008). It has to be noted that the symptomatic 
period is not necessary simultaneous to the infection status
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Fig. 5.4  Diagram of a SIS model (susceptible – infected – susceptible) (left) and example of simu-
lated dynamics (right). The transition from S to I corresponds to the infection process and depends 
on the transmission rate b, and on the numbers of S and I individuals, f being the force of infection. 
The transition from I to S corresponds to a recovery (without immunisation) and depends on the 
mean infection duration (1/g if the sojourn time in compartment I is exponentially distributed)

In order to describe the flows of individuals between compartments within the 
simplest mathematical framework, additional assumptions have to be made: homo-
geneous population (i.e., in a SI model, all S individuals are of identical susceptibil-
ity, all I individuals have identical infectiousness), homogeneous contacts between 
individuals, a short infection period relatively to the host life expectancy (which 
allows to neglect population vital dynamics), and a transition from I to S that does 
not depend on the time since infection. Based on these assumptions, a model may 
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be formulated in discrete time (e.g. the Reed-Frost first models, Daley and Gani 
1999; Thrusfield 1995) or continuous time (e.g. through a system of ordinary dif-
ferential equations). When one or several of the above assumptions are not valid, the 
model should be modified. Typically, if two compartments are not sufficient to 
describe the infection process, other states may be defined. A recovered (R) status 
indicates a non negligible delay between the end of the infectious period and the 
moment individuals lose their immunity (SIRS model). An exposed status (E) is to 
be considered when there is a non negligible delay between infection and infec-
tiousness. Classically, the probability of recovery per unit of time is constant, which 
corresponds to an exponential distributed infectious duration (a classical assump-
tion routinely used for mathematical tractability-based reasons). However, more 
realistic probability distributions can be used. For instance, a gamma distribution 
can be assumed for the infectious duration by replacing the single previous I com-
partment by a series of n stages, where the rate of transition between stages is equal 
to ng (the mean duration of the infectious period being still equal to 1/g, according 
to the known property stating that the sum of n equally exponentially distributed 
variables of mean 1/ng is a gamma distributed variable of mean 1/g).

5.2.2 � Model Analysis

The qualitative behaviour of the analyzed system may first be deduced from the 
mathematical properties of the model. For both discrete and continuous time system 
models, the resulting mathematical analysis fits into the framework of dynamical 
systems, a well known and developed branch of mathematics. An important pre-
liminary question is the non-negativity of solution components that is also part of 
the validation of the rationale underlying model building. Forward invariance is a 
convenient tool to answer this question.

A second step is the understanding of the population dynamics behaviour before 
the parasite introduction. Various paradigms are available: constant population 
size, logistic or mono-stable behaviour (regulation toward a limited carrying capac-
ity), Allee effect or bi-stable behaviour (existence of a population size threshold 
separating population extinction vs. regulation), as well as exponential growth or 
time-periodic dynamics, to name a few. The exploration of population dynamics 
requires sorting stationary states (constant solutions) of the model, that can be 
achieved either in closed form or by using suitable software for numerical or 
algebraic computation.

Then, a local stability analysis (LAS) should be developed. This consists in 
assessing whether a small initial departure from a given stationary state will result 
into the model driving back the population to the original stationary state, or else, 
driving it toward a new stationary state or to some new horizon, e.g. periodic vs. 
chaotic dynamics. A generic mathematical methodology goes through devising a 
dedicated matrix made of partial derivatives of the model system – referred to as 
Jacobian matrix of the system evaluated at the given stationary state – and then 
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computing its spectrum, that is its real and complex eigenvalues. The system is 
locally stable when all eigenvalues are negative or have negative real parts. Global 
stability analysis (GAS), that is stability for any nonnegative departure from a given 
stationary state, is much more complicated since it requires more sophisticated 
mathematical tools such as building Lyapunov functional. Although complex eigen-
values can make non-mathematician modellers feel uneasy, they are a nice tool to 
support the existence of oscillatory behaviours in transient solutions as well as to 
exhibit periodic solutions when time gets large (e.g. Hopf biburcation).

The main step now arises: what are the likely outcomes after introducing an 
infective individual into a naive population? From a mathematical point of view, 
most questions and answers are identical to those in the foregoing paragraph: 
stationary states, stability analysis, transient and long time behaviour, put in a some-
what different setting. A first question is whether infection will persist after the 
introduction of a few infective individuals, i.e., LAS of the stationary state without 
any latent, infectious and immune individuals, the so-called disease free equilib-
rium (DFE). Computing eigenvalues of a suitable Jacobian matrix will yield an 
answer (see above). Mathematically this will select a (nonlinear) combination of the 
parameter set from the model that is to be compared to 0, negativity implying LAS 
while positivity yields instability (see also R

0
 in the next subsection). Heuristically, 

one may expect the emergence of a LAS endemic stationary state (with infectious 
individuals) as soon as the DFE becomes unstable, due to one or several parameter(s) 
variation. This step requires looking for all possible LAS endemic states. What is 
mostly expected is a forward bifurcation, that is the emergence of a unique LAS 
endemic stationary state when the DFE looses its stability. Dynamics can be much 
more complex with a backward bifurcation, that is the existence of an extraneous 
LAS endemic state right before the DFE looses its stability (see also the R

0
 limit in 

the next subsection). This means that two different dynamics and LAS regime can 
coexist: a DFE one and an endemic one, which could make the control of the disease 
quite uneasy. It may also happen that a LAS endemic state may loose its stability 
yielding oscillations and time periodic dynamics (cf. rabies model). Numerical 
simulations can be supported by a suitable mathematical analysis (e.g. Hopf bifur-
cation). For exponentially growing populations (before introduction of the disease) 
no DFE can exist but the actual question is whether the disease can control and 
regulate the given population. For time periodic population dynamics (before intro-
duction of the disease), the existence and stability of both DFE and periodic endemic 
states is challenging to prove from a mathematical point of view, though sophisti-
cated theoretical and numerical tools are available (Bacaër and Gernaoui 2006).

Besides mathematical analysis, numerical simulations are conveniently used to 
observe or guess transient and long-time dynamics, especially for models using a 
large number of parameters and state variables. As an example, studying host-
macroparasite systems, Rosà et al. (2003) showed that, while a deterministic system 
predicts oscillatory behaviour, taking into account stochastic events in the system 
dynamics leads to larger oscillations that may threaten parasite or host persistence 
(Fig. 5.5). Interactions between model components can be studied, which may give 
rise to unexpected behaviours. Simulations first require adequate parameterisation 
of the model, using demographic or epidemiological data (Becker 1989). Then a 
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sensitivity analysis is a relevant approach to evaluate how model outputs vary 
according to variations in model inputs (parameter values, functions, model 
structure, etc.; see Saltelli et al. 2000 for a review of methods of sensitivity analysis). 
First, such an analysis is useful to test modelling assumptions: what if other 
functions had been chosen? What if the model were simpler with less state 
variables? etc. A sensitivity analysis also constitutes the first step before using a 
model to evaluate strategies of control of the system. Only parameters that signifi-
cantly influence model output and can be managed on the field are potential control 
points of the modelled system (Ezanno et al. 2007).

5.2.3 � Reproductive Numbers: R
0
 and Related Threshold 

Parameters

The basic reproductive number, R
0
, is one of the most important concepts in epide-

miology, population dynamics and ecology provided by the mathematical thinking. 
Generally speaking, R

0
 is the expected number of secondary individuals generated 

by a typical individual during its lifetime. The term “secondary” depends on con-
text: it means “secondary cases” in epidemiology (where a typical individual refers 
to an infectious one) and “offspring” in ecology and demography (Heffernan et al. 
2005; see Heesterbeek 2002 for a historical perspective on R

0
).
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of hosts across time in the red grouse – Trichostrongylus tenuis model (From Rosà et al. 2003)
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The threshold behaviour of R
0
 renders this parameter very useful for predicting 

the emergence of a new epidemic, the outcome of a started outbreak and the efficacy 
of mitigation strategies. In a deterministic formulation, if R

0
 < 1, a pathogen intro-

duced in a completely susceptible population will not be able to invade, whereas if 
R

0
 > 1 an epidemic can occur. In a stochastic framework, the interpretation of R

0
 is 

less straightforward: a value of R
0
 below 1 predicts the extinction with probability 

1, whereas if R
0
 > 1, invasion is not the only possible outcome because the probability 

of extinction is not equal to 0. More specifically, in the case of an entirely suscep-
tible population where a single individual is initially introduced, and the dynamics 
is described by a branching process (with three state variables S, I and R), the 
probability of extinction before a major epidemic is equal to 1/R

0
 for R

0
 > 1 (Fig. 5.6). 

Beyond the context of an entirely susceptible and homogeneous population, other 
formulations of the reproductive number exist, as briefly stated below.

A general method, developed by Diekmann et al. (1990) (and then described in 
detail in Diekmann and Heesterbeek 2000, illustrated on a number of specific mod-
els in van den Driessche and Watmough 2002 and clearly summarized in Heffernan 
et al. 2005) allows deriving R

0
 as a function of model parameters for a variety of 
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situations where the population is split into disjoint classes. This method is based on 
the next generation matrix and R

0
 is then calculated as its dominant eigenvalue. 

Situations as diverse as the following ones are handled by this approach (see van 
den Driessche and Watmough 2002 for more details): heterogeneous populations 
divided in several groups with specific behaviours with respect to the disease, such 
as sexually transmitted diseases; multi-strain systems, such as influenza spread, 
where several strains may co-circulate and are in competition for the same hosts; 
vector-borne diseases where both vectors and hosts dynamics should be considered 
simultaneously. For any of these types of models, a next generation matrix can be 
built after having identified and separated terms defining new infections. More pre-
cisely, for each compartment i, F

i
 is defined as the rate of appearance of new infec-

tions and V
i
 as the difference between out and in transfers of individuals by any 

other means. The next generation matrix is then equal to FV−1, where F and V are 
the matrices of partial derivatives of F

i
 and V

i
 respectively, under some particular 

conditions met by F
i
 and V

i
. Applied to a simple SIR model with no demography, 

this method would yield to R
0
 = b/g (see Fig. 5.4 for parameter definition).

The R
0
 value derived in this way and more exactly its position with respect to 1 

helps assessing questions such as the capability of a pathogen introduced into a fully 
susceptible population to generate an epidemic. As stated in the previous subsec-
tion, for dynamical systems, this can also be assessed by studying the LAS of the 
DFE which reduces to finding a relationship between parameters that makes all the 
Jacobian matrix eigenvalues to be negative or have negative real parts. It is impor-
tant to note that, while these two approaches are qualitatively equivalent with respect 
to the answer concerning the invasion of the host population by the pathogen, the 
latter one may supply a threshold parameter different from R

0
 (Roberts 2007). 

Roberts and Heesterbeek (2003) emphasize that if this threshold does not have the 
same biological interpretation as the dominant eigenvalue of the next generation 
matrix, it “can therefore not be called the basic reproduction ratio nor denoted by 
R

0
”. It should also be pointed out that both methods can define algebraic threshold 

parameters with no sound epidemiological interpretation.
If the population is not entirely susceptible, the appropriate term to be calculated 

is the effective reproduction number, R
eff

, which is equal for an SIR system to bS/gN, 
where S is the size of the susceptible population and N is the total population size. 
More generally, while R

0
 is uniquely defined for a couple pathogen/host population, 

R
eff

 may change over time, as the proportion of susceptible hosts S/N varies.
Beyond derivations of R

0
 and R

eff
 as combinations of model parameters in order 

to identify threshold criteria, various methods were also developed for estimating 
the value of R

0
 and its related variants from data. One of the simplest methods, valid 

for SIR models and closed populations, connects R
0
 to the final epidemic size: 

( )( ) ( )= ∞ ∞ −0R ln s / (s 1) where s(∞) represents the final proportion of susceptible 
hosts (Diekmann and Heesterbeek 2000). This assumes that the epidemic is observed 
until the end which is not always the case. Moreover, it is also of great importance 
not only to provide a posterior characterization of the epidemic, but mostly to assess 
the epidemic intensity at its very beginning, in order to tailor mitigation strategies. 
This is possible for instance by calculating R

0
 from r, the initial rate of the exponential 
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growth of the number of infectious individuals. Several expressions relate R
0
 to r, 

depending on the distribution of the generation time, W (defined as the delay 
between the moment one individual becomes infected and he/she infects another 
individual; Roberts and Heesterbeek 2007; Svensson 2007; Wallinga and Lipsitch 
2007; Yan 2008). For a simple SIR model and assuming a constant infectivity, 

= + = +0 W IR 1 r * T 1 r * T , where T
W

 and T
I
 are the mean generation time and the 

mean duration of the infectious period respectively. R
0
 is certainly of great interest, 

but it is often more convenient to focus on R
eff

, since it reflects the actual capability 
of the epidemic to progress over time and provides information on the impact of 
control measures in real time. The estimation of R

eff
 reduces to a simple counting 

of secondary cases if all infected individuals are traced until their index case 
(“who infected whom” chain). However, most often, this information is not avail-
able. In this case, R

eff
 can be estimated for instance by fitting a transmission model 

to data (Riley et al. 2003). A statistical approach that avoids mechanistic assump-
tions was proposed by inferring “who infected whom” from the observed curve 
and times of symptoms by using pairs of cases instead of the entire infection net-
work (Wallinga and Teunis 2004, estimations for the 2003 SARS epidemic in sev-
eral geographic locations). The scenario where not all secondary cases have been 
detected was tackled through a Bayesian approach by Cauchemez et  al. (2006) 
who estimated the reproduction number in an ongoing epidemic for the 2003 SARS 
epidemic in Hong Kong.

As already stated, information on R
0
 and its related variants provides valuable 

insights mainly in two situations: for the evaluation of the invasion risk of a host 
population by a pathogen and for evaluating and comparing control strategies. For 
both cases, the choice of an appropriate method for estimating R

0
 or R

eff
 should be 

done with respect to data and objectives and comparison of estimations to previous 
values and interpretation of discrepancies (if any) should also be provided.

Despite its incontestable role in handling infectious diseases spread, R
0
 could 

sometimes be mis- or overused. Roberts (2007) draws our attention on some 
exceptions where the basic statements generally fulfilled by R

0
 and cited in this 

subsection are not true (see also the backward bifurcation in the previous sub-
section). The author cites several mechanisms allowing persistence of an 
endemic infection even for R

0
 < 1 (for example assuming that exposure to infec-

tion accelerates the transition from the exposed to the infectious state) and 
points out the existence of situations where the evolution of a pathogen does not 
necessarily maximise its R

0
. Another important point raised by Roberts (2007) 

and initially fully described in Roberts and Heesterbeek (2003) and then in 
Heesterbeek and Roberts (2007) concerns structured populations where inter-
ventions are targeted at specific subpopulations. In this case, R

0
 is less useful 

and should be replaced by T, the type-reproduction number. Both R
0
 and T 

exhibit the threshold behaviour and are equivalent in homogeneous population, 
but T is more appropriate in heterogeneous populations since it summarizes the 
control effort required to eliminate an infection when measures are applied to a 
specific host type (rather than to the entire population). Finally, care has to be 
taken when evaluating control efficacy through R

0
 values: as pointed out by 
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Heffernan et al. (2005), since sometimes the use of R
0
 could ignore other issues 

such as the potential negative effect of interventions on population, it is impor-
tant to simultaneously consider other indicators (the total morbidity or mortality) 
in addition to R

0
.

5.3 � More Realistic Models for Complex Situations

The simple models cited in the previous section give a very general idea of two 
processes involved in epidemiological dynamics: transmission and immunity. 
However, these may be not sufficient if pathogen dynamics is affected by other traits 
of the host population, such as heterogeneity among individuals, demographic pro-
cesses or population structure. Here, we provide a brief overview of further possible 
models for more complex systems.

5.3.1 � Heterogeneity Among Individuals

Individuals in a population do not equally contribute to infection dynamics. First, 
infectious individuals do not equally shed the pathogen, either because shedding 
routes are numerous and possibly not simultaneous, or because excretion depends 
on infection duration or other individual characteristics such as age, genetics, physi-
ological stage, etc. Second, susceptible individuals do not have equal susceptibility, 
due to individual intrinsic characteristics or previous exposure to the pathogen. 
Compared to naïve (never exposed) individuals, those that have already been 
exposed to the pathogen often have a reduced susceptibility and infection duration. 
Depending on the reduction in susceptibility after a first infection, such a model 
goes from an SIS model (no protection) to an SIR model (full protection). The same 
approach is also adequate to represent immunity acquired by vaccination (Glass and 
Grenfell 2003; Greenhalgh et al. 2000). Lastly, a cross protection may arise when 
many variants of a given pathogen co-circulate in the population for example (Restif 
and Grenfell 2007). These heterogeneities in infectiousness and susceptibility inter-
fere with pathogen spread and control both in non-structured (Lloyd-Smith et al. 
2005b; Matthews et  al. 2006) and structured (Ball and Lyne 2001) populations. 
Therefore, heterogeneity should be considered, especially when specific individuals 
are targeted by a surveillance or control program.

Such heterogeneities can be modelled through several methods. A first way is to 
consider as many categories of S or I individuals as necessary to describe variability in 
susceptibility (Fig. 5.7) or infectiousness. This has been used to model the spread of 
human tuberculosis considering that individual may have either a susceptible or a 
resistant phenotype, assumed to be consistent for an individual over time (Murphy 
et al. 2003). Another way is to use partial derivative equations when susceptibility or 
infectiousness continuously varies among individuals (Novozhilov 2008; Veliov 2005).



92 P. Ezanno et al.

5.3.2 � Accounting for Population Dynamics

The assumption that demographic processes may be neglected in front of epidemio-
logical dynamics cannot hold in all situations, specifically when the duration of 
infection is of the same order of magnitude as life expectancy, but also when 
considering the long-term dynamics of the system, instead of a single epidemic 
process. In this case, birth, death and migratory processes should be included in the 
model. This may be done by adding input and output flows to each compartment.

Including demographic processes in epidemiological models may first help to 
investigate their influence on disease dynamics. Generally speaking, birth acts to 
replenish the pool of susceptible individuals and thus to favour disease spread, while 
mortality has the opposite effect. This has been studied in plant diseases: when crop 
growth is taken into account, it first entails a dilution effect on leaf lesions, followed 
by an increase in R

0
 due to higher density in susceptible host tissue (Ferrandino 

2008). The situation becomes more complex when density-dependent processes 
occur, which is the case in most natural-living populations: then fecundity and mor-
tality are not independent from population sizes. This gives rise to complex effects, 
including the possibility that the threshold theorem is not longer valid or observable 
(Lloyd-Smith et  al. 2005a). Disease may also be a major determinant in host 

Fig. 5.7  Diagrams of SIR models accounting for heterogeneity in susceptibility. Top left: the level 
of susceptibility varies among individuals but is consistent over life (a proportion p

k
 of individuals 

are born with susceptibility k and thus has a force of infection l
k
); bottom left: susceptibility varia-

tion over lifetime; top right: reduced susceptibility following exposure to infection (l
2
 < l

1
); bot-

tom right: reduced susceptibility because of cross-protection after infection with a close variant of 
the pathogen



935  Modelling the Dynamics of Host-Parasite Interactions: Basic Principles

population dynamics through its effect on fecundity or survival. HIV infection is 
one of the leading examples when population demographics need to be accounted 
for, the virus being able to turn population growth rates from positive to negative 
values (Anderson et al. 1988). Another case when host population dynamics should 
be considered is represented by animal populations managed by humans. Rapid 
changes in density, demographic parameters, spatial distribution and contact struc-
ture may result from management decisions and affect disease transmission. 
Complex dynamics may arise from the interactions between demographic and 
disease processes. A recent example is the study of hunting on transmission of 
classical swine fever in wild boar Sus scrofa (Choisy and Rohani 2006, Fig. 5.8). 
The model showed that the drastic reduction in population density due to harvesting 
results into an overcompensation due to density-dependent birth and death rates. 
After the next birth period, the population reaches high density, which results in a 
high level of disease transmission and prevalence. Overall, harvesting is predicted 
to increase disease spread.

5.3.3 � Pathogen Spread in Structured Populations

Beside their heterogeneity, individuals are clustered in groups within which prefer-
ential contacts occur. Age, social groups, households, schools or herds strongly 
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Fig. 5.8  Effect of harvesting on the total host population size in wild boar infected by Classical 
Swine Fever (From Choisy and Rohani 2006). Numerical solution of the model for a 2-year period, 
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in grey, and the duration of gestation is represented by the length of the double arrow above the 
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Fig. 5.9  Smoothed contact matrices among age classes in Great Britain, including all contacts 
(left) or physical contacts only (right) (Modified from Mossong et al. 2008). White indicates high 
contact rates, while dark grey stands for low contact rates

structure the contact network among individuals (Keeling and Rohani 2008; Mossong 
et al. 2008, Fig. 5.9). This structure may have spatial (due to environmental structure), 
behavioural (e.g., related to sexual behaviour) or social components. In all cases, 
pathogen spread occurs at two scales: local or within-group transmission is related 
to direct (between individuals) or indirect (e.g. because of a shared environment) 
contacts, while between-group transmission is possible through long-distance indi-
vidual movements (migration, visits, etc., Barlow et al. 1998).

It is important to understand how these structures affect pathogen invasion, 
spread and persistence for helping decision making in public and veterinary health 
(Cross et al. 2005; Grenfell and Harwood 1997; Hagenaars et al. 2004; Keeling and 
Rohani 2002; Lloyd and Jansen 2004). The most studied aspect is spatial structure, 
which has been modelled in a variety of ways, considering either continuous or 
discrete space, and sometimes including real environmental characteristics. One of 
the most widely used concepts is the metapopulation (described in the next subsec-
tion), where space is divided into discrete patches, each patch representing a poten-
tial localisation of a group of hosts.

5.3.4 � Disease Spread in Metapopulations

A metapopulation structure corresponds to an inter-patches contact network in 
which space is either implicit or explicit (Fig. 5.10). Each unit corresponds to either 
an individual (Rhodes and Anderson 1996), or a local population (Cross et al. 2005; 
Park et al. 2002). The concept of metapopulation has been largely used in ecology 
and population genetics to study dynamics of fragmented populations and genes 
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flow on heterogeneous landscapes (Grenfell and Harwood 1997). Numerous epide-
miological models have been developed in a context of metapopulation, accounting 
for patch infection dynamics in addition to the extinction-colonisation process. Hess 
(1996) has been a precursor by conceptualising an epidemiological model based on 
Levin’s model: the migration of infectious individuals is a source of infection for 
susceptible individuals from pathogen-free populations.

Infection spread between patches has been modelled either mechanistically, i.e., 
explicitly representing the phenomena that are at the origin of disease transmission 
(Cross et al. 2005; Jesse et al. 2008; Keeling and Rohani 2002), or phenomenologi-
cally, by considering that the presence of infection in a patch results in a positive 
force of infection on patches in contact without explicitly representing the transmis-
sion process between patches (Hagenaars et al. 2004; Keeling and Rohani 2002; 
Park et al. 2002).

From a mechanistic point of view, three types of metapopulations can be defined 
based on the type of contacts between patches (for a review, see Keeling and Rohani 
2008). First, individuals do not encounter explicitly but indirect contacts exist 
because of the wind, a mobile reservoir, a vector, or through neighbouring contacts 
between adjacent populations. This mechanism is well adapted to plants which are 
static, but also to cases when animal diseases are vectored among herds, such as in 
the case of foot-and-mouth virus aerial transmission among herds, and to neigh-
bouring populations sharing a common environment (water point, feeding area, 
etc.). Second, individuals may explicitly move between patches with no return to 
their source patch, as it is the case when individuals disperse, are sold or bought. 
Third, individuals may move between patches and then return to their source patch 
(human populations or seasonal migration). In this last case, the duration of the visit 
influences the number of cases generated by a visitor if infected or the probability 
for a susceptible visitor of being infected.

The contact pattern may be represented by a contact matrix among patches. For 
homogeneous networks, all patches are equally connected to each other (Hagenaars 
et al. 2004; Jesse et al. 2008). For heterogeneous networks, a contact matrix defines 
which patches are in contact (Cross et al. 2005; Park et al. 2002). In a simplistic 

Fig. 5.10  A spatially explicit metapopulation with a contact structure based on individual 
movements and neighbouring relationships
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approach, the intensity of contacts may be equivalent for all couples of patches, 
whereas more refined models consider variable contact rates among patches, using 
observed or modelled contact networks.

Last, metapopulation models may have various levels of complexity, depending on 
whether they account for the within-patch infection dynamics. Metapopulations may 
first have no explicit within-patch dynamics (each patch is considered to have a global 
infection status). Such an approach has been used to study the persistence of a meta-
population when infected by a pathogen (Gog et al. 2002; Hess 1996; McCallum and 
Dobson 2002) or pathogen spread and persistence when local infection dynamics 
rapidly reaches an equilibrium (e.g., avian flu: Le Menach et al. 2006; foot-and-mouth 
disease: Le Menach et al. 2005). When the within-patch infection dynamics is mod-
elled, the infection status of each individual is considered (Cross et al. 2005; Hess 
1996; Jesse et al. 2008; Park et al. 2002) and the status of patches is derived from 
patch composition. This approach is useful when there is a high variability in the 
within-patch prevalence among infected patches or for a given patch over time. For 
example, considering bovine paratuberculosis, infected animals may exit the herd 
long before being infectious because of a long latency period between infection and 
shedding (Marcé et al. 2011). These models are more realistic and give a better over-
view of all possible epidemiological situations, but are also far more complex.

Representing or not the within patch dynamics depends, in addition to the ques-
tion under study, on the separation between time-scales of processes occurring 
within and between patches. If local dynamics are fast and global dynamics are 
slow, it is possible to neglect the first ones under certain stability assumptions and 
thus to reduce complexity.

5.4 � Models for Evaluating Control Strategies of Pathogen 
Spread in a Population

Providing help guide for decision making about diseases spread prevention and 
control is one of the major purposes of epidemiological modelling. The objective of 
such interventions is to prevent emergence and to reduce the incidence in new cases 
and hence the total epidemic burden. More generally, this aims at optimizing eco-
nomic animal or human-health outcomes. If we consider the case of animal infec-
tious diseases, their control relies on three principles: increasing resistance in 
infection of susceptible animals (e.g. through vaccination or genetic selection), 
reducing or preventing shedding of the pathogen by infectious animals (through 
treatment, test-and-cull strategies), or preventing contacts between susceptible ani-
mals and pathogens (through confinement, quarantine, movement restrictions) 
(Garner et al. 2007). Disease control may also involve indirect measures such as 
acting on population dynamics (through culling, contraception, modified hunting 
strategy or renewal strategy in a herd) or acting on the environment (e.g. through 
sanitary fences, Ward et al. 2009). Each strategy is based on a single or a combina-
tion of measures, which may be implemented at different levels and scales.
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Modelling is an adequate tool for comparing, implementing, evaluating and opti-
mizing control strategies, by allowing to test ex-ante a large number of scenarios, 
resulting from the multiplicity of measures that can be combined and from the inter-
action between disease spread and population dynamics. Questions to be answered 
are numerous and various: what size for the zone of preventive vaccination? Which 
animals should be targeted by tests, vaccination?

Models – for which the consistence between outputs and expectations has  
been evaluated – can then be used to qualitatively compare control strategies.  

Fig. 5.11  High-risk areas for epidemic spread of the H7N7 avian influenza in poultry for various 
local culling strategies in the Netherlands (Modified from Boender et al. 2007). (a) Results for the 
default scenario (no culling); (b) Results for a scenario with immediate culling of all farms within 
a range of 1 km around an infected farm; (c, d) Culling is carried out in a range of 3 and 5 km 
around infected farms, respectively. Farms in light grey pose no risk of epidemic spread for the 
chosen control strategy, while farms in dark grey constitute a risk of epidemic spread even in the 
presence of interventions
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For example, Wilkinson et  al. (2004) compared various vaccination strategies 
designed to limit the transmission of bovine tuberculosis in badgers, such as pro-
active vaccination versus vaccination in reaction to cattle infection, or large-scale 
versus localized implementation. Models that have been validated on data can be 
used to provide predictions on the effectiveness of interventions, at least compara-
tively. Boender et al. (2007, Fig. 5.11) used data from a recent epidemic of avian 
influenza H7N7 in the Netherlands to fit an explicitly spatial model. Various 
levels of culling were then tested, to examine the balance between cost and effec-
tiveness of culling.

However, using quantitative predictions requires accurate parameterisation of 
models and thorough validation of their forecasts using appropriate data sets 
which are not always recorded. In particular, when a new pathogen emerges, no 
historical data are available. Moreover, a reference situation in the absence of any 
intervention or with a perfectly known control strategy is rarely described, espe-
cially for endemic diseases. Therefore, the use of modelling approaches to evalu-
ate control strategies should be preferentially considered for qualitative assessment 
of their impact.

5.5 � Conclusion

Modelling is a powerful tool for representing complex systems, testing hypotheses, 
estimating key parameters from data and predicting the outcome of host-pathogen 
interactions without or in the presence of interventions. When knowledge and data 
are available at different scales, models also allow relating fine scales at which 
mechanisms are known to larger scales at which observations can be made, in order 
for instance to estimate parameter values (Soubeyrand et al. 2007).

Any model involves a trade-off between simplicity and mathematical tractabil-
ity on one hand and complexity allowing a closer similarity to the specific prob-
lem under study on the other. In this process, taking into account the genetic and 
molecular variability of both hosts and pathogens is the coming challenge 
(Anderson 1995; Galvani 2003). Several attempts have been made to integrate the 
genetic diversity of strains, or represent simple selective processes. For instance, 
taking into account both epidemiological and molecular relationships between 
infected premises allowed Cottam et al. (2008) to trace back the spatio-temporal, 
as well as the evolutionary history of a beginning foot-and-mouth epidemic (see 
the following chapters). For influenza viruses, several models have been built to 
analyze the interaction between the pattern of reinfection and the mutation pro-
cess (Gordo et al. 2009). However, classical tools of epidemiological modelling 
may not be relevant when genetic variability is involved. The development of 
specific tools is required to integrate evolutionary ecology and epidemiological 
patterns.
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Abstract  In this chapter, we review some of the classic theoretical results on 
virulence evolution in pathogens. Our goal is to contrast an intuitive vision of this 
question to results that can be obtained using simple modeling tools. The main con-
clusion of this chapter could be that, in pathogens as in many other natural systems, 
natural selection does not maximize the basic reproductive rate R

0
. We illustrate this 

point with several scenarios that take into account several complexities such as 
superinfection and vertical transmission. We conclude this chapter with some con-
siderations on how the use of these simple models can shed light on some experi-
ments and, in return, how some experiment data is required to improve our theoretical 
predictions on pathogen evolution.

6.1 � Introduction

In this chapter we will review some of the classical results produced by theoreticians 
on the evolutionary biology of pathogens. The purpose here is not to give a complete 
account of the mathematical tools that are required for this type of work – although 
we hope that reading this chapter can constitute a first step in learning those.1 
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We rather tried to contrast intuitions that most biologists have on how virulence 
should evolve and what theory really says about it. The main message of this chapter 
could be summarized by saying that natural selection does not always maximize the 
basic reproduction ratio, R

0
, of the parasite. Of course this is not a recent discovery 

and this message could apply to many different biological systems, other than 
pathogens (the R

0
 is often called the lifetime reproductive success in classical 

life-history theory see for example Roff  1992; Stearns 1992). But we think that 
some of the consequences of this general rule are sufficiently counter-intuitive to 
deserve a careful inspection in the context of pathogen evolution.

In the following we describe three simple models for which we determine the 
optimal virulence, that maximizes R

0
. We then contrast this analysis to a more rigor-

ous study of the selective pressures that play on pathogens. Finally we conclude by 
presenting a recent modeling technique that allow to describe transient pathogen 
evolution in non-equilibrium populations. As a conclusion, we present the case of 
polymorphism in pathogen population where we think that a good understanding 
of the theory of pathogen evolution is required for a correct interpretation of experi-
mental results.

6.2 � Modeling Epidemics

Before we can study how parasites and pathogens evolve, we first need to build 
some mathematical description of how they propagate in a population of hosts. Let 
us define s as the density of susceptible hosts in a population. Let i be the density of 
infected individuals in the same population. Classically, mathematical models will 
relate variation in those densities (ds or di) over a short period of time (dt) to funda-
mental biological processes such as reproduction, death and infection. The simple 
model we want to define here is represented by Fig.  6.1.

In this model, susceptible hosts reproduce at a rate f(n) that decreases with 
the total number of individuals ( = +n s i ) in the population. This decrease cor-
responds to the fact that hosts depend on a limited resource for their reproduc-
tion. We do not need here to specify in more details how the function f describes 
the effects of competition on reproduction. Infected individuals also reproduce 
in this model, but their fecundity, relative to that of susceptible hosts, is j . As 
for reproduction, of death occurs for all hosts. But infected individuals die at a 
rate m + a while susceptible hosts die at a rate m. The additional mortality a that 
is caused by infection is therefore a way to measure the virulence of pathogens. 
Finally, infected individuals contaminate susceptible ones by contact. We sup-
pose here that the rate of contact between susceptible and infected individuals is 
proportional to the product of their density. The parameter b is thus a measure 
of the ability of the pathogen to contaminate a susceptible individual when it 
has encountered an infected one.
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Fig.  6.1  An epidemiological model where pathogens are transmitted horizontally, by contact 
between susceptible and infected hosts. The variable n is the total number of hosts in the population: 

= +n s i . The function f(n) describes the number of offspring produced by a susceptible host per 
unit of time. This function decreases with n, because hosts depends on a limited resource for their 
reproduction. The parameter j  is the fecundity of infected individuals relative to that of suscepti-
ble ones. The parameter m is the death rate of susceptible hosts, and a is the additional mortality that 
infected individuals experience because of the pathogen virulence. Finally, susceptible host are 
contaminated at a rate bi, the number of new infections produced per unit time being thus bsi

Putting all these terms together, we obtain the following set of differential 
equations: 

	
( )

 = + − −

 = − +

( ) ( )

( )

ds
s i f n si s

dt
di

i s
dt

j b m

b m a
	

(6.1)

These equations describe the variation of s and i over time. They can help under-
stand the fundamental characteristics that the pathogen must possess to be able to 
develop an epidemic. More precisely, i will increase over time if di ∕ dt is positive. The 
sign of this growth rate depends on the rate horizontal transmission, bs, which increases 
with the number of hosts that can potentially be infected, and on the death rate m + a.

Let us imagine an initial situation where the pathogen is absent from the host 
population. In this circumstances, we have ˆ ˆ0 and such that ( )i s s f s m∅∅

= = = . Let 
us imagine now that a single infected individual is introduced in this population. 
The number of infected individuals will increase from this unique initial infection if 

	 ∅
− + >ˆ ( ) 0sb m a 	 (6.2)

Let us now consider the same situation and use, as most often done, the R
0
 param-

eter to predict whether the pathogen initiates an epidemics. This parameter R
0
 is 

defined as the number of secondary infections that are formed from a unique initial 
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infection. To compute this quantity, we thus have to multiply the number of infections 
that are produced by an infected individual per unit of time, which is ∅

ŝb  as we 
saw before, by the life span of this infected individual. The death rate of infected 
individuals is m + a. Their life span can thus be estimated as +1 / ( )m a . Finally, R

0
 

can therefore be computed as 

	

∅=
+0

ŝ
R

b
m a 	

(6.3)

and the epidemic will develop if R
0
 is greater than one, which is strictly equivalent 

to condition (6.2).

6.3 � A First Approach to Pathogen Evolution:  
The Maximization of R0

We saw in the previous section that pathogens can persist in a population of host if 
R

0
 > 1. The quantity R

0
 can thus be viewed as a measure of epidemic potential of a 

pathogen in a fully susceptible population. This quantity is often used as a measure 
of pathogen’s fitness. Under this hypothesis natural selection should favor pathogen 
strains with high transmission rates and low virulence. Indeed R

0
 increases with the 

transmission rate and the expected duration of the infection. Yet, maximizing trans-
mission and minimizing virulence simultaneously is likely to be very difficult for 
pathogens. Transmission often relies on host exploitation and thus any increase in 
the capacity to contaminate susceptible hosts would come at the expense of an 
increased virulence (see Alizon et al. 2008, for a review). The left panel in Fig. 6.2 
illustrates a possible relationship between transmissibility (b) and virulence (a). 
The right panel of the same figure presents R

0
, the measure of transmission pre-

sented in equation (6.3), when virulence varies. When virulence is low, R
0
 is low 

because pathogens are not contagious enough. When virulence is high, R
0
 is also 

low, but this is this time because infected hosts die rapidly after infection, which 
reduces the opportunities of contamination. Because the transmissibility of patho-
gens and the lifespan of the hosts it infects are both connected to virulence, trans-
mission is maximized for an intermediate value of virulence (aopt in Fig. 6.2).

In the previous paragraph, we supposed that natural selection should bring patho-
gens toward aopt. This prediction relies on the assumption that natural selection 
maximizes R

0
. A possible flaw in this hypothesis is that R

0
 is measured in a context 

where only susceptible hosts are present. But in nature pathogens evolve by a com-
bination of mutation, which creates strains with new virulence and transmission 
capacities, and competition between pathogenic strains. The population of patho-
gens will evolve if a mutant strain, that is initially rare, is capable to increase in 
frequency. What matters for the mutant strain, therefore, is to be better transmitted 
than other strains that are present in the population of hosts. The parameter R

0
 has 

not been built to measure this capacity.
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The situation we described above can be modeled as a case of competition 
between a rare mutant strain (with virulence a

m
 and transmissibility b

m
) and a resi-

dent strain (with virulence a
r
 and transmissibility b

r
). This is done by adding a third 

differential equation to those of Eq. (6.1), which describes the dynamics of the pop-
ulation of hosts infested by the mutant strain: 

	
( )= − +( )m

m m m

di
i s

dt
b m a 	

(6.4)

From there, the condition for mutant invasion can be derived as 

	
= >

+
ˆ

( , ) 1m r
m r

m

s
w

b
a a

m a 	
(6.5)

where w(a
m
, a

r
) can be understood as a measure of fitness of the mutant strain in the 

context of a population that harbors only the resident pathogenic strain, and where 
ˆ

rs  is the equilibrium density of susceptible hosts in this population. This condition 
for invasion is classically represented, as in Fig. 6.3, by a pairwise invisibility plot. 
This graph represents the set of mutants that can invade in a given resident popula-
tion. It also allows to predict how virulence should respond to natural selection. 
Indeed, in the left part of Fig. 6.3, the only mutants that can invade in the resident 
population are above the diagonal. They are thus more virulent than the resident 
strain and selection should therefore induce an increase in virulence. Conversely, in 
the right part of the same graph, mutants that can invade are all below the diagonal. 
Selection should then induce a decrease in virulence. As a result, selection should 
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Fig. 6.2  Left panel: the curve presents an hypothetical relationship between virulence (a) and 
transmissibility (b) in pathogens. This type of relationship assumes that b increases with a but at 
a diminishing rate (i.e. slower than linearly: compare curve to straight line). This type of relation-
ship is often assumed because it corresponds to the idea that it is more difficult, and thus costly, to 
increase transmissibility for pathogens that are already very contagious than for those that are not. 
Right panel: the induced relationship between virulence (a) and transmission (R

0
). Because b 

increases slower than a, R
0
 is maximized for an intermediate value of virulence (see 

equation (5.3)
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make a evolve toward the value a *  which lies at the center of the graph. Once this 
point is reached, it is clear from Fig. 6.3 that no mutant is able to invade the resident 
population. The point a *  is therefore an Evolutionary Stable Strategy (ESS).

We shall now compare the value a * , that we identified in Fig 6.3, to the  
value aopt that maximizes R

0
. From Eq. (6.1), it can easily be shown that 

= + =ˆ( , ) ( ) / ( ) 1r r r r rw sa a b m a  so that Eq. (6.5) can be rewritten as 

	
>

+ +
m r

m r

b b
m a m a 	

(6.6)

Multiplying both sides of this equation by ∅ŝ , we obtain two terms that are iden-
tical to Eq. (6.3), i.e., to R

0
. Eq. 6.6 therefore confirms the fact that the unbeatable 

strategy a *  is the one that maximizes R
0
, as we first hypothesized. Simulations 

where pathogen variants are introduced by mutation and compete to infect new 
hosts also confirm this prediction: selection does indeed drive the population of 
pathogens toward a evolutionary stable (ES) virulence a *  which is identical to aopt 
and does therefore maximize R

0
 (see Fig 6.4). 

One might now ask how selection on virulence is affected by environmental 
changes. For example, what would be the consequences of an increase mortality in 
hosts? A widespread argument is used to answer this question: pathogens should 
transmit rapidly to avoid the death of their hosts. Natural selection should thus favor 
higher virulence in low quality environment than in high quality ones. In the frame-
work we developed above, this prediction can be rephrased as follows: any increase 
in m should induce an increase in a * . This prediction seems to be confirmed by the 
results presented in Fig 6.5.

We shall now inspect more carefully this result. From Eq. (6.5) and with the 
assumption that mutations have small effects, we can determine whether mutants 
that can invade the resident population are more virulent than the resident strain 
(i.e., above the diagonal in Fig 6.3) or less virulent that the resident strain (i.e., below 

α�

αr

αm

Fig. 6.3  A pairwise invisibility plot (PIP). For each resident pathogen with virulence a
r
 in its 

equilibrium population, the fate of a mutant with virulence a
m
 is indicated by the color. Mutants in 

the gray area can invade in the resident population. Conversely, mutants in the white area are 
counter selected
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Fig.  6.4  The evolution of a in a model with horizontal transmission only. Horizontal lines 
represent strains of pathogens, the frequency of each strain being represented by the thickness of 
the line. Thin vertical lines trace the origin of each strain by joining the virulence of each strain to 
that of the strain it originated from. Over time, the population of pathogens evolves toward a value 
of virulence a * . It can be shown that this value also maximizes transmission (a *  = aopt, see text and 
Fig. 5.2). The frame presents details of this evolution. It allows, in particular, to see that early in the 
simulation all mutant strains that are less virulent than average rapidly disappear, because they do 
not transmit as well as other strains of the population. This counter selection of the least transmit-
ted strains yield an increase of average virulence over time. Later in the simulation, once the popu-
lation of pathogens has reached a * , selection stabilizes virulence by eliminating strains that are 
both more and less virulent than average. All these aspects of the evolutionary dynamics can be 
predicted from the PIP presented in Fig.  5.3.
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of natural host death rate m
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the diagonal in Fig 6.3). In brief, the gradient of selection is obtained from the 
derivative of the fitness defined in Eq. (6.5) with respect to a

m
. It thus relates the 

effect of a small mutation on the ability of a rare mutant to invade. Here we obtain: 

	
= −ˆ( ) 1

d
s

d

b
y a

a 	
(6.7)

The first term in Y(a) corresponds to the benefit associated to an increase in 
virulence, in terms of increased contamination opportunities. The second terms 
quantifies the cost associated with increased virulence, in terms of reduced host 
life-span. The interpretation of this gradient is thus rather simple: if Y(a) > 0, 
selection favors an increase in virulence; if Y(a) < 0 selection should conversely 
induce a reduction in virulence. Interestingly, the parameter m does not appear in the 
gradient of selection. How should we understand the result presented in Fig.  6.5, 
then? In fact any increase in m can easily be shown to provoke an increase in 
the number of susceptible hosts present in the resident population ˆ( )s . An increase 
in m therefore opens up new opportunities for transmission, which makes any 
increase in virulence more beneficial. The verbal prediction we made above was 
therefore essentially wrong, even though we predicted correctly that a *  should 
increase with m.

6.4 � Natural Selection Does Not Necessarily Maximize R0

6.4.1 � The Case of Superinfection

In the previous sections we assumed that an infected host cannot be infected by 
more than a single parasite strain. Taking into account the possibility of multiple 
infections, however, can dramatically affect the evolution of the parasite. Indeed, 
allowing for multiple infections adds another level of selection (i.e., within-host 
selection). In particular, if virulence is associated with some increased competitive 
ability within the host (de  Roode et  al.  2004), multiple infections can select for 
higher levels of virulence (Frank 1996; van Baalen and Sabelis 1995).

The analysis of the effects of multiple infections raises some theoretical chal-
lenges as the coexistence between singly and multiply infected hosts generates some 
host heterogeneity. Although it is possible to take into account this heterogeneity 
(Gandon 2004), a much simpler alternative relies on the additional assumption that 
the within-host dynamics is very fast. In this situation, within-host competition 
leads instantaneously to the success of the resident or the invading strain. In this 
superinfection model it is no longer necessary to keep track of the dynamics of host 
infected by more than one strain (Day and Proulx 2004; Gandon et al. 2001; Levin 
and Pimentel 1981; Nowak and May 1994).



1116  Evolution of Virulence: Intuitions and Models

Formally, this leads to the following system 

	

( ) = + + − + +

 = + − + +



= + − + +

( ) ( ) ( )

( ) ( )

( ) ( )

r m r r m m

r
r r r m r m m m r

m
m m m r m r r r m

ds
s i i f n i i s

dt
di

i s i i i
dt
di

i s i i i
dt

j m b b

b s m a s b

b s m a s b
	

(6.8)

where s
r
 (s

m
) is the probability of superinfection: the probability that a mutant 

(resident) strain is replaced by a resident (mutant) strain. In the case where i
m
 is set 

to zero, superinfection does not occur and again Eq. (6.8) is identical to Eq. (6.1). 
Similarly, if = = 0r ms s  the dynamics of the mutant strain is described by Eq. (6.4). 
This model is represented in Fig. 6.6.

In this model a measure of the fitness of the mutant strain becomes 

	 α
+

=
+ +




ˆ( )

( , )
rm r m

m r
rm r r

s i
w

i

b s
a a

m s b 	
(6.9)

Superinfection affects this fitness in two different ways. First, it allows to get 
access to infected hosts (this is the 

rm is term in the numerator of Eq. (6.9). Second, 
it reduces the expected duration of an infection by a given strain as, on top of the risk of 
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Fig. 6.6  An epidemiological model with superinfection. This model is identical to that described 
by Fig.  5.1, except that, when two strains of pathogens are present in the population, hosts that are 
infected by one strain can be superinfected by the other. Here the two strains are denoted r (for resi-
dent) and m (for mutant). They each have a specific transmissibility (b

r
 and b

m
 respectively) and a 

specific virulence (a
r
 and a

m
 respectively). Hosts that are infected by the resident strain (i

r
) are 

super-infected by the mutant strain at a rate s
m
b

m
i
m
. Symmetrically, hosts that are infected by the 

mutant strain (i
m
) are super-infected by the resident strain at a rate s

r
b

r
i
r



112 J.-B. Ferdy and S. Gandon

host death, there is also the risk of being out-competed by another strain (this is the 


rr r is b term in the denominator of Eq. (6.9). To better understand the evolutionary 
consequences of superinfection, we shall now write the gradient of selection, that 
we introduced in the previous section. We obtain 

	
( )= + −ˆˆ( ) 1

d
s i

d

b
y a s

a 	
(6.10)

from where it is clear that the second effect of superinfection that we mentioned 
above, which should decrease the benefits associated to any gain in virulence, has 
in fact no impact on the selective process. It is also clear from Eq. (6.10) that 
superinfection is incorporated in the gradient under the form of an additional benefit 
in transmission given to any increase in virulence. Superinfection will therefore 
increase the ES virulence, as illustrated in Fig. 6.7.

As before, we shall now contrast the virulence that would maximize R
0
 to the 

predicted outcome of natural selection. R
0
 quantifies the transmission of a single 

strain of pathogen in the context of a population of fully susceptible hosts. In that 
context, of course, superinfection cannot occur. Contrary to the fitness of the mutant 
described by Eq. (6.9), R

0
 is therefore not affected by superinfection. It is therefore 

very clear that the evolutionary consequences of superinfection cannot be predicted 
from R

0
 and consequently that evolution will not maximize R

0
 (see Fig. 6.7).

6.4.2 � The Case of Vertical Transmission

Let us consider now a more complex case where pathogens are transmitted by a 
combination of horizontal transmission, as in the previous model, and vertical trans-
mission (see Fig. 6.8). We assume, in this model, that when infected individuals 
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Fig. 6.7  The log-transformed 
ES virulence of pathogens as 
a function of s, the 
probability of superinfection, 
and for several values of m. In 
these simulations, this 
probability has been assumed 
to be the same for the 
resident and the mutant strain 
( = =r ms s s ). In all 
cases, the virulence ES 
increases with s. The 
virulence that maximize R

0
 

corresponds to the ES 
virulence only when s = 0
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reproduce, a fraction d of their offspring is infected while the pathogen is not 
transmitted to the remaining fraction 1 − d. Vertical transmission is therefore imper-
fect in this model, unless d = 1.

The equations that describe the dynamics of this system can be written as 
follows: 

	

 = + − − −

 = + − +

( (1 ) ) ( )

( ) ( )

ds
s i f n si s

dt
di

if n si i
dt

d j b m

dj b m a
	

(6.11)

As above, we can express the condition that a pathogen must satisfy to survive in the 
population of host as R

0
 > 1, with this time 

	

∅ ∅= +
+ +0

ˆ ˆ( )s f s
R

b dj
m a m a 	

(6.12)

This equation is more complex than the previous expression of R
0
, but it can 

conveniently be understood as the sum of two transmission terms. The first term in 
Eq. (6.12) is indeed identical to Eq. (6.3) and thus quantifies horizontal transmis-
sion. The second term is the product of the number of infected offspring produced 
per unit of time and of the lifespan of an infected individual. It therefore quantifies 
vertical transmission.

We might now ask, as in the previous section, whether natural selection does 
maximize R

0
. As before, this requires that we consider the fate of a rare mutant 

pathogenic strain that just appeared in a population where hosts are infected by a 
resident strain. As before we consider that mutant pathogens have a virulence a

m
 

and a transmissibility b
m
, while resident pathogens are characterized by a

r
 and b

r
. 
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Fig. 6.8  An epidemiological model where pathogens are transmitted both horizontally, by contact 
between susceptible and infected hosts, and vertically, when infected individuals reproduce. This 
model is identical to that described in Fig.  6.1, except that a fraction d of the offspring produced by 
infected individuals is infected
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The condition that mutants must satisfy to invade in the resident population can be 
written as 

	

+
= +

+ +

ˆ ˆ( )
( , )

rm r r
m r

m m

s f s i
w

b dj
a a

m a m a 	
(6.13)

where ˆ and rrs i  are the equilibrium densities of susceptible and infected individuals 
in the resident population. As before, it is easily shown that w(a

r
, a

r
) = 1 so that the 

condition for invasion can be written as w(a
m
, a

r
) > w(a

r
, a

r
).

The fitness as defined in Eq. (6.13) resembles R
0
 as expressed in Eq. (6.12). But 

contrary to what we saw in Sect. 6.4, w(a
m
, a

r
) and w(a

r
, a

r
) cannot both be written 

as ∅0
ˆ ˆ/rR s s . As a result, selection will therefore not maximize R

0
, and in fact it is 

even unclear that some quantity will be maximized over the course of evolution. Still, 
from Eqs. 6.12 and 6.13, we can numerically compute both the optimal virulence, 
that maximizes R

0
, and the virulence toward which natural selection should bring the 

population of pathogens. Fig. 6.9 presents a comparison of this optimal virulence 
(aopt) and of the evolutionary stable (ES) virulence (a* ) that selection favors. From 
these two calculations, it is quite clear that in this model natural selection does 
not maximize transmission. In fact the ES virulence is much lower than the optimal 
virulence, and the difference increases with the efficiency of vertical transmission. 
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Fig. 6.9  The log transformed optimal (aopt) and evolutionary stable (a * ) virulence in a model with 
vertical transmission. The virulence aopt maximizes R

0
, as defined in Eq. (6.12). The virulence a ⋆  is 

the ES virulence, that is the virulence of a resident pathogen that cannot be out-competed by any 
mutant strain (see Eq. (6.13 and hereafter). The parameter d controls the efficiency of vertical 
transmission: infected parents always transmit their pathogen to their offspring when d = 1 and 
never do it when d = 0. As d increases both the optimal and the ES virulence decrease, while the 
discrepancy between these two quantities increases. Natural selection maximizes transmission 
only in the absence of vertical transmission (i.e., aopt = a *  when d = 0)
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The estimation of transmission that R
0
 provides is therefore appropriate to describe 

the epidemics but not to predict the evolution of the pathogen.
Another surprising outcome of the analysis of this model comes from the calcu-

lation of the gradient of selection. From Eq. (6.13) it can be shown that 

	
= −ˆ( ) 1

d
s

d

b
y a

a 	
(6.14)

which is strictly identical to the gradient of selection we derived for the simple 
model where pathogens are horizontally transmitted (see Eq. (6.7). Still, Fig. 6.9 
clearly shows that the ES virulence sharply decreases when the efficiency of 
vertical transmission increases. In fact the influence of vertical transmission on 
selection is, in this model, indirect. It comes through the negative relationship 
between vertical transmission and the equilibrium density of susceptible indi-
viduals: when d increases, pathogens are transmitted more efficiently and the 
number of susceptible individuals decreases. As a result the opportunities of 
horizontal transmission are reduced and selection favors lower values of virulence. 
This mechanism is similar to the effect of increased host death rate that we described 
in Sect. 6.3.

6.5 � Modeling Transient Evolution

In all the models discussed in Sects. 6.3 and 6.4, the fate of a mutant is considered 
in a population of resident pathogens that has reached its demographic equilibrium. 
We shall now discuss a situation where we look at the transient evolution of a para-
site population. In contrast with the above sections we will not assume the popula-
tion to be at an endemic equilibrium but rather to harbor a diversity of strains which 
are all competing for transmission. To do so we can use the classical formalism of 
population genetics which has recently been adapted to model the dynamics of the 
frequency of different pathogen strains, in conjunction with the dynamics of host 
population size (Day and Gandon 2006; Day and Proulx 2004). The approach begins 
by first extending the model to allow for k pathogen strains. One then changes vari-
ables to model the frequencies of the strains, along with the total number of suscep-
tible and infected individuals. Defining i

T
 as the total number of infected individuals, 

and = /j j Tq i i as the frequency of strain i, we obtain 
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with 

	
= − +( )j j jr sb m a 	 (6.16)

where r
j
 is a measure of the fitness of strain j, and the overbars denote an expectation 

over the distribution of pathogen strains. We have assumed here no mutation, no 
superinfection and no vertical transmission (but see Day and Gandon 2006; Day and 
Proulx 2004; Day et al. 2007).

In Eq. (6.15), the third differential equation describes the evolutionary dynamics 
while the two others describe the epidemiological dynamics. At this stage it is pos-
sible and often useful to derive a form of Price’s equation from Eq. (6.15) that tracks 
the mean value of any character of interest (Price 1970). For example, if we are 
interested in the mean level of virulence and transmission, we can differentiate a
and b with respect to time, using Eq. (6.15) (Day and Gandon 2006): 
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where G is the genetic (co)variance matrix, i.e., a matrix that comprises both 
the genetic variances present in the population of pathogens for a and b and the 
covariance between these traits. This covariance can be understood as a statistical 
description of the relationship between a and b, replacing the function represented 
in Fig. 6.2. The vector ( − 1, s) is the selection gradient and shall thus be com-
pared to Eq. (6.7). Eq. 6.17 is analogous to quantitative genetics models (Day and 
Proulx 2004; Lande 1976; Lande and Arnold 1983), but it does not rely on Gaussian 
distributions of strain phenotypes, nor on an assumption of small variance. The 
product of G with the selection gradient in Eq. (6.17) is an exact description of the 
effect of natural selection on the average level of virulence and transmission. Natural 
selection favors reduced virulence with a strength of − 1. On the other hand, natural 
selection favors an increased transmission rate with strength proportional to the 
density of susceptible hosts, s. Thus, for example, direct selection always drives 
virulence downward at a strength of − 1, mediated by the genetic variance in viru-
lence. At the same time, indirect selection pulls virulence upward with a strength 
proportional to the density of susceptible hosts, mediated by the genetic covariance 
between transmission and virulence (see Fig. 6.10). An analogous interpretation can 
be given to the evolutionary dynamics of transmission. In the short term, the G matrix 
and the selection gradient can be assumed constant, and Eq. (6.17) used to predict the 
direction and the speed of evolution. For longer periods of time, the epidemiological 
dynamics given in Eq. (6.15) allow to track changes in the selection gradient. In the 
longer term, changes in the G matrix are more difficult to track since they depend 
on the selection gradient, the mutation rate, and on the effect of mutations. Additional 
assumptions regarding the distribution of strain frequencies can be used to derive 
dynamical equations for these variance components (Day and Proulx 2004).
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6.6 � Conclusion

6.6.1 � The Different Reasons Why Evolution Cannot  
Be Predicted from R

0

The quantity R
0
 is a convenient measure of the epidemic potential of pathogens. It 

does describe adequately the initial spread of a pathogen in an otherwise uninfected 
population of hosts. It predicts the conditions under which a pathogen can form an 
epidemic. Still, we saw in this chapter that in many situations the R

0
 should not be 

used to predict how pathogens evolve.
The reason why the evolutionary consequences of superinfection cannot be pre-

dicted from the R
0
 is quite simple to understand: superinfection can occur only 

when several pathogenic strains co-occur in the same population of hosts. R
0
 is 

estimated in a context where a single strain is present. Quite logically, it does not 
incorporate the parameters that control the rate of superinfection and, thus, cannot 
be used to predict anything about how superinfection impact pathogens’ evolution.

In the case of vertical transmission, the parameters that describe the efficiency of 
vertical transmission are all present in the computation of R

0
. Still, R

0
 measures 

transmission in a context where most hosts are uninfected. Conversely, the fate of a 
mutant pathogen strain depends on its capacity to transmit in a context where some 

®

¯

¯̄

®̄

−1

s

Fig. 6.10  Describing the relation between b and a by a G matrix. The gray ellipse describes the 
joint distribution of a and b in a population of pathogen. In this figure, the orientation of the ellipse 
indicates that any mutation that increase b should also, on average, increase a. The ellipse is there-
fore a representation of the constraints that couple a and b, as was the function represented in 
Fig. 5.2. In mathematical terms, the shape of the ellipse can be described by a matrix with the vari-
ance in each trait on the diagonal and the covariance between the traits elsewhere. Selection favors 
both a reduction in a and an increase in b as indicated by the plain arrow. The evolution of the 
pathogen, indicated here by the double arrow, is determined by the combination of this selective 
pressure and of the constraints described by the G matrix
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hosts are infected by another pathogenic strains. For this reason, R
0
 fails to predict 

the reduction of ES virulence induced by vertical transmission.
Many other situations of this type could be listed here in which, again, pathogens’ 

transmission as measured by R
0
 cannot be taken as a fitness estimate. In fact the first 

model we present in this chapter should really be seen as an exception. As illus-
trated above, any deviation from the hypotheses of this model usually makes R

0
 

useless to predict pathogens’ evolution.

6.6.2 � When Natural Selection Maintains Polymorphism  
in Pathogens Populations

We just saw that natural selection does not necessarily maximize R
0
. In all the cases 

we detailed in Sect. 6.4, still, natural selection brings pathogens to an intermediate 
level of virulence that can be thought to maximize some sort of fitness, even though 
that fitness cannot be estimated directly from the R

0
.

In other situations, though, there is no single quantity that natural selection would 
maximize. This happens, in particular, when several pathogenic strains can coexist 
in the same population of hosts. In the model we studied in Sect. 6.4.2, for example, 
polymorphism can arise for certain types of relationship between a and b (Ferdy 
and Godelle 2005; Lipsitch et al. 1995, 1996). For example a S-shaped relationship, 
such as that predicted by Alizon and van Baalen (2008), is sufficient to allow the 
coexistence between vertically and horizontally transmitted pathogens. This illus-
trates the fact that details on the trade-off functions which are assumed in most 
models do matter (see Kamo et al. 2007, for another illustration of this particular 
point). Most past theoretical work has focused on the evolutionary trajectory of 
pathogens with arbitrary chosen relationships between pathogens life-history traits. 
Recent work has tried to predict those relationships from basic processes, such as 
within host pathogen dynamics (Alizon and van Baalen  2005,  2008;  Andre 
et al. 2003; Ganusov and Antia 2003). Yet experimental support for these relation-
ships is still lacking in many host-parasite systems (Alizon et al. 2008).

Assuming that pathogens can be vertically transmitted and that the relationship 
between a and b is S-shaped, it can be shown that pathogens with different viru-
lence can coexist in the same population of hosts. Fig. 6.11 represents a distribution 
of a obtained from a simulation of this situation. In these simulations two groups of 
pathogens coexist. Group a is composed of very virulent and contagious pathogens 
while group b is composed of pathogens of low virulence which transmission is 
mostly vertical. The distribution of virulence illustrated in Fig. 6.11 is not stable. 
It will change over evolutionary time. But the key point here is that in this situation 
the most frequent pathogens will always be the least virulent.

Imagine now that a biologist samples such a population of pathogens. Most 
probably he/she would miss the small minority of very virulent pathogens and find 
only the most frequent, avirulent, strains. As indicated in Fig. 6.11, these strains have 
a R

0
 which is below one. Our hypothetical biologist would then have great difficul-

ties understanding how such strains can survive in nature…In order to interpret 
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correctly these findings, it is necessary to recognize that R
0
 quantifies invasion 

potential in a very specific situation that often does not correspond to the natural 
condition in which these pathogens live and evolve.

This sort of situation could in fact be relatively common in nature, as the coexis-
tence between several pathogenic strains of the same species has been shown to be 
stable in several other scenarios. For example, polymorphism can be protected in 
the case of superinfection, if the most virulent pathogens are also those that have the 
greatest capacity to super-infect (i.e., if s increases with a, see Sect. 6.4.1). High 
transmission can then be guaranteed either by being very contagious to susceptible 
individuals or by being very efficient at contaminating hosts that are already infected 
(Nowak and May 1994). In this situation as in the case we detail above, strain with 
a R

0
 below one can be maintained in polymorphic populations of pathogens.

6.7 � Concluding Remarks

In this chapter we study the evolution of parasite virulence under different scenarios. 
We show that the basic reproductive ratio, R

0
, is a valid measure of pathogen 

fitness only under very restrictive conditions (e.g., no superinfection, no vertical 
transmission). Hence the intuitive, and widespread, reasoning based on the idea that 

R0 < 0.812

group b:

1.78 < R0 < 1.79
group a:

0.
07

68

0.
07

73

0.
07

78

0.
07

83

0.
07

88

0.
32

49

0.
32

44

0.
32

39

0.
32

34

0.
32

29

0.
32

25

0.
32

2

0.
32

15

0.
32

1

0.
32

05 ®
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7
pr

op
or

ti
on

Fig. 6.11  The distribution of a in a polymorphic population of pathogens. The population of patho-
gens is then composed of two groups which, because of the S-shaped relationship between b and a, 
coexist in the population of hosts. One group is composed of very contagious and virulent strains 
( group a) while the other is almost incapable to infest susceptible hosts and is transmitted mostly 
from parent to offspring ( group b). This second lineage is the most abundant. Surprisingly its R

0
 is 

below one. This means that if those pathogens where introduced alone in a population of susceptible 
hosts they would not form a viable population. Their vertical transmission would in fact be, in this 
situation, impeded by the competition for resource with susceptible hosts. When pathogens of the 
lineage a are present, they infect most susceptible hosts which reduces competition. Vertical trans-
mission is then efficient enough to ensure the survival of pathogens of the lineage b
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evolution increases R
0
 often yields wrong predictions. This reasoning stems from 

a confusion between epidemiological and evolutionary dynamics. The basic repro-
ductive ratio R

0
 is an epidemiological quantity. To analyze evolutionary dynamics 

and derive a measure of pathogen’s fitness it is best to go back to classical population 
genetics framework. We briefly present this alternative approach. This allows to 
rephrase the evolutionary dynamics in the classical quantitative framework where 
the evolution of the pathogen depends on the gradient of selection and the G matrix 
(i.e., genetic variance covariance matrix) of pathogens traits. In principle, the 
gradient of selection could be derived from a careful description of the life cycle 
of the pathogen. To make short term predictions of the evolutionary dynamics of 
pathogens we would only need to quantify G.

In the past few years, molecular biologists have studied the details of molecular 
interactions between pathogens and their hosts. Their complex descriptions of regu-
latory networks is a way to understand the proximal mechanisms that determine 
virulence, transmission and recovery in pathogens. They can also help to understand 
why and how these traits covary. This is precisely this covariation that the matrix G 
tries to describe and quantify. We would like to advocate here that these models 
will gain considerable predictive power when we will be able to combine these two 
approaches. Theoretician indeed still lack data to refine their description on the 
constraints that relate virulence, transmission and recovery. We recognize that 
quantifying the amount of genetic variation (and covariation) in natural populations 
of pathogens is a daunting task. But quantifying G is probably feasible in controlled 
evolution experiment studies, using model systems which molecular biology is 
already well understood.

References

Alizon S, van Baalen M (2005) Emergence of a convex trade-off between transmission and 
virulence. Am Nat 165:e155–e167

Alizon S, van Baalen M (2008) Transmission-virulence trade-offs in vector-borne diseases. Theor 
Popul Biol 74:6–15

Alizon S, Hurford A, Mideo N, van Baalen M (2008) Virulence evolution and the trade-off hypothesis: 
history, current state of affairs and future. J Evol Biol 22:245–259

Andre JB, Ferdy JB, Godelle B (2003) Within-host parasite dynamics, emerging trade-off, and 
evolution of virulence with immune system. Evol 57:1489–1497

Day T, Gandon S (2006) Insights from price’s equation into evolutionary epidemiology. In: Feng 
Z, Dieckmann U, Levin S (eds) Disease evolution: models, concepts, and data analyses. 
American Mathematical Society, Providence, pp 23–44

Day T, Gandon S (2007) Applying population-genetic models in theoretical evolutionary epidemi-
ology. Ecology Letters 10:876–888

Day T, Proulx S (2004) A general theory for the evolutionary dynamics of virulence. Am Nat 
163:E40–E63

Day T, Graham A, Read A (2007) Evolution of parasite virulence when host responses cause dis-
ease. Proc R Soc B-Biol Sci 274:2685–2692

de Roode J, Culleton R, Cheesman Sa (2004) Host heterogeneity is a determinant of competitive 
exclusion or coexistence in genetically diverse malaria infections. Proc R Soc Lond Ser B-Biol 
Sci 271:1073–1080



1216  Evolution of Virulence: Intuitions and Models

Dieckmann U, Metz J, Sabelis M, Sigmund K (eds) (2002) Adaptive dynamics of infectious 
diseases: in pursuit of virulence management. Cambridge studies in adaptive dynamics. 
Cambridge University Press, Cambridge, MA

Feng Z, Dieckmann U, Levin S (eds) (2006) Disease evolution: models, concepts, and data analy-
ses. American Mathematical Society, Providence

Ferdy JB, Godelle B (2005) Diversification of transmission modes and the evolution of mutualism. 
Am Nat 166:613–627

Frank SA (1996) Models of parasite virulence. Q Rev Biol 71:37–78
Gandon S (2004) Evolution of multihost parasites. Evol 58:455–469
Gandon S, Jansen VAA, van Baalen M (2001) Host life-history an the evolution of parasite viru-

lence. Evol 55:1056–1062
Ganusov V, Antia R (2003) Trade-offs and the evolution of virulence of microparasites: do details 

matter? Theor Popul Biol 64:211–220
Kamo M, Sasaki A, Boots M (2007) The role of trade-off shapes in the evolution of parasites in 

spatial host populations: an approximate analytical approach. J Theor Biol 244:588–596
Lande R (1976) Natural-selection and random genetic drift in phenotypic evolution. Evol 

30:314–334
Lande R, Arnold S (1983) The measurement of selection on correlated characters. Evol 

37:1210–1226
Levin SA, Pimentel D (1981) Selection of intermediates rates of increase in parasite-host systems. 

Am Nat 117:308–315
Lipsitch M, Nowak M, Ebert D, May R (1995) The population-dynamics of vertically and horizon-

tally transmitted parasites. Proc R Soc Lond Ser B-Biol Sci 260:321–327
Lipsitch M, Siller S, Nowak MA (1996) The evolution of virulence in pathogens with vertical and 

horizontal transmission. Evol 50:1729–1741
Nowak M, May R (1994) Superinfection and the evolution of parasite virulence. Proc R Soc Lond 

Ser B: Biol Sci 255:81–89
Price G (1970) Selection and covariance. Nature 277:520–521
Roff D (1992) The evolution of life histories: theory and analysis. Chapman and Hall, New York
Stearns S (1992) The evolution of life histories. Oxford University Press, Oxford
van Baalen M, Sabelis M (1995) The dynamics of multiple infection and the evolution of viru-

lence. Am Nat 146:881–910



Part IV
Case Studies



125S. Morand et al. (eds.), New Frontiers of Molecular Epidemiology of Infectious Diseases, 
DOI 10.1007/978-94-007-2114-2_7, © Springer Science+Business Media B.V. 2012

Abstract  Tuberculosis remains a major public health problem. The pathology 
caused by a bacteria belonging to the Mycobacterium tuberculosis complex is 
responsible of more than nine million new cases and of nearly two million deaths 
per year. The development of molecular biology since early 1990s and recent 
advances according to genomics offer new opportunities to understand the epide-
miological dissemination of strains from patient scale to the world scale. Molecular 
methods were initially developed to confirm genetic link between M. tuberculosis 
strains isolated in similar epidemiological circumstances such as intra familial 
transmission, nosocomial transmission, distinction between exogenous re-infection 
or relapse and to explore suspected transmission chain. Methods were first based on 
analysis of polymorphism of an insertion sequence IS6110 by southern blotting, 
which evolved to be the gold standard for genotyping. PCR-based methods were 
developed mainly with IS6110 as target. A method based on the analysis of the 
Direct Repeat (DR) region, further named spoligotyping, allows identification and 
typing of M. tuberculosis complex isolates at the same time. In years 2000, explora-
tion of Variable Number of Tandem Repeat (VNTR), called MIRU for Mycobacterial 
Interspersed Repeat Unit, was developed. This method consists in amplifying poly-
morphic repetitive sequences scattered throughout M. tuberculosis chromosome by 
PCR, in order to obtain a digit corresponding to the repetitions present at each locus. 
For phylogenetic purposes, all these molecular methods based on mobile genetic 
elements, especially insertion sequences, or repetitive DNA sequences showed 
limits and were supplanted by Single Nucleotide Polymorphisms (SNP), Large 
Sequence Polymorphism (LSP) also called Regions of Differences (RD).
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7.1 � Introduction

Tuberculosis is a scourge shared by humankind since at least thirty-five thousand 
years (Gutierrez et al. 2005; Daniel 2006). This pathology exploded especially in 
Europe in nineteenth–twentieth centuries and a quarter of Europeans died from 
tuberculosis at this period (Daniel 2006). With the improvement of hygiene, preven-
tion by BCG and anti-tuberculosis therapies in sixties, it was guessed than this dis-
ease would disappear by 2000. This objective was not reached due to global poverty 
and apparition of HIV/AIDS pandemic.

Actually, tuberculosis is still a major cause of illness and death worldwide, espe-
cially in Asia and Africa. Globally, 9.2 million new cases and 1.7 million deaths 
from tuberculosis occurred in 2006, of which 0.7 million cases and 0.2 million 
deaths concerned HIV-positive people. Population growth has boosted these 
numbers compared with those previously reported by the World Health Organization 
(WHO report 2009). India, China, Indonesia, South Africa and Nigeria rank in top 
countries in terms of absolute numbers of cases. The African region has the highest 
incidence rate (363 per 100,000 population, Fig. 7.1). There was an estimation of 
14.4 million prevalent cases of tuberculosis in 2006, with 0.5 million cases of 
multidrug-resistant (MDR) tuberculosis, 1.5 million deaths from tuberculosis in 
HIV-negative people and 0.2 million among people infected with HIV. Africa, 
South-East Asia and Western Pacific regions accounted for 83% of total notification 
cases. Several new public health problems emerged, such as VIH (especially in 
Africa) with 80% people co-infected tuberculosis-VIH in some countries, and the 
extension of MDR (multidrug resistant) and XDR (ultra-drug resistant). 440,000 
cases of MDR tuberculosis were estimated, which corresponds to 3.6% of tubercu-
losis cases. Almost 50% of these MDR cases occurred in China and India. Moreover 
MDR-tuberculosis caused 150,000 deaths in 2008. Among MDR tuberculosis, 5.4% 
were considered XDR tuberculosis.

Mycobacterium tuberculosis is the main representative member of the 
Mycobacterium tuberculosis complex (MTBC). MTBC includes M. tuberculosis, 
M. africanum which are pathogens restricted to humans and Mycobacterium bovis 
has a wide host spectrum including humans. Mycobacterium canettii is also pathogen 
for human but is exceptionally isolated, Mycobacterium microti is known as infecting 
rodents. MTBC members are characterized by 99.9% similarity at the nucleotide 
level and identical for their 16S rRNA sequences (Boddinghaus et  al. 1990; 
Sreevatsan et al. 1997) but they differ widely in terms of their host tropisms, pheno-
types, and pathogenicity.

In recent years, with the increasing knowledge on M. tuberculosis genome, 
molecular methods were developed for different objectives: molecular typing 
using genetic markers to explore chain of transmission, to distinguish recent 
exogenous from reactivation of latent tuberculosis, to study MDR outbreaks, to 
identify species among MTBC, to conduct phylogenetic studies. The choice of 
markers is then essential given the limitations of certain methods and their acces-
sibility and applicability.
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7.2 � Genetic Markers and Molecular Methods  
in the Field of Tuberculosis

7.2.1 � IS6110 and Restriction Length Fragment  
Polymorphism (RFLP)

Among the genetic markers used, insertion sequence (IS) and specifically IS6110 
was the first marker used in a typing objective (Thierry et al. 1990a; Thierry et al. 
1990b; Coros et al. 2008). IS6110 is member of the family IS3. Four to 20 copies 
of this 1,361 bp element have been found scattered throughout the genome of M. 
tuberculosis, while strains of M. bovis contain only few copies of IS6110 (Cousins 
et al. 1998). With the data obtained from the sequencing of M. tuberculosis H37Rv, 
most of the IS6110 copies were found in intergenic or non-coding region, near 
tRNA genes. The distribution of IS6110 is not homogeneous on the chromosome 
(Cole et al. 1998). Initial studies confirmed that, even if IS6110 is a transposable 
element, transposition frequency is low and no polymorphism was detected in 
experimental infection of guinea pigs with M. tuberculosis strains over a period of 
3 months. The stability is probably maintained for many years. The number of 
copies of IS6110 is variable for an isolate to another with variable localisation  
on the chromosome. Due to this second polymorphism level, the distribution  
of IS6110 in M. tuberculosis strains isolated from different patients can reveal 

Fig. 7.1  Estimated tuberculosis incidence rates, 2008 (WHO report 2009)
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different genomic arrangements of the sequences, whereas strains isolated from 
patients of the same tuberculosis outbreak may show identical distribution pat-
terns (van Embden et al. 1993).

The method for the analysis of the IS6110 was named IS6110 Restriction 
Fragment Length Polymorphism (IS6110-RFLP) and became the reference method 
for typing M. tuberculosis. IS6110-RFLP profiling is performed by an internationally 
standardized method with restriction endonuclease PvuII, which has only one 
restriction site in IS6110 (van Embden et  al. 1993). Fragments are separated by 
agarose gel electrophoresis. After a transfer on membrane, IS6110 used as a probe 
can hybridize with the restriction fragment length containing the IS. Hybridizing 
bands are visualized by enhanced chemiluminescence (Fig.  7.2). This manual 
method requires few milligrams of DNA and thus it is practicable only after abundant 
culture, and also time consuming as it needs 5 days from extraction to revelation. 
Patterns are stable for a same isolate because of low transposition range of IS6110, 
as the transposition rate is linked to the exposure to a microaerobic environment 
(de Boer et al. 2002; Ghanekar et al. 1999). This may explain some minor differ-
ences observed between strains of a same patient with a relapse of tuberculosis or 
in secondary cases of the same chain of transmission. This method is not powerful 
for isolates with low number of IS6110 copies.

Fig. 7.2  Patterns of M. tuberculosis isolates based on the IS6110-RFLP method described by van 
Embden et al. 1993. Tracks 1, 8, 18 correspond to M. tuberculosis 14323. Others tracks correspond 
to various isolates
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A great number of targets that presented polymorphisms were also proposed as 
typing method by RFLP for tuberculosis. Nevertheless these techniques have proved 
less success. Targets are IS1081 (van Soolingen et  al. 1992), gene mtp40 (Del 
Portillo et al. 1991), mpb64 (Li et al. 1993), katG (Zhang et al. 1992; van Soolingen 
et al. 1995) and 16S rRNA(van Soolingen et al. 1995).

7.2.2 � IS6110 and Polymerase Chain Reaction Methods

To associate performance of IS6110 detection and to overcome the disadvantages 
of the IS6110-RFLP method, some methods using PCR targeting IS6110 were 
developed.

The Mixed-Linker PCR (ML-PCR) is based on the amplification of restriction 
length fragment containing IS6110 (Haas et al. 1993). Bacterial DNA is initially 
restricted by HhaI and restriction fragment are ligated with a peculiar linker at each 
extremity. This linker is composed of a double-strand oligonucleotide, with one 
strand containing uracile instead of thymidine. The uracile strand is then eliminated 
under the action of uracile-N-Glycosylase. The next step consists of a PCR with one 
primer targeting IS6110 and one primer targeting the linker. After 30 amplification 
cycles, a hemi-nested PCR is performed using a complementary primer of the 
IS6110 introduced in the first PCR and a second specific primer IS6110. Amplification 
patterns are compared after gel electrophoresis. This method, expensive and time 
consuming, possesses a discriminatory power similar to IS6110-RFLP.

Another method, also based on a ligation step was developed, and quite easy to 
perform. In the ligation-mediated PCR method (LM-PCR), DNA is restricted with 
SalI, a double-strand asymmetrical linker is ligated to the cohesive extremities for 
restriction sites. Then a PCR is performed with a primer targeting the linker and the 
other one targeting IS6110, allowing the amplification of the flanking region of 
IS6110 (Prod’hom et al. 1997). Patterns are then compared after gel electrophoresis 
(Fig.  7.3). Nevertheless, these methods do not replace the IS6110-RFLP gold 
standard method (Kremer et al. 1999).

7.2.3 � Direct Repeat Region – CRISPR and Spoligotyping

Another method less DNA consuming than IS6110-RFLP was developed targeting 
a direct repeat (DR) locus (Kamerbeek et al. 1997). This method is able to detect 
M. tuberculosis in clinical specimens or from culture, and allow the differentiation 
of M. bovis from M. tuberculosis and even some sub-clades within M. tuberculosis. 
The DR locus contains multiple, well-conserved 36 bp DRs interspersed with non-
repetitive spacer sequences of variable sizes, from 35 to 41  bp. Isolates vary in 
number of DRs and in the presence or absence of specific spacers (Fig. 7.4a). The 
chromosome of M. tuberculosis H37Rv contains 48 conserved DRs. By comparison, 
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M. bovis BCG contains 41 DRs. The DR locus is present only in bacteria belonging 
to MTBC. Extensive analysis of DR locus allows identification of 43 intergenic 
sequences. The method is facilitated by the commercialisation of membranes 
containing the 43 oligonucleotides sequences of the spacers. The method is referred 
to as spacer oligotyping or “spoligotyping”, because it is based on isolate-dependent 
hybridisation patterns of amplified DNA with spacer oligonucleotides. Moreover, 
spoligotyping is more efficient for M. tuberculosis isolates with low IS6110 copies. 
By example among 19 M. tuberculosis isolates with only one IS6110 copy, ten 
spoligotypes were detected. Nevertheless, IS6110-RFLP is able to better discrimi-
nate isolates containing more than five IS6110 copies (Kamerbeek et al. 1997; Diaz 
et al. 1998).

Thus, DNA is extracted from clinical samples or from a MTBC positive culture, 
and amplified with a couple of primer including one’s biotinylated. These primers 
target any DRs in the DR region and the amplified DNA is composed of a mixture of 
a large number of different-size fragments including the interspersed spacers. The 
biotinylated amplified DNAs are then hybridised directly on the membrane and are 
covalently bound to oligonucleotides when the spacers were present in the isolate 
DNA. The spacers are ordered in the membrane in the same was as there are ordered 
in the genome. The presence of a spacer in the M. tuberculosis DNA tested was high-
lighted when the signal is dark (Fig. 7.4b). The spacer is considered absent in case of 
absence of hybridisation. The detection is easy, with a binary code, presence 
or absence for each of the 43 spacers (Kamerbeek et al. 1997). Thus, isolates from 

Fig. 7.3  Example of result obtained by LM-PCR. L: DNA ladder (100 bp). Tracks 3 and 8 correspond 
to related isolates in a case of health worker contamination. Tracks 5, 6 and 7 correspond to laboratory 
contamination. The sample source of the contamination presented a positive direct examination 
over 100 FAB/microscopic field. The corresponding strain pattern is on track 4
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Fig. 7.4  (a) A-Schematic illustrating the principles of the CRISPR- and VNTR-based genotyping 
in MTBC. These genotyping methods are known as ‘spoligotyping’ and ‘MIRU-VNTR-typing’, 
respectively. Spoligotyping is based on the detection of 43 unique spacers located between direct 
repeats at a specific locus of the MTBC genome known as the direct repeat (DR) locus. Spoligotyping 
patterns are commonly represented by black and white squares indicating presence or absence of 
particular spacers, respectively. The deletion of some of these 43 spacers allows to differentiate 
between strains. MIRU-VNTR analysis relies on the identification of different number of repeats 
at several loci scattered around the bacterial genome (marked by (A), (B), (C), and (D) in the fig-
ure). The number of repeats at each locus is combined to generate a unique numerical code used to 
establish phylogenetic and epidemiological links between strains (from Comas et  al. 2009).  
(b) Example of spoligotype patterns
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epidemiologically-related cases share same hybridisation patterns. An international 
spoligotyping database (SpolDB4) has been recently made accessible via internet, which 
facilitates molecular epidemiological studies at a global scale (Brudey et al. 2006).

The Direct Repeat locus of the MTBC is a member of the CRISPR (Clustered 
regularly interspaced short palindromic repeats) sequences family recently described 
(Brudey et al. 2006; Pourcel et al. 2005). Spoligotyping is a widely used PCR-based 
reverse-hybridization blotting technique that assays the genetic diversity of this 
locus and useful for clinical laboratory, molecular epidemiology, evolutionary and 
population genetics. Recently a new format of this method has been proposed as a 
test that uses microbeads-based techniques with new spacers to increase the dis-
criminative power of the method (Zhang et al. 2010).

7.2.4 � Short Repetitive DNA Sequence and Polymorphic  
GC-Rich Sequence

Short repetitive DNA sequences associated with genetic diversity were also used as 
typing methods. Repeat of a triplet GTG was detected by southern blotting after 
HinfI digestion (Wiid et al. 1994). Polymorphic GC-rich repeat sequence (PGRS) 
also called Pro-Glu (Prolin-Glutamic acid or PE) repeat sequence is the target of 
southern-blotting methods after AluI digestion (Ross et al. 1992). In M. tuberculo-
sis, PGRS appears to be present in at least 30 copies varying in number and distribu-
tion from strain to strain.

Double Repetitive Element amplification (DRE-PCR) targets PGRS and IS6110 
(Friedman et al. 1995). This technique is based on the fact that the distance between 
the copy numbers of IS6110 and PGRS may vary from strain to strain. These varia-
tions allow different sizes and numbers of DNA fragments to be amplified.

7.2.5 � Analysis of Tandem Repeats, VNTR-MIRU Method

Major Polymorphic Tandem Repeat (MPTR), present at multiple chromosomal loci, 
was used initially to compare isolates (Hermans et al. 1992). Eleven loci of tandem 
repeats were then explored by Frothingham et al. (Frothingham et al. 1998). Among 
them, six Exact Tandem Repeats (ETR), ETR-A to ETR-F and one among five 
MPTR (MPTR-A) present a sufficient polymorphism. All together, these markers 
were able to distinguish 22 of 25 strains of M. tuberculosis and five on 23 M. bovis 
BCG tested. Each ETR locus had multiple alleles in the panel. Polymorphism 
corresponds to insertions or deletions of tandem repeats. Allele profiles were repro-
ducible and stable, as demonstrated by analyses of multiple isolates of particular 
reference strains (Frothingham et  al. 1998). Supply et  al. described 41 Variable 
Number of Tandem Repeat (VNTR) called MIRU (Mycobacterial Interspersed 
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Repeat Unit) (Supply et al. 1997; Supply et al. 2000; Mazars et al. 2001). These 
MIRU corresponding to minisatellite-like structures are composed of 40–100 bp 
repetitive sequences that are scattered throughout the chromosome of M. tuberculosis 
H37Rv strain (Fig. 7.5). Two of the 41 loci, VNTR0580 and VNTR 3192 corre-
spond to ETR-D and ETR-E respectively. Among them, 12 loci contain variable 
copy numbers of 51-to-77 bp MIRUs that were selected for genotyping (Supply 
et al. 1997; Supply et al. 2000; Mazars et al. 2001). Globally, the method combining 
ETR, MPTR and VNTR is called MIRU-VNTR. Each locus is amplified by PCR 
(Fig. 7.6). Results are reported in a 12-digit format corresponding to the number of 
repeats at each chromosomal locus. This data format allows inter- and intra-laboratory 
comparisons. Nevertheless, various nomenclature from different laboratories create 
some confusion as some TR are identical but with different names (Le Flèche et al. 
2002; Smittipat et al. 2005; Supply et al. 2006).

The number of allele for each VNTR loci may vary from 1 or 2 (MIRU 2 or 
VNTR0154) up to 32, for VNTR 3820 (Smittipat et al. 2005; Supply et al. 2006; 
Sun et al. 2004). Among all MIRU-VNTR described, many scheme were proposed 
for genetic comparison of isolates (Supply et al. 2006). The polymorphism of each 
locus may vary within different isolates due to the geographical origin, or in peculiar 
population. Nevertheless, to be comparable, a 15-locus system was proposed for epi-
demiological study. This number of markers was considered enough discriminative 

Fig. 7.5  Position of the 24 loci set proposed as standardisation for MIRU-VNTR typing (Supply 
et al. 2006). The 15 MIRU-VNTR loci proposed for epidemiological discrimination are in red and 
of the nine supplementary MIRU-VNTR loci for a higher resolution are in blue. They are named 
by their position on H37Rv chromosome are synonymous names are in brackets (Modified from 
Supply et al. 2000)
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for routine investigations, but a 24-locus system was considered as a high-resolution 
tool for phylogenetic studies (Supply et al. 2006).

MIRU-VNTR is easy to perform and accessible method for genetic studies 
(Martin et al. 2007). The initial method can be performed on automated sequencer 
with a peculiar tool to identify the PCR product size when fluorescent dye primers 
are used. Moreover, using automated sequencer, three or four VNTR can be explored 
simultaneously (Supply et al. 2001).

7.2.6 � Single Nucleotide Polymorphisms, the SNP Method

Genetic polymorphism can be detected also at the nucleotide level. Single nucle-
otide polymorphisms (SNP) are decomposed in non synonymous (nsSNP) and in 
synonymous SNPs (sSNP). nsSNP indicate amino acid changes and are implicated 
by example, in resistance to anti-tuberculosis drugs (Gutacker et al. 2006). These 
sSNP are able to divide mycobacterial populations in genetic groups. Moreover, 
sSNP are theoretically evolutionarily neutral and then can be used for population-
genetics and for examination of phylogenetic relationships among bacterial isolates. 
Combination of sSNP, nsSNP and intergenic SNP was shown to be representative of 
phylogenetic lineages over the world (Gutacker et al. 2006).

Phylogenetic studies undergone with this method seem to be robust (Comas et al. 
2009). Among 212 SNPs tested, Filliol et al. (2006) identified six SNP markers that 
were sufficient to classify a global M. tuberculosis collection into seven phyloge-
netically distinct “SNP cluster groups” (SCGs). Using some others SNPs enabled to 
subdivide the SCGs into subgroups (SC subgroups) giving then a more discriminative 
method for phylogenetic analysis (Alland et al. 2007).

Recently, an approach combining two multiplex allele-specific minisequencing 
assays was proposed and permits detection of eight species- and eight lineage-specific 

Fig. 7.6  Example of patterns obtained for MIRU 26. L: DNA Ladder (100 pb). Tracks 1–5: clinical 
isolates, track 6: M. tuberculosis H37Rv, track 7: negative control
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single nucleotide polymorphisms (SNP) (Bouakaze et al. 2010). This method uses 
a commercial kit SNaPshot™ Multiplex Kit (Applied Biosystems) followed by an 
eight-plex minisequencing reaction and finally analysis of extension products by 
capillary electrophoresis. Distinction between principal genetic groups defined by 
SNPs was then obtained for 56 MTBC strains (Bouakaze et al. 2010).

7.2.7 � Large Sequence Polymorphisms or Regions of Difference, 
Comparative Genomic and DNA Microarrays

Comparative genomics studies, available since the first publication of a complete 
genome of M. tuberculosis H37Rv strain (Coros et al. 2008), revealed that large 
genomic insertions or deletions are important sources of genome plasticity in MTBC 
(Fleischmann et al. 2002; Brosch et al. 2002). These genomic modifications are also 
known as large sequence polymorphisms (LSPs) or regions of difference (RD) 
(Brosch et al. 2002; Tsolaki et al. 2004). More than 60 different LSPs were found in 
clinical isolates in comparison with M. tuberculosis H37Rv representing around 4% 
of the genome (Tsolaki et al. 2004). Deletions are not randomly distributed. Some 
LSPs are associated with genes encoding members of the proline-glutamic acid or 
proline-proline-glutamic acid protein families and represent polymorphism that 
occurs under selective pressure while others may reflect phylogeny (Alland et al. 
2007). RD were also used for identification of species within MTBC (Brosch et al. 
2002; Huard et al. 2006; Pinsky and Banaei 2008). DNA microarrays were used to 
analyze these LSPs and to improve evolutionary knowledge of M. tuberculosis 
(Comas et al. 2009; Tsolaki et al. 2004; Hirsh et al. 2004; Gagneux et al. 2006).

7.3 � Applications of Molecular Typing for Tuberculosis

Applications of molecular typing techniques are various from inter-human trans-
mission with several objectives (MDR transmission, intra-familial transmission, 
re-infection/relapse, nosocomial transmission) to evolution of M. tuberculosis 
strains at global scale, including laboratory contamination and patho-physiology 
among others. The main applications of these methods are discussed below.

7.3.1 � Inter-Human Transmission

Initial genetic studies were performed to confirm outbreaks, to identify index 
cases in outbreak, to trace chain of transmission in specific groups (like prisoners), 
and to identify unsuspected transmission. Studies have explored epidemiology 
within a town or at the level of a country (Diaz et al. 1998; Small et al. 1994; 
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Lopez-Calleja et al. 2009). IS6110-RFLP, Spoligotyping and MIRU-VNTR were 
the predominantly methods used for this purpose. Molecular methods also showed 
that evolution of M. tuberculosis in vivo is characterized by periods of relative 
genomic stability followed by bursts of mutation (Schurch et al. 2010). Molecular 
epidemiology improved knowledge on the dissemination of the bacteria. For 
example, in Germany, Barniol et al. (2009) demonstrated that few exchanges of 
strains between foreign-born cases in comparison to exchanges within local popu-
lations (Barniol et al. 2009).

7.3.2 � Multi-Drug Resistant Transmission

Many studies have focused on the transmission of MDR strains. In 1993, a major 
outbreak was observed in New York and 60% of the cases were linked to MDR 
strains (Valway et al. 1994; Frieden et  al. 1996). Cases diagnosed accounted for 
nearly one fourth of the cases of multidrug-resistant tuberculosis in the United 
States over a 3 years period. Most patients had nosocomial-acquired disease, and 
were also infected by HIV (86%), with an important mortality rate (83%). IS6110-
RFLP typing method used to characterized this peculiar strain (“strain W”) and 
some variants allowed the follow-up of the dissemination of the strain widely in the 
community over years (Munsiff et al. 2003) across the United States (Agerton et al. 
1999) and was also isolated in Europe (Bifani et al. 1996; Schwoebel et al. 1998). 
Variants observed on molecular patterns presented additional drug resistance 
probably linked to nsSNP as demonstrated by other studies (Bifani et al. 2008; Post 
et al. 2004). Moreover, new insights concerning local phenomenon in lung lesions 
lead to the emergence of heterogeneous population of bacilli with different 
drug-susceptibilities (Post et al. 2004; Kaplan et al. 2003).

A well-known worldwide cluster associated with anti-tuberculosis drug resis-
tance is the Beijing genotype, which can be identified routinely by spoligotyping. 
This peculiar genotype, genetically linked with the “strain W”, is mainly responsible 
of MDR and XDR strains over the world. For example, in a recent study in Taiwan, 
44.4% of the XDR M. tuberculosis isolates and 56.7% of the MDR isolates belonged 
to the Beijing genotypes’ family (Lai et al. 2010).

7.3.3 � Exogenous Re-infection and Relapse

It was admitted that initial tuberculosis protects against re-infection. Molecular 
methods were able to demonstrate that re-infection exists and that the relative 
importance of re-infection is likely depending on the epidemiological context. In 
geographical areas with a low incidence of tuberculosis, recurrent tuberculosis is 
generally due to reactivation of the disease. An increased risk for re-infection was 
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observed in immigrant patients compared to inhabitants in low tuberculosis 
incidence areas (Mathema et al. 2006; Warren et al. 2004).

A molecular epidemiology study performed in Italy, based on more than 2,100 
patients with tuberculosis, identified that 32 patients (1.5%) had two distinct epi-
sodes of tuberculosis (with a cure as outcome of the first episode and 6 months 
between the two episodes) (Bandera et al. 2001). In five patients (16%), the DNA 
fingerprinting patterns of M. tuberculosis strains responsible of the second episode 
did not match those corresponding to isolates of the first episode, indicating exog-
enous re-infection (Bandera et al. 2001). Episodes of re-infection in areas with low 
incidences of tuberculosis are, however, rare compared to those in high-incidence 
geographical regions. It was also admitted that tuberculosis may result from a single 
infection with a single M. tuberculosis strain. A study suggested that multiple infec-
tions are frequent in high-incidence regions, implying high re-infection rates and 
lack of efficient protective immunity conferred by initial infection (Warren et al. 2004). 
In populations that have emigrated from high-risk areas, re-infection may represent 
a considerable contributor to the rate of recurrent tuberculosis. Moreover, drug 
susceptible and drug-resistant strains may also coexist (Warren et al. 2004).

Relapse is not an anecdotal aspect of tuberculosis. Between 1% and 11% of 
cases have a second recurrent episode (Martin et  al. 2007). Relapse could be 
associated with non observance of therapy, immune-suppressive therapy or infec-
tion in the elderly (Hocking and Choi 1997; Mathema et al. 2006; Comas and 
Gagneux 2009).

Identification of recurrences caused by exogenous re-infection could influence 
therapeutic and epidemiological decisions because susceptibility could be different 
and the patient should be considered as a new case. When a case is assumed to  
be a relapse, rapid information on exogenous re-infection by a strain spreading 
into the community could indicate new recent transmission routes and ongoing 
transmission events. Moreover, higher risk of relapse rather than re-infection may 
be observed in HIV-positive subjects and in patients infected with multidrug-
resistant tuberculosis.

M. tuberculosis isolates exhibiting identical DNA fingerprinting patterns can 
harbor substantial genomic diversity. Because this variability may not be captured 
by traditional genotyping methods of MTBC, some important aspects of the trans-
mission dynamics could be missed or misinterpreted (Niemann et al. 2009).

7.3.4 � Nosocomial Transmission

During the New York’s outbreak of 1990–1993, the great majority of cases were 
acquired at hospital (Valway et al. 1994; Frieden et al. 1996). Dissemination of the 
“W strain” in other states was associated with the use of bronchoscope (Agerton 
et al. 1999). In France, M. tuberculosis cross-contamination due to the use of bron-
choscope was also confirmed by molecular technique (Carricajo et al. 1999).
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The risk of transmission of M. tuberculosis from patients to health-care workers 
is a neglected problem in many countries of low- and middle incomes especially 
when the clinical form is not typical (Joshi et  al. 2006; Menzies et  al. 2007).  
A higher risk of acquiring TB disease was associated with certain work locations 
(inpatient TB facility, laboratory, internal medicine, and emergency facilities) and 
occupational categories (radiology technicians, patient attendants, nurses, ward 
attendants, paramedics, and clinical officers) (Joshi et al. 2006).

In high-income countries, risk can be higher for health-care workers if the infec-
tion control measures are ineffective (Menzies et al. 2007).

7.3.5 � Laboratory Contamination

The false diagnosis of tuberculosis due to laboratory cross-contamination is a well-
known event, which has been reported to occur in 0.1–3% of cases (de Boer et al. 
2002; Ruddy et al. 2002; Small et al. 1993). Laboratory contamination is suspected 
(i) when only one sample of a patient is culture positive with a small number of 
colonies, (ii) when M. tuberculosis is cultivated from a sample processed together 
with a smear-positive specimen, and (iii) when clinician considered an alternative 
diagnosis as more probable. Suspicion of false positivity is increased when these 
conditions are associated (Martinez et  al. 2006). Microbiologists should rule out 
with clinicians the epidemiological links between suspected cases. The final confir-
mation of false positivity requires the application of molecular tools to prove that 
MTBC isolates from co-processed specimens share identical genotypic patterns 
(Martin et  al. 2008). MIRU-VNTR appears to be more adequate than RFLP for 
analyzing cross-contamination alerts. It is faster than RFLP and the correlation with 
RFLP diagnosis is high. A permanent suspicious attitude from clinical bacteriologist 
and an access to fast resolution of cross-contamination alerts could enable more 
rapid management of suspected false positive cases (Mathema et al. 2006).

7.3.6 � Phylogeny of M. tuberculosis at Global Scale

As mentioned above, molecular tools and appropriate uses of new markers allow the 
determination of the emergence of peculiar clones over the world.

Although strain W was characterized in New York City using IS6110-RFLP 
(Agerton et al. 1999), a similar group of predominant isolates was identified with 
the same molecular characteristics in China. IS6110-RFLP showed that 86% of the 
isolates belonged to a genetically closely-related group (van Soolingen et al. 1995; 
Bifani et  al. 2002). Because the majority of these strains originated from the 
province of Beijing, the cluster was named the “Beijing family”. Strains of this 
family were also found to dominate in neighboring countries such as Mongolia, 
South Korea, and Thailand, where this cluster represents respectively 50%, 43%, 37% 
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of the isolates. By contrast, low prevalence of such strains was observed in other 
continents (van Soolingen et al. 1995). Using spoligotyping, this cluster is easy to 
distinguish because of the loss of 34 spacers corresponding to deletion of RD207 
(Comas et al. 2009; Tsolaki et al. 2005). Based on specific spoligotypes patterns, 
reports have described several strains’ families such as EAI (East-African-Indian), 
Beijing, CAS (Central-Asian), LAM (Latin-American-Mediterranean), Haarlem, 
‘Cameroon’, ‘Uganda’, ‘X’ among others (Filliol et al. 2002, 2003).

Recent phylogenetic analyses based on LSPs have identified six main lineages 
(Gagneux et al. 2006). Each of these six lineages was found in particular geographical 
areas (the lineage names reflect these geographical associations) (Fig.  7.7). The 
West-African lineage one and linage two correspond to strains named M. africanum 
(Comas et al. 2009; Gagneux et al. 2006). The East-Asian (or Central-Asian, CAS) 
lineage is dominant in many countries of East Asia and Indo-Pacific. The Euro-
American lineage is clearly the most frequent lineage in Europe and the Americas, 
but specific sub-lineages within the Euro-American lineage predominate in different 
regions of Africa and the Middle East. Interestingly, the six main lineages were 
represented in Africa. Multi-Locus Gene sequences analysis, LSPs correlate par-
tially with grouping obtained by spoligotyping and SNPs (Comas et  al. 2009; 
Gagneux et al. 2006; Comas and Gagneux 2009; Hershberg et al. 2008).

The worldwide distribution of the Beijing family, and its genetic homogeneity, 
suggests that the strains belonging to this group might present a selective advantage. 
Beijing strains represent about 50% of strains in East Asia and at least 13% of 
strains worldwide. Their emergence might be linked to escape from BCG vaccination, 

Fig. 7.7  The global population structure and geographical distribution of M. tuberculosis. 
(a) LSPs define a global phylogeny for M. tuberculosis. The names of the lineage-defining LSPs 
or regions of difference are shown in rectangles. The geographic regions associated with specific 
lineages are indicated. (b) The six main lineages of M. tuberculosis are geographically structured. 
Each dot corresponds to 1 of 80 countries represented in the global strain collection. The colors of 
the dots relate to the six main lineages defined in Fig. 7.7a and indicate the dominant lineage(s) in 
the respective countries (From Gagneux et al. 2006)
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and to multi-drug resistance in many areas. Finally, the Beijing family has been 
linked to polymorphisms in immune genes, suggesting the possibility of human–
mycobacterial co-evolution. These results suggest that M. tuberculosis Beijing 
strains have a high capacity to withstand tuberculosis treatment, even in the absence 
of drug-resistance (Parwati et al. 2010).

Another facet of phylogenetic studies deals with M. tuberculosis species and 
members of the MTBC. LSPs (RDs) helped at confirming a common ancestor, 
although still in debate (Brosch et al. 2002; Huard et al. 2006; Fabre et al. 2004; 
Gutierrez et al. 2005). Notion of ancestral (basal) and modern (derived) lineages is 
based on the lack of deletion in the TbD1 region containing a leucine (CTG) at katG 
in position 463, which characterised ancestral (basal) M. tuberculosis strains 
(Fig. 7.8) (Brosch et al. 2002; Gordon et al. 2009). A study has suggested that ancestral 
mycobacteria may have affected early hominids in East Africa around three million 
years ago (Gutierrez et al. 2005).

7.3.7 � Pathophysiology of Tuberculosis

Molecular tools provide further insights on pathophysiology of tuberculosis. Nearly 
20% of patients with a smear-negative are responsible of tuberculosis transmission 
(Behr et al. 1999).

Fig. 7.8  Working model of the evolutionary scheme of tubercle bacilli illustrating successive loss 
of DNA in certain lineages (grey boxes). The scheme is based on the presence or absence of con-
served RDs (TbD1) and on sequence polymorphisms in five selected genes. Note that the distances 
between certain branches may not correspond to actual phylogenetic differences calculated by 
other methods (From S. V. Gordon et al. 2009)
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Moreover, histological examination of different lung lesions revealed variability 
in morphology and distribution of acid-fast bacilli. Molecular characterization of 
different isolates from different anatomical locations (for example at the surface of 
cavities, in granulomas) suggests that a single infected strain may undergo genetic 
changes during treatment, which leads to acquisition of additional drug resistance 
independently in these different locations resulting in parallel evolution of hetero-
geneous drug-resistant sub-populations (Kaplan et al. 2003).

As mentioned previously, repetitive sequences of PE-PGRS are used in some 
molecular methods. PE-PGRS may have role in pathophysiology of tuberculosis. 
PE-PGRS16 and PE-PGRS26 can be implicated in latency phenomenon (Talarico 
et al. 2008). Moreover, sequence variations in the PE-PGRS33 protein with large 
insertion, deletion or mutation may result in the lack of cavity formation in the lungs 
(Talarico et al. 2007).

Some particular groups such as the Beijing/W strains may present some specific 
biological features. This cluster can be associated with the development of extra-
thoracic localization of tuberculosis (Kong et al. 2006). Moreover, the genotype 
of M. tuberculosis, defined by LSPs or SNPs, may influence features of pulmo-
nary and meningitis tuberculosis. The association between Beijing lineage and 
disease progression suggests that this lineage may influence intra-cerebral inflam-
matory response. In addition, increased drug resistance among bacteria of the 
East Asian Beijing lineage might influence the response to treatment (Thwaites 
et al. 2008). Beijing strains appear to be more virulent in animal models, and to 
cause more histo-pathological changes, higher growth, and increased mortality. 
At a molecular level, Beijing strains have specific properties in terms of protein 
and lipid structures and interaction with the immune system (Parwati et al. 2010). 
All these studies suggest that the genetic diversity of M. tuberculosis has impor-
tant clinical consequences.

7.3.8 � Molecular Methods Adapted to Other Members  
of the Mycobacterium tuberculosis Complex

Molecular methods are applied for all members of MTBC. Nevertheless, some 
adaptations are necessary to increase the discriminatory power of markers used 
(Allix et  al. 2006; Roring et  al. 2002). Indeed, M. bovis contains few copies of 
IS6110 and RFLP based on this IS was found sufficiently discriminative. New loci 
for VNTR were identified (Roring et al. 2002); their analyses and spoligotypes pat-
terns helped at identifying person-to-person transmission (Evans et al. 2007; Sunder 
et al. 2009).

In M. africanum, a new generation of spoligotyping based on a 68-spacer  
format defined new additional patterns, which helped at better understanding the 
evolution of M. africanum (Brudey et  al. 2004). Complementary studies also 
allowed reclassification of some M. africanum lineages, initially defined as sub-
type (Brudey et al. 2004).



142 P. Lanotte

7.4 � Conclusion

The standard molecular epidemiological typing techniques are based on mobile 
(e.g., IS6110-RFLP) or repetitive (e.g., spoligotyping and MIRU-VNTR) DNA 
elements that evolve fast, resulting in high discriminatory power, an important 
prerequisite for detecting ongoing transmission, identifying laboratory cross-
contaminations, or differentiating disease relapse from re-infection.

However, because of rapid changes at these loci, identical finger printing patterns 
can emerge in unrelated strain lineages (homoplasy) as a result of convergent evolu-
tion, making it difficult to define deep phylogenetic structures unambiguously. 
Moreover, these methods could present some limits in phylogenetic studies. SNP 
analysis or comparative genomic studies, identifying regions of difference, seem to 
be more congruent and robust for this purpose.

All together, these methods allow new insights in the understanding the various 
facets of tuberculosis. Molecular typing methods lead to improvements in epide-
miological studies in association with classical epidemiologic approaches. 
Genotyping methods afford greater resolution in the detection of unsuspected 
transmission and in the differentiation between exogenous re-infection and 
relapse. New genomics technologies allow the improvement of large population 
genetics studies and in understanding MTBC strains evolution. Identification of 
particular lineages or strains exhibiting specific virulence properties or epidemic 
potential can be described. Molecular studies have also challenged our view on 
the animal origin of human tuberculosis but also on the possibility of co-infection 
or re-infection after cure.
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Abstract  The genus Pneumocystis comprises numerous fungal pathogens dwelling 
in the lungs of a wide spectrum of mammalian species. Here, we show how new 
molecular methodologies, and in particular phylogenetics, have changed our views 
on the diversity and epidemiology of these fungal pathogens. Pneumocystis organ-
isms have a marked host-species-related diversity, which is associated to close host 
specificity. High divergence among Pneumocystis species probably resulted from a 
prolonged process of coevolution with each mammal host and mostly associated 
with cospeciation like it was demonstrated in recent phylogenetic studies on primate-
derived Pneumocystis. Therefore, Pneumocystis species or strains may be used as 
evolution markers, to reconstruct the phylogenetic history of mammal species, thus 
helping to elucidate controversial issues in mammalian taxonomy.
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8.1 � Introduction: New Views on the Pneumocystis  
Natural History

For the last years, important research advances changed radically our conceptions 
about Pneumocystis development, infection sources, reservoir, and taxonomy. Until 
recently it was considered that Pneumocystis organisms were able for multiplying 
exclusively in deeply immunodepressed hosts, that infection could be contracted by 
airborne route from animal or hypothetical environmental sources, where the unique 
species of the genus (“Pneumocystis carinii”), able to cause Pneumocystis pneumo-
nia (PcP) in both humans and animals, developed saprophytic growth.

Recent researches have changed drastically this view. Sensitive molecular 
methods allowed the detection of Pneumocystis organisms in respiratory samples 
from healthy or hospitalized subjects without severe immunodepression (Calderon 
et  al. 1996, 2004; Dei-Cas 2000; Peterson and Cushion 2005). Moreover, it was 
shown that Pneumocystis organisms were able to multiply transiently in the lungs of 
immunocompetent hosts, these hosts being able to both transmit the infection to 
susceptible hosts by airborne route and play the role of Pneumocystis reservoir 
(Chabé et al. 2004).

Furthermore, molecular genetic studies revealed a marked host-species related 
Pneumocystis genetic heterogeneity. Consistently, close host species specificity was 
demonstrated by cross infection experiments (Aliouat et al. 1993b, 1994; Gigliotti 
et al. 1993; Durand-Joly et al. 2002). On the basis of genomic and phenotypic diver-
gence multiple Pneumocystis species were then recognized (Frenkel 1999; Dei-Cas 
2000; Stringer et al. 2001; Cushion et al. 2004; Keely et al. 2004). Pneumocystis 
jirovecii Frenkel was the sole species identified in humans, showing also close host 
specificity (Durand-Joly et al. 2002). Gene sequence analysis and isoenzymatic data 
suggested that speciation in the group resulted from long genetic isolation and 
coevolution (Demanche et al. 2001; Hugot et al. 2003).

In the present chapter, we attempted to characterize, mainly from basic molecular 
phylogenetic studies developed for the last 20 years, the Pneumocystis genus, life 
cycle and transmission of Pneumocystis organisms, the taxonomy of the group at 
the species level, the close cophylogeny with mammals hosts, and the impact of 
new data on both host taxonomy and basic notions on Pneumocystis infection 
epidemiology.

8.2 � A Short Presentation of the Pneumocystis Genus

On the basis of genomic and other data (see Aliouat-Denis et al. 2008 for review), 
the Pneumocystis genus was assigned to the group of fungi at the branch point 
between Ascomycota and Basidiomycota (Edman et al. 1988, 1989; Wakefield et al. 
1992; Eriksson 1994; Guarro et al. 1999; Wakefield 2002; Frealle et al. 2005, 2006). 
Specifically, the genus was included in the taxon Taphrinomycotina (Eriksson and 
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Winka 1997), formerly “Archiascomycetes” (Nishida and Sugiyama 1993), which 
includes fission yeasts (Schizosaccharomyces spp), Pneumocystis and other genera 
(Liu et  al. 2009). Indeed, Taphrinomycotina would diverge as a sister group to 
Saccharomycotina plus Pezizomycotina, as suggested by the recent work of Liu 
et al. (2009).

8.2.1 � Host Range of Pneumocystis Genus

Pneumocystis (Delanoë and Delanoë 1912) constitutes a highly diversified eukary-
otic genus spanning numerous parasitic species that are host species specific and 
well adapted to live inside the lungs of a great diversity of terrestrial, aerial and, 
likely, aquatic mammals (Settnes and Henriksen 1989; Laakkonen et al. 1993, 2001; 
Peters et al. 1994b; Lobetti et al. 1996; Bishop et al. 1997; Laakkonen and Sukura 
1997; Mazars et al. 1997a; Wakefield et al. 1997; Laakkonen 1998; Perron-Lepage 
et  al. 1999; Guillot et  al. 1999, 2001; Durand-Joly et  al. 2000; Demanche et  al. 
2001, 2003; English et al. 2001; Hugot et al. 2003; Dei-Cas et al. 2006; Sanches 
et al. 2007; Chabé et al. 2010).

Hitherto, microscopic or molecular methods allowed the detecting of Pneumocystis 
in all explored mammals with the exception of Monotremes (Table 8.1). Two stud-
ies searched for Pneumocystis in birds with apparent contradictory results. Thus, a 
survey of animals in Japan reported the presence of Pneumocystis in chicken (5%), 
quails (17%) and feral pigeons (29%) by using microscopy and a cyst concentration 
method (Shimizu et  al. 1985). In contrast, Poelma (1975) was unable to detect 
Pneumocystis organisms in Zoo birds using light microscopy. Likewise, Settnes 
et al. (1994) did not detect these fungi in European birds by using either micro-
scopic lung smear examination or PCR on serum samples, although they were able 
to detect Pneumocystis serum antibody in some specimens.

8.2.2 � Morphology of Pneumocystis

Pneumocystis organisms are extracellular microbes able to attach intimately to 
alveolar epithelial cells (Dei-Cas et al. 2004), and occasionally, to induce severe 
pneumonitis, particularly in hosts with marked impairment of the immune system 
(Dei-Cas 2000). In such hosts, Pneumocystis cells proliferate progressively and 
may fill pulmonary alveolar cavities, a process leading to respiratory failure.

Ultrastructural studies have shown that Pneumocystis organisms, especially the 
mononucleate trophic forms (formerly called ‘trophozoites’) (Fig. 8.1), attach spe-
cifically to type-1 epithelial alveolar cells. Trophic forms (2–8 mm in diameter) have 
a thin cell wall and emit cytoplasmic expansions or filopodia that vary in thickness 
depending on the species (Dei-Cas et al. 1994, 2004; Mazars and Dei-Cas 1998; 
Nielsen et al. 1998). Filopodia may penetrate deeply into the cytoplasm of the host 
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cell (Dei-Cas et al. 1991). However, no disruption of host cell membrane results 
from either attachment or filopodial activity. In addition, no structural or functional 
host cell alteration was found in in vivo or in vitro studies using transmission elec-
tron microscopy (TEM) (Dei-Cas et  al. 1991, 2004; Settnes and Nielsen 1991; 
Aliouat et al. 1993a), confocal microscopy (unpublished) or exploring the alveolar 
epithelium cytophysiology (Beck et al. 1998). Trophic forms coexist usually with 
cystic forms (4–8 mm in diameter) that are spheroid structures with a thick cell wall, 
likely involved in airborne transmission (Creusy et al. 1996; Dei-Cas 2000; Cushion 
et al. 2010).

Fig. 8.1  Hypothetical life-cycle of Pneumocystis species (from Chabé et al. 2011 in FEMS Yeast 
Res). Parasites are represented as observed in the lung using transmission electron microscopy. 
Pleomorphic, thin-walled mononuclear trophic forms are shown attached to type-I epithelial alveo-
lar cells (at the top). Trophic forms (2n) evolve into early sporocyte in which a synaptonemal 
complex is indicated. Meiotic nuclear division (R!) leads to thickwalled sporocytic and cystic 
stages, in which multiple nuclear divisions in intermediate and late sporocytes lead to the forma-
tion of eight haploid spores or ascospores (n). These forms are able to leave the cyst, to attach 
specifically to type-I epithelial alveolar cells and, likely, to develop conjugation as illustrated at the 
top (left) (n + n), where spindle pole bodies are well visible. Main molecular factors involved in 
conjugation, meiosis or mitosis identified in Pneumocystis carinii have been listed in the figure 
(see main references in the text). Synaptonemal complex and conjugation pictures have been 
drawn according to ultrastructural micrographies of Yoshida et  al. (1984) and Itatani (1996), 
respectively
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8.2.3 � Atypical Features of Pneumocystis

In clinical or research laboratory, Pneumocystis organisms are often considered as 
atypical fungi (Cailliez et  al. 1996). Actually, though of fungal nature, they are 
unable to grow in vitro in current fungal culture media, they have not ergosterol in 
their plasma membrane, and they are not susceptible to most antifungal drugs, except-
ing echinocandins, which target beta-glucan synthase (Powles et al. 1998; Ito et al. 
2000; Utili et  al. 2007). The absence of ergosterol can explain why Pneumocystis 
organisms are neither susceptible to inhibitors of ergosterol synthesis nor to amphot-
ericin B, though this drug apparently binds to Pneumocystis sterols in vitro and causes 
permeability changes in the parasite cellular membrane (Kaneshiro et al. 2000).

Like other microfungi, Pneumocystis organisms possess chitin and beta-glucan 
in their cell wall. For this reason, the cystic forms, which have a thick cell wall, can 
be stained with calcofluor, ortho-toluidine blue, PAS or Gomori-Grocott’s or similar 
silver stains (Dei-Cas et  al. 2004, 2006). However, all known Pneumocystis life 
cycle stages present also an outer membrane that resembles that of Gram-negative 
prokaryotes and cyanobacteria (Barton and Campbell 1967; Vavra and Kucera 1970; 
Campbell 1972; Haque et al. 1987; De Stefano et al. 1990; Palluault et al. 1992; 
Dei-Cas et al. 2004). This intriguing structure is apparently absent from the cell wall 
of other fungi.

Another striking atypical Pneumocystis feature is the presence of only one rRNA 
gene (Giuntoli et al. 1994; Tang et al. 1998) while the vast majority of eukaryotes, 
including fungi, possess dozens of copies, often hundreds of rRNA genes (Fischer 
et al. 2006). Interestingly, despite its low copy number, Pneumocystis rRNA gene 
evolved at a rate typical for eukaryotes, as emerged from a 18S rDNA comparative 
analysis (Fischer et al. 2006).

8.3 � Pneumocystis Life-Cycle and Transmission

Lack of robust, long-term culture has prevented detailed dynamic follow-up of dif-
ferentiation of the Pneumocystis life cycle stages. Therefore, hypotheses on the 
Pneumocystis life-cycle stem mainly from ultrastructural and molecular data as well 
as from in vivo observations on the growth rate (Aliouat et al. 1999; Aliouat-Denis 
et  al. 2009). Such hypotheses were recently reviewed in detail by Aliouat-Denis 
et al. (2009). In short, life cycle views include both sexual and asexual reproduction 
alternate (Yoshida et al. 1984; Yoshida 1989; Cushion 2004; Dei-Cas et al. 2004; De 
Souza and Benchimol 2005; Thomas and Limper 2007; Aliouat-Denis et al. 2008, 
2009). Pneumocystis life cycle stages are trophic forms, sporocytes and mature 
cysts (Fig. 8.1). Trophic forms are the most abundant stages, representing 90–95% 
of the parasite population in the lungs of hosts with Pneumocystis pneumonia (PcP). 
They are mononuclear, mostly haploid cells (Cornillot et al. 2002; Dei-Cas et al. 
2004) presenting a single-layered, electron-dense thin cell wall. Ameboid in shape, 
trophic forms display filopodia. Ultrastructural observations (Itatani 1996) as well 
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as the recent discovery of the Ste3 pheromone receptor gene and the Ste2-like homo-
logue within the Pneumocystis genome suggest the existence of mating types and 
the occurrence of conjugation between trophic forms (Smulian et al. 2001; Cushion 
2004) leading to the early sporocyte, a round, thin-walled, mononuclear diploid 
cell. Shortly thereafter early sporocyte enters a meiotic division process as attested 
by the detection of synaptonemal complexes (Matsumoto and Yoshida 1984; Peters 
et al. 2001). Additional mitotic replications result in eight nuclei in the sporocyte 
stage (Fig. 8.1) in whose cell wall develops an internal, beta-glucan rich electron-
lucent layer. Late sporocyte evolves then into thick-walled mature cyst (Dei-Cas 
et  al. 2004) with few filopodia. In the mature cyst, are generated eight haploid 
ascospores, containing a single nucleus and a fairly dense cytoplasm with a rounded 
mitochondrion and a well-developed rough endoplasmic reticulum (Dei-Cas et al. 
2004). Ascospores leave then the cyst or ascus, likely through a foramen-like struc-
ture (Itatani 1994), to develop into eight free haploid trophic forms able to attach to 
the alveolar epithelium and restart the cycle (Yoshida 1989). Many factors involved 
in both conjugation and meiosis have been identified in Pneumocystis carinii for the 
last years (Fig. 8.1) (Thomas et al. 1998; Wyder et al. 1998; Kottom et al. 2000, 
2003; Smulian et al. 2001; Vohra et al. 2003a, b, 2004; Cushion 2004; Cushion et al. 
2007; Burgess et al. 2008; Villegas et al. 2009).

Interestingly, Pneumocystis species develop sexual reproduction within their 
host (Dei-Cas et al. 1992; Cushion et al. 2007) as well as biotrophic fungi of plants 
(O’Connell and Panstruga 2006). In contrast, most fungi developing in animals do 
not appear to complete a sexual cycle (Sexton and Howlett 2006). Some exceptions 
to this rule may nevertheless be noted. Aspergillus nidulans is able to sexually 
reproduce in vivo in human as well as in animal tissues, thus producing cleistothecia 
and Hülle cells (Doby and Kombila-Favry 1978; Dei-Cas and Vernes 1986; Mitchell 
et al. 1987). More recently, it was shown that clinical Candida lusitaniae isolates 
were able to mate and undergo meiosis once put in contact with a sexually compatible 
strain (François et al. 2001).

Likely, the most striking singularity of Pneumocystis organisms as fungal patho-
gens to animals (Dei-Cas 2000) is inter-host airborne transmission. Actually, while 
Pneumocystis organisms can be directly transmitted among hosts by the airborne 
route (see Aliouat-Denis et al. 2008, for review and original references), it is well 
known that deep fungal diseases caused by typical dimorphic, exosaprophytic fungi 
such as Histoplasma capsulatum or Coccidioides immitis, cannot be transmitted 
from one infected host to another. The reservoir for these pathogens is the soil, 
which is also the infection source for hosts (Dei-Cas and Vernes 1986). Thus, PcP 
would be the sole deep fungal disease transmissible directly by airborne route 
between hosts (Dei-Cas 2000). Furthermore, whereas the known Pneumocystis 
species or strains show close host species specificity (Aliouat et al. 1993b, 1994; 
Gigliotti et al. 1993; Durand-Joly et al. 2002), no evidence of narrow host specificity 
was reported in other agents of deep mycosis in animals (Dei-Cas 2000; De Hoog 
et al. 2000; Sexton and Howlett 2006).

Furthermore, Pneumocystis in utero transmission seems to occur in some 
mammal hosts like lagomorphs and primates, including humans (Ceré et al. 1997; 
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Sanchez et al. 2007; Montes-Cano et al. 2009). This modality of transmission does 
not seem to be usual in other pathogenic fungi, though fungal infection is a major 
worldwide cause of abortion in cattle (Kirkbride 1992).

8.4 � The Pneumocystis Species

As evoked above, molecular tools have been crucial for the assigning of Pneumocystis 
genus to the group of Fungi. Molecular approaches, specifically genetic studies aiming 
at exploring potential divergence between Pneumocystis strains isolated from differ-
ent mammal species, have also been critical to identify such strains, and to assess both 
divergence among them and stability in time and space (Dei-Cas et al. 1998). Indeed, 
as the Pneumocystis isolates from different mammals were morphologically indistin-
guishable (at least at the level of light microscopy), it was considered for almost one 
century that the Pneumocystis genus contained a unique widely spread euryxenic spe-
cies. However, in the 90’, a cluster of host species-related genomic (Sinclair et al. 
1991; Wakefield et al. 1992; Stringer et al. 1993; Banerji et al. 1995; Mazars et al. 
1995; Ortiz-Rivera et  al. 1995; Hunter and Wakefield 1996; Stedman et  al. 1998; 
Denis et al. 2000; Demanche et al. 2001; Ma et al. 2001), karyotypic (Weinberg and 
Bartlett 1991; Stringer et al. 1993), isoenzymatic (Dei-Cas et al. 1994; Mazars et al. 
1994, 1997b) and antigenic differences (Furuta and Ueda 1987; Linke et al. 1989; 
Gigliotti 1992; Bauer et  al. 1993; Christensen et  al. 1996) were reported among 
Pneumocystis isolates from diverse mammals. Thus, the need of considering them like 
substantially different taxons emerged clearly, and the species level was considered to 
class these new entities. Furthermore, host species-related genomic divergence in the 
Pneumocystis genus was often higher than that existing among typical ascomycetous 
species (Dei-Cas et al. 1998; Stringer et al. 2001; Keely et al. 2003).

The Phylogenetic Species Concept (PSC) as specified by Taylor et al. (2000) for 
fungi, revealed operative to describe Pneumocystis species (Cushion et  al. 2004; 
Keely et  al. 2004; Dei-Cas et  al. 2006). The absence of genetic flow between 
Pneumocystis isolates from different mammal species (Mazars et al. 1994), associ-
ated with a marked host-species related phenotypic divergence (Aliouat-Denis et al. 
2008), strengthen the taxonomic and conceptual consistency of the five Pneumocystis 
species described hitherto. They can be shortly characterized as follows:

Pneumocystis jirovecii (Frenkel 1999) was the sole species identified in humans. 
It was described for the first time in 1976 in the framework of the International Code 
of Zoological Nomenclature (ICZN) on the basis of apparent host species specific-
ity and antigenic differences with rat-derived Pneumocystis (Frenkel 1976). This 
author described again the species in 1999, this time in the framework of the 
International Code of Botanical Nomenclature (ICBN) (Frenkel 1999). At the 
genetic level P. jirovecii clustered clearly with the other primate strains, and showed 
significant DNA sequence divergence with rodent-derived Pneumocystis (Dei-Cas 
et al. 2006; Aliouat-Denis et al. 2008). Consistently, P. jirovecii organisms revealed 
unable to infect SCID mice, a result that suggests the species has close host 
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species-specificity (Durand-Joly et al. 2002). At the ultrastructural level, P. jirovecii 
trophic forms present thick filopodia, similar to those observed in macaca-derived 
Pneumocystis (Durand-Joly et  al. 2000) and in the species P. oryctolagi, from 
rabbits (Dei-Cas et al. 2006).

Pneumocystis carinii (Frenkel 1999) is the type species of the genus. It was first 
recognized as an independent taxonomic entity by Delanoë and Delanoë (1912) in 
Rattus norvegicus. Afterward, as steroid-treated rats were the most frequently used 
PcP models, most available data on Pneumocystis biology, culture, susceptibility to 
drugs, pathology, etc., were obtained from P. carinii. As a matter of fact, the genome 
of P. carinii is the first being sequenced in the framework of the “Pneumocystis 
Genome Project” (http://pneumocystis.cchmc.org/). Laboratory rats, either steroid-
treated conventional rats or nude rats provide the highest parasite loads. Ultrastruc
turally, filopodia of P. carinii are thinner than those from rabbit or primate Pneumocystis 
species (see Dei-Cas et al. 2004, for review). The in vivo doubling time of P. carinii 
was found to be of 4.5 days in steroid-treated rats (Aliouat et al. 1999). Histologically, 
rat PcP evokes strongly human or primate PcP (Durand-Joly et al. 2000), and most 
therapeutic protocols against human PcP were based on results of experimental work 
performed in the rat model. P. carinii seems to display a stronger in vitro binding 
capacity to target cells than P. murina does. In vivo, P. carinii was unable to infect 
SCID mice (Aliouat et al. 1993b, 1994).

Pneumocystis wakefieldiae (Cushion et al. 2004) is the second species formally 
described in laboratory rats (R. norvegicus). The species was characterized on the 
basis of electrophoretic karyotype, localization of eight orthologous genes on dif-
ferent chromosomes, sequence divergence of several genes (4–7% divergence in 
seven orthologous genes between P. wakefieldiae and P. carinii), antigenic varia-
tion and MSG expression (Vasquez et al. 1996; Cushion 1998; Cushion et al. 2004; 
Schaffzin and Stringer 2000). A PCR method was developed to discriminate 
between P. wakefieldiae and P. carinii (Palmer et al. 1999). In mixed infections, the 
two species may also be distinguished using a single-strand conformation poly-
morphism method (Nahimana et  al. 2001). Intriguingly, P. wakefieldiae is often 
found associated with P. carinii in laboratory or wild rats (Cushion et al. 2004; 
Cushion 1998). Nevertheless, in wild R. norvegicus from Denmark (Palmer et al. 
2000) or Thailand (Chabé et al. 2010), P. wakefieldiae DNA was the sole amplified 
sequence in a significant number of cases. These observations associated to the 
genetic stability of this species in laboratory rats (Cushion et al. 1993) strength-
ened the validity of the taxon.

Pneumocystis murina (Keely et al. 2004) is the sole species identified in labora-
tory mice (Mus musculus). The species was recently described in the framework of 
ICBN rules (Keely et al. 2004) on the basis of PSC. It clustered clearly with the 
other rodent-derived Pneumocystis (Guillot et al. 2001) being close to rat-derived 
Pneumocystis species. Like in rat Pneumocystis, P. murina filopodia are more 
numerous, thin, and tree-like when compared to those of rabbit or primate 
Pneumocystis species (Dei-Cas et al. 1994, 2004, 2006; Nielsen et al. 1998; Durand-
Joly et al. 2000). Additionally, P. murina trophic forms usually display more abun-
dant cytoplasmic dense granules than those of the other species (Nielsen et al. 1998). 
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The doubling time of P. murina was found to be of 10.5 days in SCID mice (Aliouat 
et al. 1999). Organisms of this species were found to have weaker in vitro binding 
capacity to target cells when compared to P. carinii (Aliouat et al. 1993a). According 
to our own experience, latent Pneumocystis parasitism seemed to be less frequent in 
mice than in rats or rabbits. However, mice have been largely used both as parasite 
source and as experimental hosts for studies on Pneumocystis transmission, genetic 
polymorphism, host–parasite relationships, immune response, etc.

Pneumocystis oryctolagi (Dei-Cas et al. 2006) is the sole species described in 
Old World rabbits (Oryctolagus cuniculus). This species induces usually benign 
PcP in rabbits at weaning (about 1 month after birth) without corticosteroid 
administration (Soulez et  al. 1989; Rajagopalan-Levasseur et  al. 1998; Dei-Cas 
et  al. 2006). For this reason, the rabbit model has been used for studying 
Pneumocystis–surfactant interactions (Prévost et al. 1997; Aliouat et al. 1998) and 
host immune response (Allaert et  al. 1996, 1997; Rajagopalan-Levasseur et  al. 
1998; Tamburrini et al. 1999), two processes influenced by corticosteroid adminis-
tration. At the light microscope level, P. oryctolagi organisms cannot be distinguished 
unequivocally from other Pneumocystis species. Furthermore, in rabbits with spon-
taneous PcP the cystic-to-trophic form ratio is usually higher (about 0.10–0.15) than 
in immunosuppressed rodents with PcP (about 0.02–0.05). Interestingly, P. oryctolagi 
in vivo doubling time (1.7 days) is much shorter than in rodent Pneumocystis 
species (Aliouat et al. 1999; Dei-Cas et al. 2006).

8.5 � Understanding the Circulation of Pneumocystis  
in Host Populations Using Molecular Tools

Advances made over the last 20 years in the understanding of the natural history of 
Pneumocystis infection have been largely due to the use of molecular biologic 
approaches. Indeed, such studies have improved understanding of PcP epidemiol-
ogy, shedding light on Pneumocystis reservoir, transmission patterns and circulation 
of Pneumocystis in host populations.

On the basis of the identification of several species in the genus and the demon-
stration that each Pneumocystis species can only infect its own specific host (Aliouat-
Denis et al. 2008), emerged clearly the idea that pneumocystosis is not a zoonosis but 
an anthroponosis. Consequently, it is highly probable that only humans serve as res-
ervoirs to Pneumocystis jirovecii, the sole species found in men (Dei-Cas et al. 1998; 
Wakefield 1998; Dei-Cas 2000). For a long time, it was thought that PcP resulted 
from the reactivation of Pneumocystis latent forms because of the high prevalence of 
Pneumocystis primary infection in small children, and because provoked steroid 
immunosuppression in laboratory animals led currently to PcP. But today, a lot of 
evidences suggest that Pneumocystis infection is usually exogenous, i.e. it results 
rather from de novo infection than from reactivation. For example, we know that new 
Pneumocystis strains, as identified by molecular typing, are usually responsible 
for recurrent episodes of PcP in a same patient (see Chabé et al. 2009, for review). 
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In addition, with the healing of PcP, Pneumocystis organisms would be radically 
eliminated from the lungs, according to negative results of highly sensitive PCR 
tests (see Chabé et al. 2009, for review).

In humans, beyond the well-known PcP of immunodepressed patients, especially 
of AIDS patients, the use of non-invasive sampling methods and highly efficient 
PCR assays revealed the presence of Pneumocystis DNA in a variable spectrum of 
health situations (Aliouat-Denis et al. 2008). For instance, Pneumocystis coloniza-
tion or carriage (i.e. detection of low rates of Pneumocystis organisms or their DNA, 
without pneumonia) was described in healthy or hospitalized subjects without 
severe immunodepression like healthy small children, adults, pregnant women and 
subjects with chronic respiratory conditions, e.g. chronic obstructive pulmonary 
disease (COPD) (Calderon et  al. 1996, 2004, 2007; Dei-Cas 2000; Peterson and 
Cushion 2005; Aliouat-Denis et al. 2008).

The role of immunocompetent colonized hosts in Pneumocystis epidemiology was 
investigated recently. Using the SCID–Balb/c mouse airborne transmission system 
described by Dumoulin et al. (2000), it was shown that healthy host-to-healthy host 
transmission of P. murina organisms can occur. More importantly, the ‘second’ healthy 
contacts revealed to be able to transmit the infectious organisms to immunocompro-
mised, susceptible hosts (Gigliotti et al. 2003; Chabé et al. 2004). In addition, using 
histology and testing the expression of both cyclin-dependent serine-threonine kinase 
and heat-shock 70 protein in Pneumocystis, the authors showed that Pneumocystis 
organisms are able to dwell and replicate in the lungs of immunocompetent hosts, 
which points out these hosts as reservoir for Pneumocystis species (Chabé et al. 2004). 
Thus, healthy hosts behave actually as transient Pneumocystis carriers constituting a 
sort of dynamic reservoir as they are able to radically eliminate the parasites from 
their lungs, but as long as they remain infected they may transmit the infection either 
to naive hosts, or to immunosuppressed members of the population prone to develop 
PcP (Chabé et al. 2004). Like in mice, P jirovecii could circulate by airborne route in 
subpopulations more or less able to fight against the infection.

In order to approach the epidemiology of Pneumocystis infection, the main 
genotyping methods that have been used are the following: DNA sequence analysis, 
multitarget PCR-single-strand conformation polymorphism (SSCP), analysis of 
tandem repeats in the intron of the expression site of the P. jirovecii major surface 
glycoprotein (MSG), and more recently, a multilocus sequence typing method based 
on six distinct loci (Beard et al. 2004; Esteves et al. 2010).

Concerning the circulation of P. jirovecii, several molecular studies testified to 
the idea of interindividual airborne transmission in humans in both hospitals, as a 
nosocomial infection (Nevez et al. 2008), and community (see Chabé et al. 2009 for 
review). For example, studies using a multi-target PCR-SSCP method or P. jirovecii 
genotyping at the internal transcribed spacers (ITS) of the nuclear rRNA operon 
suggested that interhuman transmission of P. jirovecii occurred in PcP clusters 
among patients in hospitals (Nevez et  al. 2008). Pneumocystis DNA was also 
detected in healthcare workers exposed to patients with PcP (Vargas et al. 2000). 
Moreover, investigations based on a genotyping approach of subjects colonized 
with P. jirovecii like small children developing Pneumocystis primary infection or 
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other immunocompetent Pneumocystis carriers, have suggested that these popula-
tions have a role in the circulation or transmission of the microorganism (Totet et al. 
2004; Rivero et al. 2008). The analysis of dihydropteroate synthase (DHPS) locus 
of P. jirovecii was also useful to understand the circulation of the microorganism in 
the human reservoir. DHPS is the enzymatic target of sulfonamides, which are the 
major drugs for PcP prophylaxis and treatment. Now, prior exposure to sulfonamide 
drugs has been identified as a predictor of P. jirovecii DHPS mutant genotypes, 
which in other infections are usually associated with sulfa-drug resistance (reviewed 
in Totet et al. 2004). However, a high frequency of P. jirovecii DHPS mutations was 
recorded in patients who had never used sulfamide-based PcP prophylaxis or treat-
ment (Huang et al. 2001; Kazanjian et al. 2000). Also, the city in which a patient 
resides has been identified as an independent risk factor of Pneumocystis DHPS 
mutation (Huang et al. 2001). On the whole, the evoked observations support the 
hypothesis that P. jirovecii can be transmitted from sulfa-treated patients to untreated 
subjects, potentially susceptible to P. jirovecii.

Airborne route could explain the transmission of the fungus between the mem-
bers of human populations, but although the respiratory route is very likely the 
most common and important mode of transmission of Pneumocystis, the existence 
of other routes of transmission–like transplacental one- cannot be ruled out. Indeed, 
vertical transmission of Pneumocystis via the transplacental route was demon-
strated in rabbits, but it does not appear to occur in rats or SCID mice (see Chabé 
et al. 2009 for review). In humans, congenital transmission was suspected for many 
years, and a recent report documented the presence of Pneumocystis jirovecii DNA 
in foetal lung and placenta samples, recovered from nonimmunodepressed preg-
nant women who had a miscarriage (Montes-Cano et al. 2009). The presence of 
Pneumocystis DNA in fetal lungs was also well documented in another primate 
(Demanche et al. 2003).

So, to summarize, Pneumocystis jirovecii could circulate actively by airborne 
route between the members of human populations, who present usually heteroge-
neous levels of innate or adaptive immune defense capacities. And we see that, in 
fact, PcP is a rare event in the natural history of Pneumocystis infection, and that 
beside Pneumocystis airborne transmission, a “protected” transplacental mother-to-
offspring transmission could explain the high worldwide prevalence of Pneumocystis 
infection in small children.

To understand Pneumocystis circulation in ecosystems, animal patterns of 
transmission turn out to be crucial. Of particular interest was a study in non-
human primates, where highly sensitive Pneumocystis molecular detection tech-
niques associated to the use of efficient noninvasive sampling methods (Demanche 
et al. 2005) revealed a constant and intensive circulation of Pneumocystis organ-
isms within a social organization of macaques (Macaca fascicularis) (Demanche 
et al. 2005).

Using mostly microscopic methods, the presence of Pneumocystis organisms 
was also reported in a large variety of zoo, domestic or wild mammals from differ-
ent continents (Table 8.1). But compared to light microscopy, molecular methods 
have definite advantages for approaching Pneumocystis infection in wild hosts, 
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especially higher sensitivity and discriminatory power. Actually, molecular 
approaches allow identifying Pneumocystis species or strains, which are usually 
indistinguishable one another by using light microscopy and do not grow in in vitro 
culture. The molecular characterization of Pneumocystis species dwelling in the 
lungs of wild animals remains therefore a crucial way to understand how these 
pathogens disseminate in ecosystems.

On the whole, the exploring of Pneumocystis in wild or domestic mammals by 
using molecular techniques showed typically the following facts: (i) a high preva-
lence of Pneumocystis colonization is found in wild mammals, probably resulting 
from active airborne horizontal and vertical (transplacental or aerial) transmission 
mechanisms; (ii) a specific Pneumocystis DNA sequence could be attributed to 
each host species; (iii) P. jirovecii DNA was never detected in the lungs of non-
human mammals; (iv) although fatal Pneumocystis infections were recorded in 
newly captured coatimundis, Nasua narica, and sloths, Bradypus tridactylus and 
Bradypus variegatus (Edentata) in Brasil and Panama (Lainson and Shaw 1975; 
Yonushonis et al. 1986), PcP cases were reported rarely in wild mammal popula-
tions living in natural conditions (Aliouat-Denis et al. 2008, Table 8.1). The infec-
tion occurs in apparently immunodepressed animals but the type and the degree of 
immunodeficiency could not be established in most cases. Thus, in natural ecosys-
tems Pneumocystis organisms circulate through the members of host populations 
developing mostly mild parasitism, though frequent, in the lungs of immunocom-
petent hosts.

In conclusion, Pneumocystis organisms illustrate the concept of phylogenetic 
specificity exhibited by groups of highly adapted parasites showing low pathogenic-
ity, high host specificity maintained throughout time, extensive colonization of host 
populations, and a life cycle closely linked with host organs and physiology 
(Humphery-Smith 1989).

8.6 � How Pneumocystis Molecular Phylogeny May Improve  
the Understanding of Host Taxonomy

Several authors have suggested that the phylogenetic relationships of highly host 
specific parasites would provide valuable information about the evolutionary his-
tory of their hosts (see Brooks and McLennan 1993 for a review). Sometimes, the 
life-histories of two different lineages are so intimately linked that a speciation in 
one group induces a parallel speciation event in the other. If cophylogeny was the 
only process occurring, the host and parasite phylogenies would exactly mirror each 
other making it possible to base genealogical conclusions on parasite data. Parallel 
coevolution between the primates and their specific parasites yet was mentioned 
concerning parasites as different as viruses (Siddall 1997), nematodes (Hugot 1999), 
mites (O’Connor 1985) or lice (Reed et al. 2004). Comparison of the Pneumocystis 
phylogeny with the phylogeny of their primate hosts gives an additional example of 
cophylogeny (Hugot et al. 2003).
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Figure 8.2 allows comparing the phylogenetic tree of the Pneumocystis parasite 
species with a phylogeny of the corresponding primate host species. The parasite 
phylogeny is after Hugot et al. (2003), the tree resulting of the ML analysis of a data 
set, combining three molecular markers (DHPS, dehydropteroate synthetase; 
mtSSU-rRNA, small subunit of mitochondrial ribosomal RNA; mtLSU-rRNA, 
large subunit of mitochondrial ribosomal RNA). The host tree is after Fabre et al. 
(2009). Comparison of the host and parasite trees was performed using TreeMap 
(Page 1995): an algorithm to find all reconstructions that maximize the number of 
codivergences in the particular case of a host-parasite assemblage.

Congruent (corresponding) nodes are underlined using black spots and incongru-
ent nodes using open spots. Only four apparent incongruences emerge between 
parasite tree versus host tree. There are at the level of Saguinus species, Callimico 
and Callithrix genera and of Macaca species (Fig. 8.2). More than 77% of the nodes 
(14 out of 18) are congruent and the probability to obtain such a result by chance is 
very low. In addition, when this work was first published, the relationships between 
Pithecia, Aotus and Saimiri were not definitively resolved; since that time progress 
have been performed and the phylogenetic relationships between these three genera 
(Fabre et al. 2009), revealed to be identical to the phylogeny of the corresponding 
Pneumocystis species. Thus, in this case the phylogeny of the parasites enlightened 
the phylogeny of the hosts.
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Fig. 8.2  Coevolution in Primate’s Pneumocystis (after Hugot et al. 2003). The host tree (on the 
left) is after Fabre et al. (2009). The parasite tree (on the right) was built on the basis of three-
concatenated gene polymorphism (mtLSU rDNA, mtSSU rDNA, DHPS). Black spots and open 
spots showed congruent and incongruent nodes, respectively (see text)
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8.7 � Conclusion

On the whole, molecular approaches used in Pneumocystis research have played a 
crucial role in the shift from an old conceptual Pneumocystis infection framework 
to a new one. Particularly, molecular methodologies, associated with other 
approaches, have drastically changed our views on the epidemiology and natural 
history of pneumocystosis. In the old conceptual framework, Pneumocystis organ-
isms were considered undefined or even enigmatic protists belonging to a unique 
euryxenic taxonomic entity (“P. carinii”) transmissible by the airborne route 
between mammals of different species. In the new conceptual framework, the 
Pneumocystis genus is a highly diversified group of parasitic microfungi that con-
tains numerous stenoxenic species closely adapted to, and coevolving with, mam-
mal species. Thus, present developments in molecular phylogeny are leading us to 
identify new Pneumocystis species on the basis of Phylogenetic Species Concept. 
Finally, thanks to the high host-specificity of Pneumocystis organisms and their 
long-range adaptation to mammals, Pneumocystis species and genotypes could be 
useful tools to understand taxonomy and phylogeny of their mammal hosts. In other 
words, the topology of Pneumocystis phylogenetic trees could shed light on the 
mammalian host evolution history, helping to solve taxonomic uncertainties.
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Abstract  The genus Hantavirus, belonging to the family Bunyaviridae, is a rapidly 
expanding group of viruses. Although some members of the genus have been well 
known for over 30 years, in the last 5 years at least 12 putative novel hantavirus 
species have been identified, primarily in soricomorph mammals. Although just 
over 20 species of mainly rodent-borne hantaviruses are officially recognized, these 
newly identified species are likely increase the real total to between 30 and 50 species, 
depending on the parameters used to define a species. Many hantaviruses are 
important zoonotic pathogens, responsible for up to 200,000 human cases annually. 
Although the earliest hantaviruses to be recognized were usually identified in 
humans, and rodent samples were often differentiated through serological techniques, 
in the past 20 years almost all of the hantavirus species were identified using 
molecular methods. The molecular tools now available have allowed a more 
precise characterisation of hantavirus taxonomy, hantavirus species distribution, 
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the identification of highly genetically different hantavirus species, recombination 
within and between hantavirus species and the genetic predisposition to severe 
hantavirus disease in humans.

Abbreviations

aa	 Amino acid
BAYV	 Bayou virus
CFR	 Case fatality rate
DOBV	 Dobrava virus
HCPS	 Hantavirus Cardio-Pulmonary Syndrome
HLA	 Human leukocyte antigen
HNTV	 Hantaan Virus
HFRS	 Hemorrhagic Fever with Renal Syndrome
ICTV	 International Committee on Taxonomy of Viruses
L	 Large (segment)
M	 Medium (segment)
MHC	 Major histocompatibility complex
nt	 nucleotide
PUUV	 Puumala virus
RT-PCR	 Reverse transcription polymerase chain reaction
S	 Small (segment)
SEOV	 Seoul virus
SNV	 Sin Nombre virus
THAIV	 Thailand virus
TULV	 Tula virus

9.1 � Introduction

Hantaviruses are single-stranded, negative-sense, tri-segmented RNA viruses in the 
genus Hantavirus, family Bunyaviridae (Schmaljohn and Hooper 2001). Present in 
Europe, Asia, Africa and the Americas, some hantaviruses cause human disease, 
with thousands of cases recorded each year (Song et al. 1984). In several locations 
in Europe, the Americas and Asia, hantavirus disease is endemic, with both seasonal 
and often multi-annual fluctuations associated with host population variations, often 
related to environmental and possibly to climatic variations (Clement et al. 2009; 
Ferrer et al. 2003; Hjelle and Glass 2000; Zou et al. 2008a). Several new foci of 
hantaviruses have been identified in recent years, many of which have been linked 
to shifting land-use patterns and human encroachment (Mills 2006).

All hantaviruses are primarily hosted by a single rodent or soricomorph 
species (Kang et al. 2009c; Plyusnin and Morzunov 2001). While most viruses of 
the Bunyaviridae family require arthropods for transmission, hantaviruses do not, 
although some surveys have identified hantaviruses in arthropods (Deng et al. 2008; 
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Houck et  al. 2001). Transmission between rodents occurs through aerosolised 
excreta (Kallio et al. 2006; Houck et al. 2001) and through aggressive encounters 
(Escutenaire et  al. 2002; Glass et  al. 1988; Mills et  al. 1999). Hantaviruses are 
hosted by several rodent sub-families within the families Cricetidae and Muridae. 
Mice and rats in the subfamily Murinae host hantaviruses almost worldwide, while 
hantaviruses are hosted by Arvicolinae rodents in North America and Eurasia and 
by Sigmodontinae and Neotominae rodents in North and South America (Herbreteau 
et  al. 2006). Soricid and Talpid-borne hantaviruses have so far been detected in 
Europe, Asia, Africa and North America (Arai et  al. 2007, 2008a, 2008b; Kang 
et al. 2009b, c; Song et al. 2007a, b, c, 2009).

Although Thottapalayam virus, a shrew-borne virus, was the first hantavirus 
to be detected (Carey et al. 1971), until recently all other hantaviruses had been 
detected in rodents. In many cases the phylogeny of the viruses appears to mirror 
that of their rodent hosts, with a strong concordance at the genus and subfamily 
level (Herbreteau et  al. 2006), suggesting that the rodents and their viruses may 
have co-evolved. The recent discoveries of several other soricomorph-borne 
hantaviruses, and their resulting phylogenetic positions, have called this hypothesis 
into question (Ramsden et al. 2009). A more recent hypothesis has tried to explain 
the current findings by a combination of host-switching and local adaptation, 
alongside some co-evolution (Kang et al. 2009c). However, these new questions are 
far from being answered with certainty and virtually nothing is known about possible 
soricomorph-borne hantavirus infections in humans.

9.2 � Overview

9.2.1 � Virus Morphology and Genome Organisation

Hantavirus virions are spherical and 80–120 nm in diameter. Surface glycoproteins, 
projecting 5–10 nm, are embedded in a 5–7 nm thick lipid bi-layered envelope 
(Schmaljohn and Hooper 2001). In contrast to other members of the Bunyaviridae, 
the surface structure of Hantavirus virions display a square grid-like appearance 
(McCormick et al. 1982). The virion interior contains the three ribonucleocapsids 
and the L (polymerase) protein and therefore shows a filamentous or coiled bead-like 
appearance (Hung et al. 1985) (see Fig. 9.1).

The three segments are designated small (S), medium (M) and large (L) and 
are approximately 1,500–2,000 bp, 3,600 bp and 6,000–6,500 bp in length, respec-
tively. The S RNA encodes the nucleocapsid protein, the L RNA the L protein 
(an RNA-dependent RNA polymerase) and the M RNA encodes a polyprotein that 
is cleaved during translation to produce the envelope glycoproteins, G1 and G2 
(Schmaljohn and Hooper 2001). A hypothetical non-structural ORF has also been 
identified in the S segment of some hantavirus species, primarily in Arvicoline, 
Sigmodontini and Neotomini-borne hantavirus species. This protein is found in a 
reading frame that overlaps with the nucleocapsid protein reading frame (Jaaskelainen 
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et al. 2007). All three RNA segments have the same complementary nucleotides 
at their 3¢ and 5¢ ends and this sequence is conserved for all viruses within the 
Hantavirus genus. This is also true for other members of the Bunyaviridae, although 
the terminal sequences differ between the genera (Schmaljohn and Hooper 2001).

9.2.2 � Human Disease

In humans, most hantavirus infections manifest in one of two distinct syndromes: 
Hemorrhagic Fever with Renal Syndrome (HFRS), often referred to as nephro-
pathia epidemica (NE) in the milder Puumala virus induced HFRS in Europe, and 
Hantavirus Cardio-Pulmonary Syndrome (HCPS) observed in the Americas. 
Transmission to humans normally occurs through inhalation of infected aerosolised 
rodent excreta (Pettersson et al. 2008).

Hemorrhagic Fever with Renal Syndrome is present throughout much of 
Eurasia and has also been reported in Africa (Bi et al. 2008; Coulaud et al. 1987) 
and sporadically elsewhere (Glass et al. 1994; Seijo et al. 2003). Several hantaviruses 
cause this disease, including Puumala virus (PUUV), Seoul virus (SEOV), Hantaan 
virus (HTNV), Saaremaa virus (SAAV), Dobrava virus (DOBV) (Heyman and 
Vaheri 2008; Kim et al. 1995). After contamination, the incubation period in humans 
usually lasts from 1 to 3 weeks (Kramski et al. 2009). This is followed by the onset 
of variable, often influenza-like symptoms. The duration of this phase varies typi-
cally between 3 and 7 days. A hypotensive phase lasting several hours to days then 
occurs, which may also result in shock and renal failure contributing to half of the 
deaths caused by this disease. The marked thrombocytopenia usually observed 
participates in haemorrhage, hence the classification as a form of hemorrhagic fever. 
Increased capillary permeability is likely responsible for the retroperitoneal oedema 
and the lower back pain often described (Vinh and Embil 2009). Most of the human 
cases in Europe are caused by PUUV, which usually results in a mild form of HFRS 
(nephropathia epidemica) with a low case fatality rate (CFR) of less than 1%. DOBV, 
which has a more restricted geographic range in south east Europe, is associated 

Fig. 9.1  Morphology  
of Hantavirus virions
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with more severe disease (up to 15% CFR) (Heyman and Vaheri 2008). SAAV has 
been implicated in mild PUUV-like human disease, and so also has Tula virus (TULV) 
although the link is questionable for the latter (Golovljova et  al. 2007; Schultze 
et al. 2002). In Asia, most human cases are caused either by HTNV, where disease 
often follows a severe course (up to 5% CFR) or SEOV, where disease is usually mild 
to moderate (1–2% mortality) (Schmaljohn and Hooper 2001; Vapalahti et al. 2003).

Hantavirus Cardio-Pulmonary Syndrome (HCPS) is restricted to the Americas 
and was discovered less than 20 years ago, although disease has probably been long 
known in native tradition (Jalbert 1997). Sin Nombre virus (SNV) and Bayou virus 
(BAYV) in North America (Morzunov et al. 1995; Rivers et al. 2009) and various 
lineages of Andes virus (ANDV) in South and Central America (Lopez et al. 1996; 
Vincent et  al. 2000) have been associated with HCPS. Case fatality rates are 
high, sometimes reaching 50% during some small outbreaks (Bi et al. 2008; Rivers 
et al. 2009). The incubation period ranges from 9 to 33 days. During the initial 
phase, malaise and fever are observed, but as the illness progresses, the patients 
develop cough and worsening dyspnea. Interstitial pulmonary oedema resulting 
from the increased capillary permeability may be detected radiographically and this 
may lead to respiratory failure (Vinh and Embil 2009).

9.2.3 � Laboratory Approach

Hantaviruses are genetically very diverse and this can be problematic for the 
identification of new species, particularly for species non-pathogenic in humans. 
Originally hantaviruses were differentiated using serological techniques such as 
cross-neutralisation techniques, often in combination with culture in cells and/or 
mice. However, a great deal of serological cross-reaction occurs between species and 
particularly between those hosted by rodents of the same family (Asada et al. 1989). 
Since the 1990s, molecular techniques, and especially reverse-transcriptase poly-
merase chain reaction (RT-PCR), have been regularly employed in the identification 
of hantaviruses (Table 9.1). Other tools such as standard multiplex RT-PCRs or 
real-time RT-PCR which allows virus identification and viral load quantification 
(Korva et al. 2009b) have also been developed (Kramski et al. 2007). Random priming 
and pyrosequencing have been successfully used for the genetic characterisation of 
some of the more diverse members of the Hantavirus genus (Kramski et al. 2007; 
Lokugamage et al. 2002; Song et al. 2009).

9.3 � Virus Species

The use of molecular techniques and subsequent genetic analysis has undoubtedly 
improved the ability to identify novel hantavirus species and allowed quicker and more 
accurate classification of novel viruses and subscription to particular species groups. 
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However, the definition of what actually constitutes a separate species in terms of 
nucleic acid and amino acid diversity is still under much debate. Several criteria, 
defined by the International Committee on Taxonomy of Viruses (ICTV) need to be 
met in order for novel isolates to be classified as a separate species (Nichol et al. 
2005). At present, the guidelines for hantaviruses are comprised of four rules:

	1.	 A hantavirus species is found in a unique ecological niche, i.e. a different primary 
host species or subspecies.

	2.	 A minimum of 7% difference at the amino acid level is displayed between 
the novel isolate and previously identified viruses, when comparing both entire 
M and S segments.

	3.	 Separate hantavirus species shows a minimum of a fourfold difference in two-way 
cross-neutralisation tests.

	4.	 Re-assortments between hantavirus species do not naturally occur.

However several hantaviruses that have been confirmed as separate species by 
the ICTV do not fulfil the second rule and with the identification of more and more 
putative novel hantavirus species, it is clear that this rule at least is in need of review. 
A recent paper has suggested that the difference in amino acid sequence between 
species should be raised to a minimum of 10% and 12% for the entire S and M 
segments, respectively (Maes et al. 2009). If this proposition is accepted, it would 
considerably reduce the number of hantavirus species, several of which have been 
clearly demonstrated to have different reservoir host species. This is complicated 
further by the definition of what a “host species” is. Although several different 
species may become naturally infected, many of them will be secondary or spill-over 
hosts, which may or may not contribute to the epidemiology of the virus. In this 
chapter the primary reservoir host of each hantavirus species will be stated and 
although putative secondary hosts are also mentioned, their role in virus transmission 
will not be defined.

Currently over 20 species of hantavirus are officially recognised and most of 
these are sub-divided into several sub-species and lineages, although the taxonomy 
is constantly undergoing revision. Phylogenetic methods infer that there are at least 
five sub-groups, including one group hosted by murine rodents, one by arvicoline 
rodents, a third by sigmodontine and neotomine rodents and the remaining 
two groups by small mammals in the order Soricomorpha (Kang et al. 2009c; Maes 
et al. 2009) (see Fig. 9.2).

9.3.1 � Murine-Borne Viruses

Hantaan virus was the first hantavirus pathogenic for humans to be recognised. 
Although the human disease was known for a long time, it was not until 1978 that 
this virus was successfully isolated from its primary reservoir host, Apodemus agrar-
ius (Lee et al. 1978). Alongside SEOV, HNTV is responsible for the majority of the 
hantavirus-associated human disease in Asia (Song 1999). HNTV has been detected 
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Fig. 9.2  Neighbour-joining tree using the p-distance model (10,000 replicates) for the partial S 
segment, showing bootstrap values ³70 for representatives of most hantavirus species. GenBank 
accession numbers are shown next to each sequence. Proposed reservoir host sub-families are also 
noted. Branch lengths are to scale
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throughout much of China, Korea and parts of north-eastern Russia (Lee 1989; 
Lokugamage et al. 2004; Song 1999). It has been found primarily in rural areas due 
to the habitat preference of its associated rodent host species (Chan et al. 1987) 
and is divided into at least three lineages (A, B and C), each carried by a different 
rodent host species, namely Apodemus agrarius, A. peninsulae and Niviventer con-
fucianus respectively. Lineage A is found throughout Korea and China. Lineage B, 
including Amur and Soochong viruses, is found in northeastern China and Russia. 
Lineage C , also known as Da Bie Shan virus, was identified in Niviventer confu-
cianus from Anhui province in eastern China (Maes et al. 2009) (Fig. 9.3).

Seoul virus is probably the most geographically widespread hantavirus. Discovered 
in 1982, this hantavirus causes HFRS in humans (Lee et al. 1982b). Believed to have 
an Asian origin, SEOV has been detected in many countries and cities throughout 
the world due to its association with its host, Rattus norvegicus (Cueto et al. 2008; 
Easterbrook et al. 2007; Glass et al. 1994; Heyman et al. 2004, 2009), known as the 
brown or Norway rat, which itself is distributed almost globally. It has also been 
associated with Rattus rattus and Mus musculus in some cities in China (Wang et al. 
2000; Zhang et al. 2009) and is responsible for thousands of human disease cases 
annually (Chen et al. 1986; Song 1999).

Dobrava and Saaremaa viruses have been identified more recently (in 1992 and 
1999, respectively) (Avisc-Zupanc et  al. 1992; Nemirov et  al. 1999) and some 
authors suggest that these two viruses actually form a single species, known as 
Dobrava-Belgrade virus (Maes et  al. 2009; Nemirov et  al. 2002; Plyusnin et  al. 
2003). There are several differences between the two viruses on both a serological 
(Sjolander et al. 2002) and molecular level (Sironen et al. 2005). They are also 
carried by different rodent hosts and while infection with DOBV causes severe human 
disease (with CFR of up to 15%) (Heyman and Vaheri 2008), human infection with 
SAAV results in mild or asymptomatic disease (Golovljova et al. 2002; Plyusnin 
et al. 2006) and has not been associated with any human fatalities. Different lineages 
of DOBV – SAAV complex are associated with different species of Apodemus mice: 
DOBV in A. flavicollis in south eastern Europe, two lineages of SAAV in A.agrarius 
in central and eastern Europe and DOBV-Shotsi in A. ponticus in south western 
Russia (Avsic-Zupanc et al. 1992; Klempa et al. 2008; Sibold et al. 2001; Tkachenko 
et al. 2005). These different lineages also appear to be associated with different 
degrees of disease severity. SAAV was identified in A. agrarius in north eastern 
Europe and western Russia (Nemirov et  al. 2002) although occasional spill-over 
infections have also been detected in A. flavicollis (Schlegel et al. 2009).

Thailand virus (THAIV) was described in the early 1990s (Xiao et al. 1994). 
This species is associated with the greater Bandicoot rat, Bandicota indica. So 
far the virus has only been definitively identified in Thailand (Hugot et al. 2006), 
although its host species is wide-spread throughout south and southeast Asia (Aplin 
et al. 2003) and a recent report from India suggests that it may also be present there 
(Chandy et al. 2009a). So far, only a single non-fatal human case from Thailand and 
two serologically-identified human cases from India have been linked to THAIV 
infection (Chandy et al. 2009a; Pattamadilok et al. 2006).
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Fig. 9.3  Neighbour-joining tree using the p-distance model (10,000 replicates) for the partial S 
segment, showing bootstrap values ³70 for representatives of all murine-borne hantavirus species 
and rooted to Thottapalayam virus. GenBank accession numbers and proposed primary rodent 
hosts are shown next to each sequence. Branch lengths are to scale

Sangassou virus was identified in 2006 in an African wood mouse, Hylomyscus 
simus, in Guinea (Klempa et  al. 2006). There have been reports of HFRS-like 
disease in sub-Saharan Africa (Coulaud et al. 1987) including in the village where 
Sangassou virus was originally isolated (Klempa et al. 2010) but the virus has never 
been isolated from a patient.
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Serang virus is the most recent murine-borne hantavirus to be identified and was 
discovered in Indonesia in 2009. This virus species appears to be hosted by the 
Asian house rat, Rattus tanezumi, a member of the Rattus rattus species complex 
(Plyusnina et al. 2009b). So far this virus has only been identified in rodents and it 
may be related to a partially characterised virus detected previously in Rattus tane-
zumi in Cambodia (Reynes et al. 2003) and to another partially characterised virus 
recently found in Singapore (Johansson et al. 2010).

9.3.2 � Arvicoline-Borne Viruses

Puumala virus, the first arvicoline-borne hantavirus found to cause disease in humans, 
was identified in its rodent hosts in Finland in 1980 (Brummer-Korvenkontio et al. 
1980). Thousands of human cases in Europe are reported annually. The incidence 
varies both seasonally and multi-annually, associated with fluctuations in the 
abundance of the reservoir host, which is in turn related to predator driven rodent 
cycles in boreal zones and masting events in temperate zones (Dixon 2009; Linard 
et al. 2007). Some studies have suggested that climate change may alter the inci-
dence of this disease (Schwarz et al. 2009; Tersago et al. 2009). PUUV is carried 
by the arvicoline rodent, Myodes glareolus, the bank vole, throughout much of 
Europe, Russia and into western Siberia, and by M. rufocanus, the grey- sided vole, 
in easternmost Siberia, Korea and Japan (Brummer-Korvenkontio et  al. 1980; 
Chumakov et al. 1981; Sommer et al. 1985). It is divided into three major lineages, 
that containing the European form of PUUV found throughout the whole range 
of M. glareolus, the second lineage containing Muju virus, the Puumala variant 
identified in Myodes regulus in Korea (Maes et al. 2009; Song et al. 2007d) and 
the third consisting of Hokkaido virus, identified in Myodes rufocanus in Japan, 
and the Far East to Lake Baikal in Central Siberia (Daud et al. 2007; Plyusnina 
et al. 2008a) (Fig. 9.4).

Prospect Hill virus was the first hantavirus to be identified in the New World in 1982 
(Lee et al. 1982a). It has been found in meadow voles, Microtus pennsylvanicus, in 
several states throughout the United States (Lee et al. 1985; Yanagihara et al. 1987). 
Although sero-studies carried out before the discovery of SNV and HCPS suggested 
that Prospect Hill virus was the causative agent of sero-conversions in humans 
(Forthal et al. 1987), this virus has never been connected to human disease resem-
bling other Microtus-borne viruses such as TULV in Eurasia.

Tula virus is the only other arvicoline-borne hantavirus that has been implicated 
as a potential human pathogen. This species was identified relatively recently, in the 
early 1990s, in European common voles, Microtus arvalis and M. levis (formerly 
rossiaemeridionalis) from the Tula region in Russia (Plyusnin et al. 1994). It has 
since been found in voles as far east as eastern Kazakhstan (Plyusnina et al. 2008b) 
and as far west as the Netherlands (Reusken et al. 2008) and Belgium (Heyman 
et al. 2002), with Kazakh strains being the most divergent (Plyusnina et al. 2008b). 
Its primary host is Microtus arvalis but TULV can also infect several other sympatric 
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Fig. 9.4  Neighbour-joining tree using the p-distance model (10,000 replicates) for the partial 
S segment, showing bootstrap values ³70 for representatives of all arvicoline-borne hantavirus 
species and rooted to Thottapalayam virus. GenBank accession numbers and proposed primary 
rodent hosts are shown next to each sequence. Branch lengths are to scale

Microtus species, including Microtus agrestis, as seen in Croatia and Germany 
(Plyusnina et al. 2008b; Scharninghausen et al. 2002; Schmidt-Chanasit et al. 2010). 
Although some hantavirus infections confirmed by serology have been observed in 
a region where Tula virus circulates in rodents (Klempa et al. 2003a; Schultze 
et al. 2002), its pathogenicity for humans has not yet been proven.

Isla Vista virus is another New World arvicoline-borne hantavirus, identified 
in 1995 in Microtus californicus, the Californian vole (Song et al. 1995). So far this 
virus species has only been found in the state of California and has not been impli-
cated in any human disease.
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Khabarovsk virus and Topografov virus, isolated from Microtis fortis in 1996 
(Horling et al. 1996) and Lemmus sibiricus in 1999 (Plyusnin et al. 1996b; Vapalahti 
et  al. 1999a) respectively, have both been identified from Russia. A variant of 
Khabarovsk was also discovered in Microtus maximowiczii in China (Zou et  al. 
2008c). A recent revision of hantavirus taxonomy has implied that they are two 
lineages of the same virus species (Maes et al. 2009). A host switch by Topografov 
virus to Lemmus sibiricus has been proposed, as both Khabarovsk virus and the 
closely related Vladivostok virus (found in eastern Asia (Plyusnina et al. 2008a; Zou 
et al. 2008d)), with which Topografov virus forms a monophyletic group (Fig. 9.4), 
are carried by Microtus voles (Vapalahti et al. 1999a, b). However, this monophyletic 
group does not group with other Microtus-borne hantaviruses but forms a sister taxa 
to the group carried by Myodes voles. If the theory of hantavirus-host co-evolution is 
to be supported, this suggests that although host switching events definitely occurred, 
it is not certain which rodent taxa was the original host (Plyusnina et al. 2008a). None 
of the viruses have been linked to human disease but the pathogenicity of Topografov 
virus has not been completely ruled out (Vapalahti et al. 1999a, b).

9.3.3 � Sigmodontinae and Neotominae-Borne Viruses

Sin Nombre virus was the first sigmodontine-hosted hantavirus to be identified dur-
ing a outbreak of a previously unknown human disease in 1993, known as the ‘Four 
Corners’ outbreak named after the geographic location in which it occurred (MMWR 
1993). This disease is now known as Hantavirus cardio-pulmonary syndrome 
and SNV is still the species most commonly associated with this syndrome in 
North America (Khan et al. 1996b; Rivers et al. 2009). SNV is hosted by the deer 
mouse, Peromyscus maniculatus, a generalist rodent species found widespread 
across North America. Worryingly evidence suggests that SNV prevalence increases 
with decreased rodent species diversity within the rodent community (Clay et  al. 
2009; Dizney and Ruedas 2009). Two variants, New York virus and Monogahela 
virus, hosted by Peromyscus leucopus and P. maniculatus respectively, are also 
included within this species (Fig. 9.5) and are also associated with human disease 
(Hjelle et al. 1995b; Song et al. 1994). Blue River virus identified in Oklahoma and 
Indiana, may also fall within this species complex (sequence data not shown). 
Although human cases are not numerous, outbreaks of disease caused by SNV do 
appear to be related to El Nino events in the south western USA and the corre-
sponding effect on vegetation and rodent abundance (Hjelle and Glass 2000).

Rio Segundo virus was initially identified in 1994 and has been detected in 
several rodent species including Peromyscus mexicanus and several species in the 
Reithrodontomys genus (R. mexicanus, R. sumichrasti, R. gracilis and R. creper), 
suggesting that as with TULV, PUUV and ANDV, this virus species is hosted by 
more than one Reithrodontomys rodent species (Hjelle et al. 1995a; Salazar-Bravo 
et  al. 2004). Closely related variants include El Moro Canyon virus, found in  
R. megalotis (Hjelle et al. 1994) and Limestone Canyon virus, detected in Peromyscus 
boylii apparently as a result of a host switch (Sanchez et al. 2001). Collectively, this 
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Fig. 9.5  Neighbour-joining tree using the p-distance model (10,000 replicates) for the partial S 
segment, showing bootstrap values ³70 for representatives of all sigmodontine/neotomine-borne 
hantavirus species and rooted to Thottapalayam virus. GenBank accession numbers and proposed 
primary rodent hosts are shown next to each sequence. Branch lengths are to scale
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virus has been identified in Costa Rica, Mexico, the southern USA and Panama. 
None of these lineages have been associated with human disease.

Bayou virus (BAYV) was the second North American hantavirus to be identified as 
a human pathogen in Louisiana in 1995 (Morzunov et al. 1995). It is hosted by the rice 
rat Oryzomys palustris (Torrez-Martinez and Hjelle 1995) and along with Black Creek 
Canal virus (isolated from Sigmodon hispidus and also identified in 1995 (Rollin et al. 
1995)) with which it groups according to a recent revision of hantavirus taxonomy, it is 
responsible for a handful of human HCPS cases (Khan et al. 1996a; Torrez-Martinez 
et al. 1998). Muleshoe virus, also hosted by Sigmodon hispidus (Rawlings et al. 1996) 
is also placed within this species complex, but this lineage has not yet been associated 
with human disease. Two other viruses recently identified, Playa de Oro virus in 
Oryzomys couesi and Sigmodon mascotensis (Chu et  al. 2008) from Mexico and 
Catacamas virus also in Oryzomys couesi but from Honduras (Milazzo et al. 2006), 
may also belong to this species (Fig. 9.5). Collectively these viruses appear to be 
restricted to the south-eastern USA and possibly Mexico (Chu et al. 2008).

Andes virus (ANDV), originally identified in 1995 (Lopez et al. 1996), is the 
major cause of HCPS in humans throughout much of South America. CFR is com-
parable to that observed for SNV (Campos et al. 2009; Castillo et al. 2001). Unlike 
all other hantaviruses, this species is the only species found to be capable of human-
to-human transmission (Martinez et al. 2005). ANDV is actually comprised of many 
different lineages (Fig. 9.5), with each lineage found in different geographic regions. 
Lineages identified to date include Araraquara (Raboni et al. 2009), Choclo (Vincent 
et  al. 2000), Lechiguanas (Levis et  al. 1998), Maciel (Bohlman et  al. 2002), 
Neembucu (Chu et  al. 2003), Oran (Levis et  al. 1998) and Pergamino viruses 
(Bohlman et al. 2002a). Four hantaviruses, previously proposed as separate species, 
namely Bermejo (Padula et  al. 2002a), Maporal (Bohlman et  al. 2002), Rio 
Mamore (Bharadwaj et al. 1997) and Laguna Negra (Johnson et al. 1997) viruses, 
may also be part of the Andes species-complex. Many of the ANDV lineages are 
hosted by rodents in the genus Oligoryzomys, but some of them are found in rodents 
from different genera, e.g. Laguna Negra virus in rodents of the genus Calomys 
(Johnson et al. 1997; Levis et al. 2004), Maciel virus in Necromys benefactus and 
Pergamino virus in the rodent species Akodon azarae (Bohlman et al. 2002).

Cano Delgadito virus was identified in a cotton rat, Sigmodon alstoni from 
Venezuela in 1997 (Fulhorst et al. 1997). Little work has been carried out on this 
virus, other than some experimental infection work on the natural host (Fulhorst 
et al. 2002) and the virus does not appear to be associated with human disease.

9.3.4 � Soricomorph-Borne Viruses

Thottapalayam virus (TPMV) was the first hantavirus to be isolated and was identified 
in an Asian house shrew, Suncus murinus, in India in 1971 (Carey et al. 1971). 
This shrew species is widespread in both south and east Asia (Manuel et al. 1996), 
although the virus has only been recorded in this species in India and Indonesia 
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(Okumura et al. 2007). However, a serological study identified anti-TPMV anti-
bodies in a Thai patient (Okumura et al. 2007). Little interest was shown in this 
virus species until recently, when hantaviruses were identified in several other 
insectivore species.

The second soricomorph-borne virus to be reported was Tanganya virus in March 
2007. This virus was identified in Crocidura theresea in Guinea (Klempa et  al. 
2007), but it has not yet been fully characterised. When this virus was identified, the 
hypothesis of co-evolution between virus and host species was fairly universally 
accepted for hantaviruses, supported by the extreme genetic difference between 
TPMV and all other discovered hantaviruses. However, unexpectedly Tanganya virus 
was found to show the lowest sequence homology (for a section of the S segment) 
to TPMV (47.5% nucleotide and 39.4% amino acid identities) and the highest to 
Sangassou virus (62.1% nucleotide identity), the hantavirus identified in an African 
woodmouse from Guinea (Klempa et al. 2006, 2009). The co-evolution hypothesis 
was called further into question when several other soricomorph-borne hantaviruses 
were identified and analysed in quick succession.

Camp Ripley virus was identified in the Northern short-tailed shrew, Blarina 
brevicauda, in the USA in 2007 (Arai et  al. 2007). This virus also groups more 
closely with rodent-borne hantaviruses than with TPMV, but sequence identities are 
lower than those shown by Tanganya virus (Kang et al. 2009c).

Seewis virus was detected in Switzerland in 2006 in the European common shrew, 
Sorex araneus, a species found widespread throughout Europe and into Central 
Siberia (Meinig et al. 2006). This virus also appears to group more closely with 
rodent-borne hantaviruses and especially with Ash River virus when the S segment 
is compared but with Asama virus when the M segment is considered (Kang et al. 
2009b). It has since been detected in archived shrew tissues from both Finland, 
Hungary (Kang et al. 2009a) and Russia (Yashina et al. 2010) and related strains in 
the closely related shrew species, S. caecutiens in Siberia and Finland and S minutus 
in Finland (personal observations).

Cao Bang virus was identified by molecular methods in three Chinese mole 
shrews, Anourosorex squamipes in Vietnam in 2006 (Song et al. 2007c). This virus 
species is also only distantly related to Thottapalayam virus and appears to be most 
closely related to Asama and Jemez Springs viruses (Kang et al. 2009b).

The detection in the USA of Ash River virus, found in the masked shrew, Sorex 
cinereus and Jemez Springs virus in the Dusky shrew, Sorex monticolus, was reported 
in 2008 (Arai et al. 2008a). Several isolates of Jemez Spring virus were identified 
from several locations and this virus has since been found in other Sorex species. Ash 
River virus was found to group most closely with Seewis virus (Kang et al. 2009b).

Asama virus was the first hantavirus to be identified in the family Talpidae. 
This virus was found in Japan in the Japanese shrew mole, Urotriches talpoides, in 
2008 (Arai et al. 2008b).

Oxbow virus, the second talpid-associated hantavirus to be identified, was found 
in the USA in an American shrew mole, Neurotrichus gibbsii, captured in 2003, but 
only published in 2009 (Kang et al. 2009b). This virus is most closely related to 
Jemez Springs virus, with 70–73% sequence homology.
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With the exception of TPMV, all of these hantaviruses have been found to group 
phylogenetically with Tanganya virus and are more closely related to rodent-borne 
hantaviruses than to TPMV.

A further two soricomorph-borne viruses have recently been discovered. Imjin 
virus, identified in the Ussuri white-toothed shrew, Crocidura lasiura, in Korea was 
reported 2009. From the two isolates analysed, the S segment was found to differ 
from TPMV by 31.3% and 30.1% at the nucleotide and amino acid level respec-
tively (Song et al. 2009). The same year, Nova virus was found in the European 
common mole, Talpa europaea, in Hungary (Kang et al. 2009c). These two species, 
along with TPMV have been identified as the most highly divergent hantaviruses 
and form a well supported out-group (Fig. 9.6), showing low sequence homologies 
to other hantaviruses in the range of 54–58% at the nucleotide level for the entire S 
segment and 60–64% at the nucleotide level for the entire L segment. Due to the 
highly divergent nature of Nova virus, the M segment has not yet been successfully 
amplified (Kang et al. 2009c).

Finally, Qiandao Lake virus has recently been identified in Suncus cylindricauda 
in Yunnan province in southern China (2010). The discovery of this virus has not 
yet been officially reported, but the full S and M segment sequences are available in 
public databases (Fig. 9.6). It is highly probable that a number of Soricomorpha-
carried hantaviruses will be found in the near future.

9.4 � Recent Breakthroughs

9.4.1 � Geographic Distribution

In recent years, hantaviruses infections have been identified in several new host 
species. At least 14 new species (or lineages) have been discovered within the last 
5  years, 11 from Soricid hosts (Tanganya, Camp Ripley, Cao Bang, Ash River, 
Jemez Springs, Asama, Oxbow, Imjin, Nova and Qiandao Lake viruses), 2 from 
murine hosts (Serang, including Jurong virus and Sangassou virus) and 1 from a 
Sigmodontine host (Catacamas virus, possibly a lineage of BAYV). Several other 
species from Soricid hosts have also been detected (three in the USA, two in 
Russia, two in Finland and one in Korea) but have not yet been reported officially 
(Kang et al. 2009c). The identification of these viruses has also contributed to a 
more accurate knowledge of hantaviruses distribution (Fig. 9.7).

Molecular methods are also providing more information in locations where human 
hantavirus infections are known but the causative hantavirus species is undetermined. 
Although TPMV was discovered in India long ago (Carey et al. 1971), it has only 
been in recent years that human infections have been observed (Clement et al. 2006; 
Gadkari 2005). According to molecular analysis, the virus (or viruses) responsible 
appears to be a murid-borne virus (Chandy et al. 2009b). A similar story has occurred 
in Africa. Although serological surveys detected antibodies to hantaviruses in human 
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populations in several west and central African countries (Gonzalez et  al. 1984, 
1989; Tomori et al. 1986), in Djibouti (Rodier et al. 1993) and in Egypt (Baddour 
et al. 1996), the first molecular evidence of hantavirus presence in sub-Saharan Africa 
was recorded only recently. In Guinea, Sangassou virus (from African woodmice) 
and Tanganya virus (from a shrew, Crocidura theresae) were identified using 
molecular techniques in 2006 and 2007 respectively (Klempa et al. 2006, 2007). 
As yet, neither virus has been implicated in human disease although a recent study 
in Sangassou village has detected antibodies in humans (Klempa et al. 2010).

Fig. 9.6  Neighbour-joining tree using the p-distance model (10,000 replicates) for the partial 
S segment, showing bootstrap values ³70 for representatives of all soricomorph-borne hantavirus 
species. GenBank accession numbers and proposed primary soricomorph hosts are shown next to 
each sequence. Branch lengths are to scale
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9.4.2 � Hantavirus Hosts

9.4.2.1 � Co-evolution vs. Host Switching

Until recently, the predominant view of hantavirus phylogeny was that these viruses 
had, in general, co-evolved with their rodent hosts. The highly divergent nature of 
TPMV, added further support to this theory (Song et al. 2007a). The co-evolution 
theory appeared to fit well both on family and subfamily level (Cricetidae versus 
Muridae, and within the former, Arvicolinae versus Sigmodontinea/Neotominae) 
(Herbreteau et al. 2006) and on a group and species level. For example the different 
DOBV-SAAV lineages are hosted by different rodent lineages of the genus Apodemus 
(Klempa et al. 2008) and the SNV variants are detected in different Peromyscus 
species (Monroe et al. 1999). Some well-quoted examples of host-switching events 
include the Arvicoline-borne virus, Topografov virus, which although hosted by 
Lemmus sibiricus, from co-phylogeny analysis, should be hosted by a member of 
the Microtus genus (Vapalahti et al. 1999a, b). Also the Sigmodontine associated 
Limestone Canyon virus, which would appear to be hosted by a rodent of the 
Reithrodontomys genus, when in fact it is found in Permoyscus boylii (Sanchez 
et al. 2001) (Fig. 9.8). However in general the co-evolution hypothesis based on 
rodent hantaviruses was fairly well accepted.

Fig. 9.7  Geographic distribution and hosts of recently discovered hantaviruses. Key: M urine-
borne, A arvicoline-borne, S sigmodontine-borne, I soricomorph-borne
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Fig. 9.8  Neighbour-joining tree using the p-distance model (10,000 replicates) for the partial 
cytochrome B gene of all rodent and soricomorph species suspected as primary hantavirus reservoirs. 
Tree is rooted to the cytochrome B sequence of the fish, Zacco platypus. GenBank accession 
numbers for host species and suggested associated hantaviruses are shown next to each sequence. 
Branch lengths are to scale
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However, the recent discovery of several species of hantaviruses hosted by 
soricomorph mammals, suggested that this co-evolution picture may not be quite so 
simple (Ramsden et al. 2007). If the co-evolution theory was to stand, then these 
viruses, hosted by much more distantly related mammals, a totally different order 
(Fig.  9.8) should in theory show a much higher divergence to the rodent-borne 
hantaviruses. Although this is the case for Imjin, Thottapalayam and Nova viruses, it 
clearly is not for the remaining soricomorph-borne species (e.g. Seewis virus, Asama 
virus, Ash River virus, etc.), all of which group much more closely with the rodent-
borne viruses than they do with the other soricomorph-borne viruses. There has 
even been some evidence of co-evolution and host-switching within this latter group 
(Kang et al. 2009b), but it is clear that other explanations are needed to explain what 
we currently see in terms of hantavirus genetic evolution (Ramsden et al. 2008).

Three soricomorph hantaviruses (namely: Thottapalayam, Imjin and Nova viruses) 
appear to be the most genetically divergent of the Hantavirus genus. This suggests 
that soricomorphs share the longest evolutionary history with hantaviruses and that 
ancestral soricomorphs may have been the ancestral hosts of hantaviruses. Viruses 
of the Hantavirus genus are the only Bunyaviridae not to require arthropod vectors. 
The possibility that insectivorous mammals may have been the original hosts of the 
hantaviruses suggests that an opportunity may have arisen that allowed an originally 
insect-borne virus, to adapt and then evolve in mammalian hosts, no longer requiring 
arthropod vectors for its transmission (Henttonen et al. 2008). Some hantaviruses 
have actually been detected in arthropod vectors, including HNTV in the trombiculid 
mite Leptotrombidium scutellare (Deng et al. 2008) and gamasid mites in China 
(Zhang et al. 2002) and BAYV in trombiculid mites and in an ixodid tick in the 
USA (Houck et al. 2001), although this does not imply that they have any role in 
hantavirus epidemiology.

Although rodents and soricomorphs are from different taxonomic orders, they often 
share the same habitat, potentially providing multiple opportunities for interaction. 
As hantaviruses have been shown to be fairly stable ex vivo, this may also build the 
case for environmental contamination (Hardestam et  al. 2007). The presence of 
hantaviruses in both host orders suggests that some of these interactions (e.g. shared 
use of trails, inter-specific wounding, etc.) may have led to historical host-switching 
events. The existence of two genetically distinct groups of hantaviruses in sorico-
morphs indicates that the evolutionary history of hantaviruses is probably more 
complex than first thought. Perhaps hantaviruses originally infected soricomorphs, 
co-evolved to some extent in this order, then switched to rodents, co-evolving in this 
order and then switched back (perhaps on multiple occasions) to soricomorphs (Kang 
et al. 2009c). Hopefully the further discovery of more hantaviruses in other sorico-
morphs (and rodents) may help to provide further clarification of this situation.

9.4.2.2 � Primary Hosts Species Identification

Mammalogists acknowledged for a long that the taxonomy of rodent species needed 
some revision. Many rodent species have been given several colloquial and even 
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scientific names over the years. Voucher specimens or information of great importance 
(i.e., collection locality) are still often missing. The precise identification of the host 
is crucial to study presumed co-evolution of the animal with its virus. As stated 
previously, one of the defining features of each hantavirus is that it is hosted by a 
different host species or sub-species (Nichol et al. 2005). Molecular techniques are 
now regularly employed to identify new rodent and soricomorph specimens and to 
establish the identity of archival voucher specimens. Generally the techniques 
used include mitochondrial DNA analysis (e.g. cytochrome B gene or cytochrome 
oxidase subunit 1 sequences) or other barcode markers in the host genome and 
this has led to the identification of cryptic species and a revision of many of the 
rodent genera and species (Lecompte et al. 2005; Pages et al. 2010; Rivera et al. 
2007). As a result, many studies now routinely genetically determine the rodent 
or soricomorph host species consecutively with the hantavirus species (Plyusnina 
et al. 2008b; Kang et al. 2009a; Korva et al. 2009a).

The molecular identification and analysis of both host and hantavirus species has 
added to the knowledge of hantavirus-host relationships. It is now clear that although 
many hantaviruses have a single dominant rodent host (or soricomorph) species 
reservoir, many regularly cause spill-over infections into other species. In addition, 
there are also several examples of host-sharing. In some cases, such as Rio Segundo 
virus, there does not appear to be any significant genetic differences between the 
virus strains infecting different host species or lineages (Nemirov et  al. 2010; 
Salazar-Bravo et al. 2004). But in some other virus species (e.g., DOBV-SAAV and 
ANDV), different virus strains infect different rodent species or sub-species.

9.4.2.3 � Host Phylogeography

Molecular studies of hantaviruses may also provide clues to the historical and cur-
rent migratory pathways and dispersal routes of their small mammalian hosts. In 
some viruses, closely related lineages are found in different geographic locations 
(Dekonenko et  al. 2003; Zou et  al. 2008a), suggesting that there has been fairly 
recent transmission of hantaviruses between the mammalian hosts at these loca-
tions. At some sites, hantaviruses are sporadically present and absent, indicating re-
infection from an outside source and therefore present migration and/or dispersal 
routes (Abramson and Kenkre 2002). The presence of genetically different lin-
eages at different geographic locations suggests an absence of gene flow between 
these locations, perhaps indicating geographic isolation or alternatively, providing 
clues to historical refugia. Areas of high hantavirus prevalence may also be linked 
to current or historical refugia (Dragoo et al. 2006). With SNV, human disease was 
more frequent in areas where the deer mouse population was persistently infected, 
in contrast to areas where the deer mouse population was only intermittently infected 
(Feuer et al. 1999).

The presence of HNTV and SAAV in eastern and western lineages of Apodemus 
agrarius (Plyusnina et  al. 2009a; Zou et  al. 2008a) also raises some interesting 
questions. SAAV is closer to DOBV than to HNTV, but the split between western 
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and eastern A. agrarius in no more than 100 000 years old (Michaux, personal 
communication). It may be that as yet undetected intermediate virus forms exist in 
other Apodemus species, potentially in central Asia or China.

9.4.2.4 � Host Species Susceptibility

Although the shared genetic variability between host and virus may be explained to 
some extent by a shared evolutionary history (such as migration, isolation and refugia), 
a kind of ‘arms race’ may also exist between hantavirus and host, leading to further 
genetic variation. Indeed, in some areas that do support the appropriate hantavirus 
host species, hantaviruses are not present. Although this may be due to historical 
reasons, variation in rodent major histocompatibility complex (MHC) subtypes that 
relate to susceptibility to infection by hantaviruses have also been described and 
may play a role in hantavirus geographic range. At least three MHC alleles in bank 
voles (Myodes glareolus) affect the individual’s infection susceptibility. Allele 
Cgl-DQA-09 is positively associated with infection with PUUV, while alleles 
Cgl-DQA-05 and Cgl-DQA-12 reduce this risk (Deter et al. 2008). It also appears 
that some rodent species, although present at large enough densities to support han-
tavirus circulation, have never been found to host hantaviruses, suggesting possible 
genetic resistance to hantavirus infection in these animals (N. Charbonnel, personal 
communication).

9.4.3 � Recombination and Reassortment

Hantaviruses, as RNA viruses, show a fairly high degree of genetic variability. 
The presence of quasi-species has been demonstrated both in the laboratory and 
under natural conditions for several hantaviruses (Feuer et al. 1999; Plyusnin et al. 
1996a; Sironen et al. 2008). The presence of several viral sub-populations or even 
virus species within the same host individual provides opportunities for adaptation 
to a potentially changing environment and for both re-assortment and recombination 
to occur.

Laboratory induced and natural reassortment and recombination of hantavirus 
strains has been detected for several hantaviruses. Non-random reassortment has 
been observed between PUUV strains in Finland at the contact zone where two 
PUUV lineages meet (Razzauti et al. 2009). S and L segments always came from 
the same lineage and this non-random pattern suggests that this genome configu-
ration is important for virus survival. Natural reassortment from the same lineages 
have also been detected for PUUV (Razzauti et al. 2008), SNV (focusing primarily 
on gene-flow in the M segment) (Black et al. 2009), ANDV (Medina et al. 2009), 
HNTV (Zou et  al. 2008a) and potentially historically in DOBV (Klempa et  al. 
2003b). Recombination events have also been demonstrated for the S segment of 
Tula hantavirus (Sibold et al. 1999). A natural reassortment virus between HTNV 
and SEOV has also been observed (Zou et al. 2008b), indicating that reassortment 
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viruses may occur between species as well as within species in the right environment, 
in contrary to one of the ICTV’s rules regarding hantavirus species classification 
(Nichol et al. 2005).

9.4.4 � Susceptibility to Disease in Humans

Recent studies have indicated that susceptibility to infection and disease severity in 
humans could be associated with immunogenetic factors. Individuals with certain 
human leukocyte antigen (HLA) haplotypes or tumour necrosis factor polymor-
phisms are more predisposed to severe disease. For example HLA haplotype 
B8-DR3, C4A*Q0 and DRB1*0301 individuals are at risk of developing severe 
Puumala disease (Makela et al. 2002; Mustonen et al. 1996). Populations with a 
higher occurrence of certain haplotypes (e.g. HLA-B*46-DRB1*09 and HLA-
DRB1*09 in the Chinese Han population) also seem to be more susceptible to 
HNTV infection (Wang et al. 2009). In patients infected with ANDV, HLA-DRB 
1*15 was commonly associated with a mild disease course, while HLA-B*08 was 
more common in patients with severe disease (Ferrer et  al. 2007). Patients with 
either increased or decreased levels of tumour necrosis factor alpha are also more 
predisposed to experience severe disease during Puumala infection (Kanerva et al. 
1998; Maes et al. 2006; Makela et al. 2002). The platelet glycoprotein polymor-
phism, HPA-3, also appears to be linked to more severe disease course in humans 
(Liu et al. 2009). This may help to explain the variation in disease course seen in 
many patients and the geographic variability in disease incidence, although as men-
tioned previously, some areas with a high incidence of human hantavirus infection, 
may relate to viral refugia sites (Glass et al. 2007).

As with rodents, the susceptibility to hantavirus disease in humans varies with 
gender. Although similar proportions of men and women are known to have 
antibodies to PUUV, men are more likely to express severe symptoms (Vapalahti 
et al. 2003). However, when assessing disease risk for different individuals, other 
non-genetic risk factors generally relating to hantavirus exposure such as an indivi
dual’s occupations or activities, must be considered. Individuals engaged in outdoor 
sports or occupations (e.g. forestry or farming) or in peridomestic cleaning are at 
higher risk of hantavirus infection in some locations (Pal et al. 2005; Vapalahti et al. 
1999a, b; Zeitz et al. 1995), but not in all (Fulhorst et al. 2007; Schultze et al. 2007). 
Smoking is also a clear risk factor for hantavirus infection (Vapalahti et al. 2010).

9.5 � Conclusion

During recent years, molecular methods have significantly contributed to the com-
prehension of hantavirus biology and diversity, the role of reservoir hosts and the 
importance of the human disease. A wider use of the existing methods and the 
development of new molecular tools will hopefully provide more precise data and 
address some of the important questions still under much debate.
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Abstract  The efficacy of penicillin in Staphylococcus aureus infection has justified 
its widespread use. The counterpart has been the rapid emergence of penicillin 
resistant strains. Currently, almost 90% of S. aureus strains are penicillin resistant 
by the acquisition of a plasmid-encoded penicillinase. The use of a new semi- 
synthetic b-lactam, the methicillin has allowed treating these resistant strains. However, 
as for the penicillin, methicillin resistant S. aureus (MRSA) have rapidly been 
selected but remained mainly confined to hospitals. Recently, MRSA have indepen-
dently emerged in the community. The acquisition of mecA gene carried on a mobile 
genetic element called Staphylococcal Cassette Chromosome mec (SCCmec) confers 
methicillin resistance. This gene encodes for a penicillin-binding protein which has 
a low affinity not only for most semi-synthetic penicillin (such as methicillin) but also 
for the entire b-lactam class. The origin of this gene and cassette are unknown. 
However, SCCmec is widespread in coagulase negative staphylococcus (CoNS). 
Since methicillin susceptible S. aureus and CoNS share the same ecological niches 
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in humans such as the anterior nares, transfer could occur from MR-CoNS to 
methicillin susceptible S. aureus but its mechanism remains unknown. In this 
review, we will describe what argue in favor of this hypothesis, focusing on what is 
currently known on the structural genetic organization of SCCmec found in 
MR-CoNS and MRSA.

10.1 � Introduction

Staphylococcus aureus is recognized as a major human pathogen causing a wide 
range of infections but is also a commensal species colonizing the skin and mucous 
membranes of humans. S. aureus infections are ranging from skin infections usually 
benign to bloodstream infections which are frequently life threatening (Lowy 1998). 
They can occur both in the community and hospitals. S. aureus is also able to 
asymptomatically colonise healthy individuals. Among the multiple body sites 
where it can be detected, the anterior nares are the most frequent constituting an 
important ecological reservoir of this organism in humans. At any given point in 
time and any country, 15–40% of individuals are asymptomatic nasal carriers of 
S. aureus (Wertheim et al. 2005). Nasal carriers have nevertheless at higher risk of 
infection than non-carriers (von Eiff et al. 2001; Wertheim et al. 2004). S. aureus 
nasal detection has become the gold standard to determine whether a patient is a 
carrier or not. Also, it has been demonstrated that nasal eradication of the anterior 
nares, which can be obtained using topical antibiotics, significantly reduce the risk 
of infection in carriers (Bode et al. 2010). Unfortunately, however, this is a practice 
associated with emergence of resistant strains (Perl et al. 2002).

Prior to the “antibiotic era”, S. aureus was naturally susceptible to all antibiotics. 
It represents the first typical example of the impact of widespread antibiotic use on 
the selection of resistant bacteria. The history of the emergence of antibiotic resis-
tance in S. aureus has recently be analysed as a series of waves (Chambers and 
Deleo 2009). In 1940, the use of penicillin has shown to be highly effective against 
S. aureus infection. The penicillin has therefore been largely used. However, 2 years 
later, the first isolate resistant to this antibiotic has been described first in hospitals, 
next in the community (Barber 1947; Barber and Rozwadowska-Dowzenko 1948; 
Kirby 1944). The prevalence of penicillin-resistant strains has rapidly increased 
within few years to reach 90% of all strains of the species. The mechanism of penicillin 
resistance is due to the acquisition of a plasmid-encoded penicillinase hydrolysing 
the b-lactam ring of penicillin. The origin of this gene is unknown. In 1960, a new 
semi-synthetic antibiotic, methicillin, has been introduced to treat infections caused 
by penicillin-resistant S. aureus strains. However, 1  year later, the first strain of 
methicillin resistant S. aureus (MRSA) has been observed (Barber 1961; Jevons 
1961). During 50 years, the prevalence of MRSA strains has increased slowly and 
then rapidly from late 1980 in most hospitals worldwide and has reached in some of 
them 30–60% of all hospitals S. aureus. However, several countries in northern 
Europe have a low prevalence of MRSA in hospital. Recently, several countries such 
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as France have reported downward trends (Jarlier et  al. 2010). MRSA strains 
remained mainly confined to hospitals and other institutional health care settings 
causing frequent infections in persons who have a history of recent hospitalization 
or who had a close contact with an individual recently hospitalized, or working in 
hospitals. They were called healthcare-associated MRSA (HA-MRSA) strains. 
The vast majority of HA-MRSA has as characteristics to be also resistant to 
non-b-lactam antibiotics class such as lincosamides, macrolides, aminoglycosides, 
fluoroquinolones, or combinations of theses antibiotic. They belong for most of them 
to ten major pandemic clones named Archaic, Berlin, Iberian, Irish-1, Brazilian, 
Hungarian, New York/Japan, Southern Germany, several UK EMRSA, and Pediatric 
clones (see for review Deurenberg and Stobberingh (2008)). Since 1990, new 
MRSA clones have emerged in community causing infections in individual 
without exposure to healthcare and have been called community associated MRSA 
(CA-MRSA) (Anonymous 1999; Coombs et al. 2004; Herold et al. 1998; O’Brien 
et  al. 2004; Udo et  al. 1993). The causes of their emergence remains unknown, 
especially in populations exposed to low selective antibiotic pressure comparatively 
to what is observed in the hospital setting. CA-MRSA differ phenotypically and 
genotypically from HA-MRSA (Deurenberg and Stobberingh 2008). For example, 
the majority of CA-MRSA isolates are more susceptible to non-b-lactam antibiotics 
than HA-MRSA. The genetic diversity of CA-MRSA has been found to be greater 
than that of HA-MRSA suggesting that more S. aureus susceptible lineage became 
CA-MRSA (Tristan et al. 2007; Vandenesch et al. 2003). They have rapidly been 
reported in several countries including those known to have a low prevalence of 
MRSA, such as countries from northern Europe (Bartels et al. 2007). In the United 
States, CA-MRSA have rapidly diffused in the community and become the major 
cause of skin and soft tissue infections (Moran et al. 2006).

In contrast to S. aureus, the others members from the genus Staphylococcus 
cause rarely infections in humans except for patients who carry foreign body mate-
rials and/or who are immunocompromized. Among the 48 species contained in 
the genus, only a few are isolated from humans. Since the majority of them are 
unable to coagulate rabbit plasma, they are grouped together under the generic name 
of coagulase-negative staphylococci (CoNS). In humans, three species are the 
most frequent: Staphylococcus epidermidis, Staphylococcus haemolyticus, and 
Staphylococcus hominis. CoNS differ also from S. aureus by the high prevalence of 
carriage in commensal flora but both colonise the same body site: the anterior nares 
(Becker et al. 2006; Costa et al. 2004). Lastly, CoNS are usually much more resis-
tant to antibiotics than S. aureus.

The mechanism of methicillin resistance has been elucidated more than 20 years 
after the first description of a MRSA strain (Hartman and Tomasz 1984; Ubukata et al. 
1985). It is due to acquisition of mecA gene encoding for a penicillin-binding protein 
(PBP) 2a or PBP 2¢, a transpeptidase which has a low affinity not only for most semi-
synthetic penicillin (such as methicillin) but also for the entire b-lactam class of anti-
biotics. Indeed, these are ineffective for treatment of MRSA infections (Matsuhashi 
et al. 1986). mecA gene is carried on a mobile genetic element called Staphylococcal 
Cassette Chromosome mec (SCCmec) (Ito et  al. 1999; Katayama et  al. 2000) 
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which was found inserted into the chromosome of susceptible strains from several 
S. aureus and CoNS lineages. Soon after the first description of SCCmec, several 
different genetic structures of SCCmec were found in different Staphylococcus 
species; SCCmec diversity being higher in methicillin resistant CoNS (MR-CoNS) 
species than in MRSA. Recent reports have documented that nasal carriage preva-
lence of MR-CoNS was higher than that of MRSA in the community, as well as in 
the hospital setting. MR-CoNS could then act as a potential mecA gene reservoir for 
methicillin susceptible S. aureus (MSSA). Since CoNS and MSSA share the same 
ecological niches in humans such as the anterior nares, SCCmec transfer could 
occur from MR-CoNS to MSSA but its mechanism remains unknown. In this review, 
we will describe what argues in favor of this hypothesis, focusing on what is cur-
rently known on the structural genetic organization of SCCmec found in MR-CoNS 
and MRSA.

10.2 � SCCmec Element: Structural Genetic Organization  
and Classification

SCCmec element is a DNA fragment which was initially called “additional DNA” 
or “mecDNA” since it carries mecA and has no allelic equivalent in MSSA strains 
(Ito et al. 1999; Katayama et al. 2000). Their sizes range from 21 to 67 kb. It has 
been found localized on the chromosome of S. aureus between the genes encoding 
protein A (spa) and a protein involved in the biosynthesis of purine (purA), near the 
chromosomal origin of replication. It is integrated at a specific site, designated 
attBscc, located at the 3¢ extremity of orfX, a gene of unknown function (Ito et al. 
1999). SCCmec is flanked by direct repeat (DR) sequences containing integration 
site sequences. The recombination events (insertion and excision) of SCCmec in S. 
aureus chromosome are driven by specific recombinase genes designated ccr (for 
cassettes chromosom recombinases) and carried by SCCmec (Katayama et  al. 
2000). The Ccr recombinases are considered as belonging to the invertase/resolvase 
family since their NH2-terminal is highly homologous to those of members of this 
family (Abdel-Meguid et al. 1984). They clearly differ from the integrase family of 
site-specific recombinases, such as those of bacteriophage lambda and conjugative 
transposons. Consequently, SCCmec has been described as a novel genetic mobile 
element carrying mecA. Although SCCmec is widely distributed in several members 
of the Staphyloccus genus, the mechanism of SCCmec transfer from cell to cell 
remains unknown to date.

SCCmec elements are divided in three so-called J regions and two genes com-
plexes, namely the mec and ccr gene complexes (Fig. 10.1). Recently, it has been 
proposed that the term J region should refer to “joining region” but not to “junkyard 
region”, as previously designed (International Working Group on the Classification 
of Staphylococcal Cassette Chromosome Elements 2009). The three J regions are 
located for J1, between the right chromosomal junction and the ccr gene complex, 
for J2 between ccr gene complex and the mec gene complex, and for J3 between the 
mec complex and the left chromosomal junction (orfX). Although these regions may 



Fig. 10.1  Structural comparison of SCCmec elements which are composed of the ccr gene 
complex (blue) and the mec gene complex (peach). Other areas (light gray) of SCCmec are 
nonessential and are divided into three regions, J1–J3. The ccr gene complex consists of ccr genes 
that are responsible for the mobility of SCCmec and surrounding ORFs. The mec gene complex is 
responsible for methicillin-cephem resistance. Red arrowheads indicate the IS of SCC that comprise 
DR sequences. (From International Working Group on the Classification of Staphylococcal Cassette 
Chromosome Elements  (2009). With permission)
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carry genes encoding additional antimicrobial resistance, they are not considered as 
essential components of the cassette although they play a role in the hierarchical 
system classification of SCCmec. Recently, the classification of SCCmec elements 
has been revised by an International Working group on the classification of staphy
lococcal cassette chromosome elements (IWG-SCC) (International Working Group 
on the Classification of Staphylococcal Cassette Chromosome Elements 2009). The 
definition of a SCCmec type is based on the combination of a ccr gene complex 
represented by the ccr gene allotype and of the class of the mec gene complex.  
A subtype of SCCmec is defined by the variations in the J regions.

The ccr gene complex includes ccr genes which belong to three distinct phylogenetic 
groups designed ccrA, ccrB, and ccrC sharing less than 50% of DNA similarity with 
each other. To date, four allotypes of ccrA and ccrB and only one of ccrC have been 
found in S. aureus. They are designed as ccrA1 to A4, ccrB1 to B4 and ccrC1. Their 
association defined the 5 types of the ccr gene complexes found in S. aureus, as follows: 
type 1 carrying ccrA1B1, type 2 carrying ccrA2B2, type 3 carrying ccrA3B3, type 4 
carrying ccrA4B4 and type 5 carrying ccrC1. An additional allotype designed as ccrA5 
have been identified in Staphylococcus pseudointermedius (Descloux et al. 2008) and 
still others, designated ccrB6 and ccrB7, in Staphylococcus saprophyticus (Higashide 
et al. 2008). The IWG-SCC has recently proposed to recognize a novel ccr and a novel 
allotype on the basis of the percentage of DNA sequence similarity with the previously 
described ccr (International Working Group on the Classification of Staphylococcal 
Cassette Chromosome Elements 2009). The cut off limit of DNA sequence similarity is 
below 50% for a novel ccr and between 50% and 85% for a novel ccr allotypes.

The mec gene complex is composed of mecA, its regulatory genes and associated 
insertion sequences. The regulation of mecA is driven by the repressor MecI encoded 
by mecI gene and the trans-membrane b-lactam-sensing signal transducer MecR1, 
encoded by mecR. In the absence of a b-lactam antibiotic, MecI represses both the 
transcription of mecA and mecR1-mecI. In the presence of a b-lactam antibiotic, 
MecR1 is auto-catalytically cleaved, and the metalloprotease domain, located in 
the cytoplasmic part of MecR1, becomes active and cleaves MecI which is bound to 
the mecA operator region (Chambers 1997). As a consequence, the mecA gene can 
be transcripted and, subsequently, production of PBP2a occurs. Four classes of mec 
genes complex have been identified and designed by A to D. The prototypical class 
A mec gene complex contains mecA, the complete mecR1, mecI genes upstream of 
mecA, and insertion sequence IS431 downstream of mecA (Katayama et al. 2001). 
The class B mec gene complex contains mecA, a truncated mecR1 by the insertion 
of IS1272 upstream of mecA, and IS431 downstream of mecA (Heusser et al. 2007). 
The class C mec gene complex contains mecA, a mecR1 gene truncated by the insertion 
of IS431 upstream of mecA, and IS431 downstream of mecA (Kobayashi et  al. 
2001). Two classes C mec gene complexes, class C1 and C2, have been separated 
upon the orientation of IS431 upstream of mecA. They have likely evolved indepen-
dently. The IS431 upstream of mecA has the same orientation than when down-
stream of mecA in the class C1 complexes while it reversed in class C2. The class D 
mec gene complex contained mecA and DmecR1 (no insertion sequence downstream 
of DmecR1 has been found) (Suzuki et al. 1993).
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Since additional IS, such as IS431 and IS1182, have been found inserted within 
class A mec gene complexes, several variants of class A have been described and 
designed by a numerical string following the class A: class A

2
, A

3
 and A

4
. The class 

A
2
 carries IS431 downstream of mecI and has been found in S. haemolyticus. 

The classes A
3
 and A

4
 have been identified in MRSA strains carrying IS1182 

in and around the mecI gene, respectively. A variant of class B, designed as 
class B

2
 mec gene has also been described due to the presence Tn4001 inserted 

upstream of mecA.
To date, the methods for typing SCCmec are based on multiplex PCR, such as 

proposed by Kondo et al. (Kondo et al. 2007). This PCR-scheme requires using five 
multiplex PCR. This approach is not easy to perform routinely but is the most appro-
priate to type SCCmec. However, determining the entire nucleotide sequence is 
required to describe a novel SCCmec.

In all, SCCmec types have firstly been designed by roman numbers only. Although 
this nomenclature is non informative on the ccr allotype or class of mec gene com-
plexes, the IWG-SCC has proposed to retain it because it has widely been used to 
type SCCmec from MRSA clones (International Working Group on the Classification 
of Staphylococcal Cassette Chromosome Elements 2009). However, in order to be 
more informative, each SCCmec type should also be designated by an additional 
couple of an Arabic number and a capital letter in parentheses defining the ccr and 
mec gene complexes harboured by the SSCmec type, Type I for 1B for example 
(Fig. 10.1). To design the SCCmec subtype, three methods have been used to define 
the differences of J1, J2, and J3 regions but the IWG-SCC has recently proposed to 
use a system developed by Stephens et al. (Stephens et al. 2007), as provided on a 
dedicated website: http://www.sccmec.org (IInternational Working Group on the 
Classification of Staphylococcal Cassette Chromosome Elements 2009).

10.3 � SCCmec Element in S. aureus

It has experimentally been shown that, if SCCmec is carried an a multicopy plasmid, 
it transfers into the chromosom in a site and orientation-specific manner, driven by 
the recombinases carried by SCCmec (Katayama et al. 2000). However, the precise 
mechanism by which SCCmec is transferred in Nature to S. aureus, the conditions 
promoting this transfer and the nature of the original SCCmec reservoir are so far 
unknown. However, several researchers have estimated the number of times that 
SCCmec has been acquired by S. aureus on the basis of evolutionary models (Nubel 
et al. 2008; Robinson and Enright 2003). The construction of such models has been 
made possible since the strains have unambiguously been identified by their partial 
sequences of seven housekeeping genes (Enright et al. 2000). This molecular typing 
method is called multi-locus sequence typing (MLST) (Enright et al. 2000). In the 
early 2000s years, using multilocus sequence typing (MLST) and the eBURST 
algorithm on a international collection of strains, 11 major MRSA clones have been 
identified within five phylogenetically distinct lineages which led to the hypothesis 
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that MRSA emerged on multiple occasions within a given phylogenetic lineage 
(Enright et al. 2002; Robinson and Enright 2003). The five phylogenetic lineages 
are recognized by eBURST as clonal complexes (CCs). A given clonal complex 
includes all STs which have, at least, five to seven loci identical with a predicted 
ancestral allelic profile (Feil et al. 2004). CC5, CC8, CC22, CC30, and CC45 con-
stitute the five major MRSA CCs (Fig. 10.2). To estimate more accurately mecA 
acquisition frequency by S. aureus, a higher-resolution multilocus-locus sequence 
typing has been developed, targeting the seven originally used house keeping genes 
and eight new sequences (seven from genes encoding surface proteins known to be 
more polymorphic and repeat sequences of the spa gene) (Robinson and Enright 
2003). For each linage, an evolutionary model has been constructed on the basis of 
these data to estimate the frequency of MRSA emergence. The authors of this work 
have proposed that MRSA has emerged at least 20 times in S. aureus (Robinson and 
Enright 2003). More recently, a new evolutionary scenario has been proposed esti-
mating that the acquisition frequency of SCCmec by MSSA was approximately 20 
times higher than previously determined (Nubel et  al. 2008). This scenario was 
deduced from analysis of a single ST, ST5, by single nucleotides polymorphisms 
obtained within 108 genes loci spanning 46 kb from each isolate within a collec-
tion of 135 isolates. Isolates were collected from 22 countries in six continents 
(Nubel et al. 2008). The results showed that acquisition of SCCmec by MSSA ST5 

Fig. 10.2  Analysis of the entire methicillin resistant Staphylococcus aureus multi-locus sequence 
typing database (Accessible at www.saureus.mlst.net) using e-Burst algorithm (Feil et al. 2004). 
For clarity, ST labels have been removed. STs published before and after 2002 are shown as yellow 
and blue circle. The predicted ST founder of each clonal complex have shown as red circles. Only 
clonal complexes designated as CC are labeled. The CC underlined are those described in 2002
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occurred at least 23 times and that the potential progeny of such strains were usually 
distributed locally rather than globally. The perception that only few MRSA clones 
have spread globally and that the acquisition of SCCmec by S. aureus was a rare 
event must thus be challenged by these results on ST5, especially if they can be 
extended to other STs. It is now believed that the acquisition frequency of SCCmec 
by S. aureus is higher than previously thought (Robinson and Enright 2003). 
Furthermore, the number of STs, and to a lesser degree of CCs, has considerably 
increased since the first scenario. In comparison to 2002 (Enright et al. 2002), 
the number of ST and CCs increased from 54 and 5 to 438 and 16, respectively 
(Fig. 10.2). This increase in description of new STs reinforces the idea that the num-
ber of acquisition is still underestimated. However, each in construction might not 
be epidemiologically successful.

To date, eight main SCCmec allotype designated SCCmec I to VIII have been 
described in MRSA clones (Berglund and Soderquist 2008; Ito et al. 2001; Ito et al. 
1999; Ito et  al. 2004; Ma et  al. 2002; Oliveira et  al. 2006; Zhang et  al. 2009) 
(Fig. 10.1). MRSA clones are best characterised by their ST types and SCCmec 
elements. The first HA-MRSA described harbour SCCmec I to III which were con-
sidered to be the longest SCCmec (31–67 kb) whereas the first CA-MRSA described 
carried SCCmec IV which is the smallest SCCmec (21–24 kb). Since SCCmec IV 
has been rarely found in MRSA before 1990, it has been suggested that this small 
SCCmec has recently been acquired by S. aureus, probably from another staphylo-
cocci species, such as S. epidermidis, because it is the more prevalent MR-CoNS 
species (Naimi et al. 2001; Okuma et al. 2002; Oliveira et al. 2002).

10.4 � Origin of mecA and SCCmec Element

Since the first description of MRSA, finding the origin of mecA gene and of SCCmec 
has been a challenge for microbiologists. It is not resolved yet but some hypotheses 
have been proposed. The exogenous origin of SCCmec has been suggested because 
of its GC% composition and its codon usage which are different from those of 
genomic DNA, and of the presence of direct and inverted repeat which flanked 
SCCmec (Hiramatsu et al. 2001). The insertion of SCCmec at a specific site in orfX 
and the presence of a recombinase carried by SCCmec also concur to consider that 
SCCmec is a mobile genetic element originating from an another species. The mecA 
gene carried by SCCmec from MRSA and from MR-CoNS showed 99.9% DNA 
sequence similarity between strains, suggesting a unique source (Wisplinghoff 
et al. 2003) (Fig. 10.3). The screening of several CoNS by hybridization using a 
mecA DNA probe has revealed that Staphylococcus sciuri could carry a homologue 
of MRSA mecA (Wu et al. 1996). It appeared as a good donor candidate since it 
is considered as one of the most abundant staphylococcal species on our planet 
(Kloos et  al. 1997). Two additional arguments have supported this hypothesis 
(Couto et al. 1996; Couto et al. 2000; Wu et al. 1996). The S. sciuri mecA showed 
79.5% DNA sequence similarity to the mecA gene of MRSA revealing it is closely 
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related (Fig. 10.3). An even higher level of identity (91.2%) has been found between 
the deduced amino acid sequences from two mecA when their transpeptidases 
domains were compared. In addition, S. sciuri mecA homologue has been detected 
in all S. sciuri isolates from a wide variety of ecological sources, suggesting that it 
was native in this species. Although S. sciuri mecA gene was present in all strains of 
the species, strains were fully susceptible to beta-lactam antibiotics, except for the 
isolates selected in vitro or from rare human clinical sources which had a mutation 
or an IS element inserted in the promoter region of the mecA gene (Couto et al. 
2003). Recently, a third variant type of mecA gene has been found in three CoNS 
species: Staphylococcus kloosii, Staphylococcus vitulinus, and Staphylocccus 
capitis (Schnellmann et al. 2006). All were isolated from horse skin. This new mecA 
gene, which displayed 91% DNA identity to the mecA MRSA gene, is more closely 
related to mecA MRSA gene than that carried by S. sciuri (Fig. 10.2). However, it 
was not found in all isolates from these three species. More recently, a mecA gene, 
highly homologous to that of MRSA (99.8% nucleotide identity) has been found 
in several strains of Staphylococcus fleurettii (Tsubakishita et al. 2010). This spe-
cies phylogenetically grouped by 16S rRNA analysis with three other species 
i.e. S. sciuri, S. vitullinus and Staphylococcus lentus. This group has been called 
S. sciuri species group. To date, only strains of the species S. lentus did not carry mecA 
homologue in their chromosome. Since all strains of this S. sciuri group are more 
frequently isolated from a variety of animals and food products of animal origin 
than from humans, CoNS species carrying mecA homologue and colonizing animal 
may play an important role as the source of mecA for S. aureus. In all, several lines 
of findings suggest that the evolutionary precursor of mecA MRSA gene could 
be carried by the chromosome of CoNS species not associated with SCCmec. 

Staphylococcus aureus  EU333401

Staphylococcus epidermidis  X52592

Staphylococcus pseudintermedius  EU929079

Staphylococcus haemolyticus  NC_007168

Staphylococcus saprophyticus  AB353724
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Fig. 10.3  Neighbor-joining tree based on the comparison of 2007-bp mecA gene carried by 
SCCmec element from S. aureus and others staphylococci, and of its mecA gene homologue 
carried outside SCCmec from Staphylococcus spp. 
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The source of the others constituents of the mecA gene complex or SCCmec 
remained elusive since they were absent surrounding the chromosomal region of 
the mecA precursor from S. sciuri and S. vitullinus (Tsubakishita et al. 2010). 
More recently, the sequencing of mecA region from S. fleurettii strains has shown 
the presence of a stretch of a chromosomal sequence (~12 kb long) that had 99% 
nucleotide identity with the corresponding region of the class A mec gene complex 
carried by SCCmec type II, III, and VIII carried by MRSA. This suggests that the 
formation of these SCCmec types required not only S. fleurettii but also a donor 
strain of the others component of SCCmec, such as recombinases and IS responsible 
for the mobilisation and insertion of SCCmec.

It is interesting to note that all the S. fleurettii strains carrying mecA are resistant 
to oxacillin while those of S. sciuri, which all carry a mecA precursor, are mostly 
susceptible. All these findings suggest that S. fleurettii could play a role as the source 
of the mecA donor and for class A mec gene complexes. The acquisition of mecA by 
some strains of S. fleurettii which is a commensal host of animals may due to antibiotic 
selective pressure resulting from antibiotic exposure of animals. To find the animal 
Staphylococcus species in which SCCmec originated as a mobile genetic element is 
a new challenge. The hypothesis that mecA and SCCmec originated from commensal 
CoNS strains of animals seems attractive. However, these species are rarely isolated 
from humans. The transfer of SCCmec from CoNS to S. aureus in animals followed 
by the transmission of MRSA from animals to humans is a possibility. However, 
MRSA found in animals are rarely transmitted to humans and their types are mainly 
animal specific (Cuny et al. 2010). This has been very well demonstrated in the case of 
S. aureus MRSA ST398 (Armand-Lefevre et al. 2005; Huijsdens et al. 2006). Indeed, 
MRSA ST398 has been isolated from pigs but also from pig farmers (Armand-Lefevre 
et al. 2005) and their human contacts (Huijsdens et al. 2006), suggesting that some 
of animals MRSA could have a limited host specificity and be able to colonise 
human. However, these strains do not disseminate in humans far away from pigs 
settings and only few and limited human epidemics have been described.

10.5 � Reservoir of SCCmec Elements in CoNS Species 
Colonizing Humans

S. epidermidis is the most prevalent CoNS species among the staphylococcal flora 
colonizing the normal human skin and mucosa including the nasal microbiota, 
followed by S. haemolyticus and S. hominis (Kloos 1997; Kloos and Musselwhite 
1975). The nasal carriage of MR-CoNS has been studied in different groups of 
subjects according to their level of exposition to the health care system. In hospi-
talized patients, the prevalence of MR-CoNS nasal carriage is currently >40% and 
can reach 80% (Archer and Armstrong 1983; Krediet et al. 2001; Lee et al. 2000). 
Antibiotic pressure and cross contamination are the two main factors which increase 
the carriage of MR-CoNS in hospitalized patients (Terpstra et al. 1999). In outpatients, 
several reports have also emphasized that the prevalence of MR-CoNS nasal carriage 
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was high (Barbier et al. 2010; Jamaluddin et al. 2008; Ruppe et al. 2009; Silva et al. 
2001). We found that in outpatients living in countries with contrasting environments 
(Algeria, Mali, Moldova and Cambodia) the carriage rate ranged from 11% to 31% 
with significant variations between the four countries (Ruppe et al. 2009). As for 
MRSA nasal carriage (Lucet et  al. 2003), previous exposition to the health care 
system (defined as hospitalization in the previous year, or long-term hemodialysis, or 
nursing at home, or living in a rest home), was associated with a higher prevalence 
of MR-CoNS nasal carriage (Barbier et al. 2010). Recently, it has been shown that 
in outpatients previously exposed to the health care system, the carriage rate of 
MR-CoNS reached 25.9% while it decreased to 16.5% in non-exposed patients (Barbier 
et al. 2010). Others have found that in subjects living in the community, the rate of 
carriage ranged from 25% to 30.35% (Jamaluddin et al. 2008; Silva et al. 2001).

The biodiversity of SCCmec elements carried by MR-CoNS strains isolated 
from human nasal microbiota has been studied in different populations (Barbier 
et al. 2010; Hanssen and Sollid 2007; Jamaluddin et al. 2008; Miragaia et al. 2008; 
Miragaia et al. 2005; Ruppe et al. 2009). It has been found to be much more diverse 
than these from MRSA isolates. Four types of SCCmec have been found in 
MR-CoNS: (i) SCCmec which can be assigned to the SCCmec described for 
S. aureus, (ii) SCCmec with new associations between mec and ccr complexes, 
(iii) SCCmec with combinations of several mec or ccr complexes, and (iv) untype-
able SCCmec. SCCmec which have been best characterized were those carried by 
MR-S. epidermidis because this species is the most prevalent among nasal MR-CoNS 
strains, as well as among infection caused by MR-CoNS. Among this species, 
SCCmec type IV has been found in all studies as the more prevalent, with rate  
a ranging from 27% to 41% (Barbier et  al. 2010; Hanssen and Sollid 2007; 
Jamaluddin et al. 2008; Miragaia et al. 2008; Miragaia et al. 2005; Ruppe et al. 
2009). Their nucleotide sequences had 98–99% homology with SCCmec type IV 
carried by MRSA (Wisplinghoff et al. 2003). More recently, complete sequences of 
SCCmec type IVa from 3 MR-S. epidermidis strains have confirmed their high 
homology (>99%) with those available for CA-MRSA, including the major clones 
USA300 and USA400 (Barbier et al. 2010). These results support the hypothesis 
that SCCmec has been exchanged between S. epidermidis and S. aureus. Concerning 
the others SCCmec types, SCCmec type I prevalence was low ranging from 0% to 
4% whereas the prevalence of SCCmec type II, III and V were much more variable, 
ranging from 0% to 29.6%, 0% to 29.6% and 0% to 12%, respectively. Last, 
untypeable SCCmec were frequent in MR-S. epidermidis ranging from 18% to 51%. 
These untypeable SCCmec included some with an association between one mec 
complex and multiple ccr, suggesting that several homologous recombinations 
between distinct SCCmec elements has occurred, as previously suggested for 
SCCmec VIII in MRSA strain C10682 (Zhang et al. 2009). It has been suggested 
that these sequential insertions of foreign genetic elements in orfX contribute to the 
frequent generation of new SCCmec elements resulting in the genomic diversity of 
S. epidermidis (Gill et al. 2005; Zhang et al. 2003). These data constitute one line 
of evidence supporting the role of MR-S. epidermidis as a reservoir of SCCmec 
for S. aureus. SCCmec in others MR-CoNS has been studied in S. haemolyticus, 
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S. hominis, S. saprophyticus, S. cohnii, S. pseudointermedius and S. pettenkoferi 
(Barbier et  al. 2010; Berglund and Soderquist 2008; Descloux et  al. 2008; 
Ruppe et al. 2009; Soderquist and Berglund 2009). S. haemolyticus, S. hominis, 
S. saprophyticus, and S pettenkoferi, all carried some typeable SCCmec. 
SCCmec type V predominated in S. haemolyticus from humans living in various 
countries (Barbier et al. 2010; Berglund and Soderquist 2008; Ruppe et al. 2009). 
Partial sequencing of their mec complexes has revealed over 99% nucleotide 
identity with those of SCCmec type V described in MRSA, suggesting an 
SCCmec exchange between S. haemolyticus and S. aureus (Berglund and 
Soderquist 2008). The other SCCmec of S. haemolyticus have been found untype-
able and highly diverse as in S. epidermidis. Recently, it has been found that some 
isolates from S. saprophyticus, S. hominis and S pettenkoferi carried SCCmec 
type III, SCCmec type VIII and SCCmec type IV, respectively (Barbier et  al. 
2010; Soderquist and Berglund 2009).

In all, the high prevalence of MR-CoNS nasal carriage in the community, just as in 
hospitalized patients, and the high diversity of SCCmec carried by MR-CoNS support 
the hypothesis that MR-CoNS constitutes a pool of SCCmec which can be transfer 
to MSSA, the transfer being probably mediated by the expression of ccr genes.

10.6 � SCCmec Transfer to MSSA

Although, the precise mechanisms of SCCmec transfer between MR-CoNS to 
MSSA have not yet been elucidated, several lines of evidence support the hypothesis. 
Several clinical reports involving health care-associated strains suggest that SCCmec 
transfer from MR-CoNS to methicillin susceptible S. aureus may occur in  vivo 
(Berglund and Soderquist 2008; Ibrahem et  al. 2009; Jamaluddin et  al. 2008; 
Wielders et al. 2001; Wisplinghoff et al. 2003; Zhang et al. 2009). The first clinical 
observation of the transfer of SCCmec from CoNS to S. aureus has been reported in 
an infant treated with beta-lactam antibiotics (amoxicillin and clavulanic acid fol-
lowed by flucloxacillin) (Wielders et al. 2001). The transfer has been hypothesized 
to have occurred in vivo because closely related MSSA and MRSA, and a potential 
SCCmec donor S. epidermidis strain were isolated from this patient (Wielders et al. 
2001). The recent whole genome sequencing of both the S. aureus strains and the 
SCCmec elements has confirmed that the two S. aureus genome differed only by the 
presence of SCCmec element in MRSA and that the SCCmec of the MRSA and of 
the MR-S. epidermidis isolates differed only by a single nucleotide in the ccrB gene 
(Bloemendaal et al. 2010). However, SCCmec transfer could not be obtained in vitro 
by conjugation between these strains (Bloemendaal et al. 2010). The reason of this 
unsuccessfully in vitro transfer remains unclear.

The others clinical observations supported the hypothesis of transfer by showing high 
homology of the nucleotide sequence between SCCmec of MRSA and of MR-CoNS 
isolates in patients (Berglund and Soderquist 2008; Ibrahem et al. 2009; Jamaluddin 
et al. 2008; Wielders et al. 2001; Wisplinghoff et al. 2003; Zhang et al. 2009), 
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but they did not evidenced the transfer itself. However, we can speculate that the 
first step of the SCCmec transfer will consist in its excision from the donor strain 
driven by the ccrAB encoded recombinase, which is constitutive of all SCCmec 
(Katayama et  al. 2000). The excision of SCCmec through CcrAB could then 
spontaneously occur, as show in vitro (Jansen et al. 2006; Noto and Archer 2006; 
Steidl et al. 2008). Antibiotics could play an important role in the transcription 
of ccrA-ccrB genes (Higgins et al. 2009; Steidl et al. 2008). Indeed, exposure to 
beta-lactam antibiotics has an upregulatory effect on the transcription of ccrA and 
vancomycin has an upregulatory effect on the transcription of ccrA of SCCmec IVa 
and an opposite effect on that of SCCmec II (Higgins et al. 2009). Thus, it has been 
hypothesized that vancomycin may have eased the spread of SCCmec IVa (Higgins 
et al. 2009). If the excision of SCCmec from the donor strain occurs, it remains to 
speculate how it is transferred to the recipient strain. It is known that S. aureus is 
not easily transformable. Also, transfer by conjugation has never been obtained 
(Lacey 1972). As for the transfer by transduction, it has been achieved success-
fully 30 years ago, but has never been reported since (Cohen and Sweeney 1973). 
If transduction was indeed the mechanisms of transfer, then SCCmec should be 
integrated in the chromosome. Recently, two new restrictions endonucleases, SauI 
type I restriction-modification system and one belonging to type III restriction-
modification system have been shown to have an important role in the integration 
of foreign DNA in the chromosome of S. aureus (Corvaglia et al. 2010; Waldron 
and Lindsay 2006). It is interesting to note that their expression vary substantially 
between isolates which could explain why some STs could be more prone to accept 
SCCmec that others.

10.7 � Conclusion

The first description of a MRSA strain has been reported in 1961, only 1 year after 
the use of the methicillin to treat infections caused by penicillin-resistant S. aureus 
strains. It has been necessary to wait more than 20 years to elucidate the mechanism 
which supports the methicillin resistance and 15 years more to discover that the 
mecA gene was on a mobile genetic element, SCCmec. During this time, MRSA  
has widely spread in most hospitals worldwide only and was mainly associated with 
healthcare. Recently, it has rapidly emerged in the community causing infections in 
individual without risk exposure to healthcare. Find what is the mecA and SCCmec 
reservoir for S. aureus, how SCCmec is acquired by S. aureus, and what are the 
factors which favour this transfer are important to develop strategies which reduces 
the mecA reservoir, and especially to control or to limit the transfer. Several lines of 
evidence support the hypothesis that MR-CoNS constitute a SCCmec reservoir for 
S. aureus such as the high prevalence of MR-CoNS nasal carriage in the community, 
just as in hospitalized patients, and the high diversity of SCCmec carried by 
MR-CoNS. The mechanism of transfer and the factors which cause the transfer still 
remained to be explored.
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Abstract  Helminths infestations in animals and humans are mostly controlled by 
anthelmintics. Large-scale treatment has led to resistance to many drugs, namely 
benzimidazoles, avermectins and levamisole. Whereas avermectins and levamisole 
resistance appear to be multigenic, benzimidazole resistance is largely monogenic, 
based on polymorphism in b-tubulin gene. Spatial distribution of b-tubulin alleles 
in closed helminths populations supports a common origin of alleles on a specific 
farm. The main forces responsible for anthelmintic resistance development in field 
populations are the introduction of ancestral alleles (i.e. pre existing polymorphism 
in helminths before herds’ constitution) and the selection of alleles appeared after 
herds’ constitution. The acquisition of resistance may have a cost that counterbal-
ance the advantage of being resistant. For benzimidazole resistance, the interaction 
between life-traits combining advantages and disadvantages for resistant genotypes, 
compared to susceptible ones, may explain the stability of acquired resistance along 
years. Much remains to be done for avermectins and levamisole resistance, for 
which molecular mechanisms remain to be identified.

11.1 � Introduction

Helminths are widespread in animals and humans. Control is mostly based on the use 
of anthelmintics at a very large scale in veterinary and human medicines. The large 
use of drugs and appearance of resistance to them has been recorded in many other 
pathogens than helminths (bacteria, fungi and protozoa) and seems to be a general 
rule. The large-scale treatment or prophylaxis has led to resistance to many of the 
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front-line drugs against malaria in man (Enyati and Hemingway 2010) and against 
helminths (mostly nematodes) in animals (Kaplan 2004; Silvestre et  al. 2002). 
Helminth parasite control in human (Pion et al. 2009) and animal health is threat-
ened by the increasing development of anthelmintic resistance against the main 
drug families, namely benzimidazoles (BZ), avermectins and levamisole (Kaplan 
2004; Pomroy 2006). Cases of multi-resistance (i.e. resistance against BZ and 
ivermectin or levamisole) are appearing in many areas of the world (Bartley et al. 
2004; Besier et al. 2003; Sargison et al. 2007; Vermunt et al. 1995). Anthelmintic 
resistance is a major topic of helminth epidemiology research as it is for antimicro-
bial or virus drug resistant pathogens (Riley 2004). The populations of helminths 
are then distributed into distinct groups of different resistance status and hence will 
have different epidemiological traits.

Genetic mechanisms conferring resistance are many and include detoxication 
(MDR Multidrug resistance, (Kerboeuf et al. 2003)), loss of drug binding, modifica-
tion of response after the drug bound its target and loss of the drug target. Whereas 
avermectins and levamisole resistance appear to be multigenic, BZ resistance which 
is the best characterized mechanism is largely monogenic: it is conferred by amino 
acid substitutions in b-tubulin gene that reduce affinity binding of BZ molecules for 
b-tubulin (Kwa et al. 1994; Lacey and Prichard 1986; Silvestre and Cabaret 2002) 
(Table 11.1). Thus the fragmentation of populations into groups of different level of 
resistance will be restricted in BZ-resistance but probably fragmentation for other 
drugs may be more important (into highly, medium and low resistant for example).

11.2 � Benzimidazole Resistance: From Well Known Genetic 
Mechanism to Epidemiology of Resistance

11.2.1 � From Genetic Mechanisms of Resistance to Diagnostic

Several mutations in b-tubulin gene may confer BZ resistance, among which F200Y 
plays a major role (see Box 11.1). Based on the identification of those molecular 
mechanisms, several diagnostic tools were developed: on individual larvae (Silvestre 
and Humbert 2000) and on individual adult worms, with PCR-RFLP (Shayan et al. 
2007; Tiwari et al. 2006). More recently, real time PCR offered a rapid method for 
detection of BZ resistance allele on multiple worms, with a reliable detection thresh-
old of 5% (von Samson-Himmelstjerna et  al. 2009; Walsh et  al. 2007). Those 
molecular tools may not be used for routine molecular resistance testing on farms 
for small ruminants (BZ resistance frequency is too high), but they have proved very 
useful to evaluate the sustainability of management strategies (Leignel and Cabaret 
2001; Leignel et al. 2010). They also may help to monitor the early drug resistance 
development in cattle farms (Coles 2002). Identification of drug target and develop-
ment of reliable molecular diagnoses are prerequisites for the study of mechanisms 
of resistance gene diffusion.
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11.2.2 � Diffusion of Resistance Alleles

Two isotype 1 b-tubulin types (Type I and Type II) were found (Leignel et al. 2002; 
Silvestre and Humbert 2002) after sequencing of a central part of b-tubulin gene 
from Teladorsagia circumcincta field isolates from central and south-western 
France. Each isotype was characterised by synonymous SNP (single nucleotide 
polymorphism) in coding regions, three indels and many SNP in introns. Both types 
comprised BZ–resistant sequences with a F200Y SNP (Elard 1998) indicating that 
BZ-resistant sequences were not monophyletic; in other words, SNP F200Y 
appeared independently in several populations. No data is available for the other 
main species, Haemonchus contortus and Trichostrongylus colubriformis. These 
multiple independent origins of BZ-resistant alleles are also supported by the 
diversity of SNP conferring BZ-resistance (namely, F200Y, E198A and F167Y).

Box 11.1  Genetic Mechanisms of Benzimidazole Resistance

A large number of laboratory strains as well as field isolates were studied for 
BZ resistance. The most frequently detected change associated with BZ 
resistance is a point mutation in codon 200 of the isotype 1 b-tubulin gene. 
This mutation leads to the replacement of phenylalanine by tyrosine (F200Y) 
(Beech et al. 1994; Elard et al. 1996; Elard and Humbert 1999; Kwa et al. 
1994; Palcy et al. 2010; Silvestre and Cabaret 2002). The functional role 
of this F200Y substitution was demonstrated by directed mutagenesis of 
b -tubulin in the free living nematode Caenorhabditis elegans (Kwa et al. 
1995): F200Y substitution causes a loss of binding of BZ and allows tubulin 
to polymerize in the presence of BZ. Increasing number of studies is con-
ducted on field isolates, allowing the identification of rare and new polymor-
phisms conferring BZ resistance. The substitution of phenylalanine for 
tyrosine at position 167 (F167Y) confers BZ resistance to Teladorsagia cir-
cumcincta and H. contortus (Prichard et  al. 2000; Silvestre and Cabaret 
2002). The replacement of glutamate by alanine at position 198 (E198A) was 
found in BZ resistant isolates of H. contortus (Rufener et al. 2009). A field 
isolate of T. circumcincta, which segregates for all three b -tubulin resistance 
mutations, allowed the study of possible interactions between them. Each 
mutation is recessive and only homozygous mutants survived BZ treatments 
(Elard and Humbert 1999; Silvestre and Cabaret 2002). Complementation 
occurs between F200Y and F167Y in that double heterozygotes survive BZ 
treatment just as well as individuals homozygous for F200Y alone. This is 
also true for complementation between F200Y and E198A resistance muta-
tions (Silvestre, unpub results).
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Based on isotype 1 b-tubulin gene sequencing, the spatial distribution of 
BZ-resistant alleles between field isolates was investigated (Silvestre and Humbert 
2002) (Table 11.2). It was found that T. circumcincta and H. contortus had the same 
allelic diversity (eight alleles in ten populations and six alleles in seven populations, 
respectively). In T. circumcincta, some private alleles (TCR4, TCR5 and TCR8) 
were found (present in only one population) and some alleles were shared by 2–3 
populations (TCR3 and TCR7). Similar findings were obtained for H. contortus 
(HCR1 as shared allele by several populations, and HCR2, HCR3, HCR4, HCR5 
and HCR6 as private alleles).

To determine whether if shared alleles were identical by descent (due to migra-
tion or to introduction of ancestral allele) or by homoplasy (independent appearance 
of the same alleles in different populations), the genetic relatedness of BZ-resistant 
populations was studied. Direct study of dispersal and population structure of helm-
inths parasites are impeded by their parasitic development inside hosts. Consequently, 
the use of polymorphic molecular markers and their variation within and between 
predefined populations allows genetic epidemiology of helminths parasites. 
Historical gene flows between populations are rarely known, and inferences can be 
made from neutral genetic markers (i.e. not submitted to selective forces). Among 
genetic markers, mitochondrial DNA (mtDNA) evolves rapidly and lacks recombi-
nation. Based on ND4 gene polymorphism from mtDNA, it was demonstrated that 
population structure of helminths parasites is highly dependant on population structure 
of their hosts (Blouin et al. 1995). T. circumcincta field isolates were characterised 
with mtDNA: no genetic subdivision was observed on a region scale (200 Km) but 
significant genetic subdivision was observed on larger geographical scale, between 
regions (Leignel and Humbert 2001).

Mitochondrial DNA is uniparentally inherited and coding sequences may not be 
neutral (i.e. not only affected by demographic and geographical processes). Other 
genetic markers were developed: microsatellites (MS) are short tandemly repeated 
sequences of DNA of 2–3 base pairs. Polymorphism of MS markers consists of 
variation in the number of repeats of the sequence. MS are highly polymorphic, 

Table 11.2  Distribution of b-tubulin alleles in the Teladorsagia circumcincta (TCR) and 
Haemonchus contortus (HCR) populations. Alleles were sequenced from 5 to 15 individual adult 
male nematodes (Data from Silvestre and Humbert 2002)

Farm T. circumcincta H. contortus

BER – HCR5
BON – HCR3
DEL TCR5 –
FRA TCR3 TCR5 –
GAR TCR8 –
GRO – HCR4 HCR6
HUM – HCR3
PIC TCR3 HCR1
SER TCR7 HCR1
SOR TCR3 TCR4 HCR1 HCR2
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co-dominant (allowing all homozygous and heterozygous genotypes distinction) 
and abundant throughout the genome and were developed for T. circumcincta and 
for H. contortus (Grillo et al. 2006; Hoekstra et al. 1997; Otsen et al. 2000). Based 
on MS polymorphism, genetic relatedness between populations was characterised. 
No genetic subdivision was observed between T. circumcincta populations from a 
given region, but the genetic subdivision was observed between populations from 
distinct regions, confirming mtDNA data (Leignel and Humbert 2001). Conversely, 
H. contortus populations from a given region displayed marked genetic differentia-
tion, suggesting that severe bottlenecks occurred in this species, after farms had 
been established (Silvestre et al. 2009). Life trait history of both species may explain 
these discrepancies: H. contortus populations are strongly reduced during unfavour-
able periods and their high reproductive rate allows the species to persist even after 
severe population reduction. Conversely, T. circumcincta is well adapted to temper-
ate climate, and is very abundant throughout the year. Absence of genetic subdivi-
sion may be due to consistently large effective population (as populations were 
isolated, large gene flow between population is irrelevant).

In this study, the sampled herds are constituted from animals from other local 
farms that have ceased operating, no infected host was introduced since the farms 
had been established up to 20 years previously (Silvestre et al. 2009). As a conse-
quence of this local recruitment of the herds, each population may be genetically 
related to several other ones in the same region. Phylogeny based on network is 
more relevant than phylogeny based on bifurcating trees to illustrate the multiple 
connections between sampled populations. Network built with b-tubulin sequences 
from T. circumcincta (Fig. 11.1) indicates that TCR3 is the most abundant allele, 

Fig. 11.1  Network built with isotype 1 b-tubulin sequences from the nematode Teladorsagia 
circumcincta. Only one sequence is shown for each allele and each population (i.e. each farm). 
Alleles were sequenced from 5 to 15 individual adult male nematodes, data from (Silvestre and 
Humbert 2002). SplitsTree v4.8 software (Huson 1998) was used to build the network with the 
Neighbour-net method, a distance-based method, with the idea of minimizing the distances  
(or number of mutations) within populations (or haplotypes). Each sequence of b-tubulin is coded as 
follows: ‘TC’ refers to T. circumcincta, “R” to benzimidazole resistant sequence (Phe200Tyr poly-
morphism), the figure identifies the allele and the three following letters refer to the farm name
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present in three oldest populations (constituted 26–30  years ago), supporting its 
ancestral origin. Alleles TCR4 and TCR5 recently diverged from this ancestral 
allele. The presence of TCR3 and TCR4 in SOR farm and the presence of TCR3 and 
TCR5 in FRA farm support this interpretation. Alleles TCR7 and TCR8 are poorly 
related to allele TCR3, supporting a different origin of these sequences. SER farm 
was established earlier than GAR farm, supporting that TCR7 may be an ancestral 
allele, and that TCR8 has recently diverged from TCR7 allele. TCR3 and TCR7 are 
thought to be “ancestral” alleles because at the time when the farms originated 
(the late 1970s, early 1980s), BZ resistance was infrequent in field populations, and 
BZ-resistant alleles may be extremely rare. They can be called “pre existing alleles” 
as (Elard and Humbert 1999) showed that BZ treatment reduced genetic variability 
of isotype 1 b-tubulin gene (estimated by restriction polymorphism) in T. circumcincta 
populations (Fig.  11.2). TCR3 and TCR7 should be ancestral alleles that were 
introduced in farms when herds were constituted, because populations have been 
isolated since then. But, the lack of genetic subdivision between T. circumcincta 
populations indicates that another hypothesis is possible: in different populations 
that share the same haplotypes, the F200Y SNP may arise several times, either soon 
after isolation or later on (Gilleard and Beech 2007). To test these hypotheses, the 
study of other species than T. circumcincta may be useful. If ancestral alleles from 
T. circumcincta were introduced when herds were constituted, we should expect 
that other species may also have been introduced. Consequently, other species 
should have shared alleles. This is the case for SOR and PIC farms: they share 

Fig. 11.2  Restriction fragment length polymorphism analysis with five enzymes, of the isotype 1 
b-tubulin gene from five benzimidazole-susceptible (unshaded ellipses) and four–resistant natural 
Teladorsagia circumcincta isolates (shaded ellipses). Correspondence analysis (Adapted from 
Elard and Humbert (1999))
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TCR3 for T. circumcincta, HCR1 for H. contortus (Fig. 11.3) and also the same 
BZ-allele for Trichostrongylus colubriformis (the third main species found) 
(Silvestre and Humbert 2002) (Table 11.2).

Network built with b-tubulin sequences from H. contortus (Fig. 11.3) indicates that 
HCR1, the most abundant allele, is present in three oldest populations (constituted 
26–30  years ago), supporting its ancestral origin. The high frequency of HCR1 
among individuals and among populations supports its ancestral status. Proximity 
of b-tubulin allele sequences of HCR2, HCR3, HCR4, HCR5 and HCR6 indicates 
that they recently diverged from the ancestral allele HCR1. The presence of HCR1 
and HCR2 in SOR farm supports this interpretation. Private alleles, HCR2, HCR3, 
HCR4, HCR5 and HCR6, support the hypothesis that new alleles were generated 
since the herds have long been isolated.

As a conclusion, the introduction of ancestral alleles and the selection of alleles 
appeared after herds’ constitution were responsible for the existence of several 
BZ-resistant alleles in T. circumcincta and H. contortus populations. The spatial 

Fig. 11.3  Network built with isotype 1 b-tubulin sequences from the nematode Haemonchus 
contortus. Only one sequence is shown for each allele and each population (i.e. each farm). Alleles 
were sequenced from 5 to 15 individual adult male nematodes, data from (Silvestre and Humbert 
2002). SplitsTree v4.8 software (Huson 1998) was used to build the network with the Neighbour-
net method, a distance-based method, with the idea of minimizing the distances (or number of 
mutations) within populations (or haplotypes). Each sequence of b-tubulin is coded as follows: 
‘HC’ refers to H. contortus, “R” to benzimidazole resistant sequence (Phe200Tyr polymorphism), 
the figure identifies the allele and the three following letters refer to the farm name



24711  Molecular Knowledge of Mechanisms of Helminth Resistance: Importance...

distribution of private alleles clearly matches the geographical distribution of the 
farms, indicating a common origin of alleles on a specific farm. The sampling design 
is crucial in molecular epidemiology studies. In the present studies (Leignel and 
Humbert 2001; Silvestre et al. 2009), field isolates were sampled from closed farms 
to be sure that migration was negligible, and that only introduction of alleles at the 
constitution of farms may account for gene flow between populations. BZ-resistance 
is an extremely useful model to our knowledge of drug resistance acquisition and 
diffusion. Thanks to the development of neutral genetic markers, with the identification 
of b-tubulin as BZ target, the processes involved in epidemiology and evolutionary 
genetics of anthelmintic resistance are better known. Much remains to be done for 
levamisole and avermectins resistance, for which molecular resistance mechanisms 
remain to be identified.

11.2.3 � Does Fitness Modulate the Spread of BZ Genetic 
Resistance in Nematodes?

The acquisition of resistance may have a cost that counterbalance the advantage of 
being resistant. The resistance of the trematode Schistosoma mansoni to praziquan-
tel is indicative of several outcomes in relation to resistance, some resistant isolates 
presenting reversion to susceptibility and other not (William et al. 2001). Comparative 
fitness studies of resistant versus susceptible worms are very few, outcome of resis-
tance selection may be varied, and thus conclusions on the role of fitness are yet 
limited. In short term experimental conditions, no differences was evidenced in 
fitness of T. circumcincta, considering survival and egg production (Elard et  al. 
1998). No reversion was observed for the same species in untreated sheep during 
two grazing seasons (Leignel et al. 2010), the proportion of resistant worms remain-
ing similar (circa 25%). However, susceptible worms submitted to increasing selec-
tive pressure by anthelmintics increased in size (by 6–10%); it was hypothesized 
that this was partly under the control of sheep, as treated lambs may mount and 
maintain a better response when infected (premunition) (Leignel and Cabaret 2001). 
The size of nematodes is an operational indicator of fecundity and it could be an 
advantage for resistant worms but since no reversion or increase of resistance was 
observed during the two grazing seasons, we have to hypothesize that other life-
traits may be altered negatively. Several life-traits were studied in Haemonchus 
contortus (Melo 2005) and resistant worms compared with susceptible ones had 
higher establishment rate, higher egg excretion, these eggs developed better at lower 
temperature into infective larvae, and induced less anaemia in lambs, but the adult 
stage survival seemed shorter. In Brazilian conditions of Ceara State, we may suggest 
that resistant worms may present advantage during the rainy season (due to higher 
development into infective stage at lower temperature) which may be counterbal-
anced by their shorter life-span. The interactions between life-traits combining 
advantages and disadvantages for resistant worms compared susceptible ones, may 
explain the relative stability of acquired resistance along the years. Nevertheless 
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fitness of worms is only one component acting on maintenance or increase of the 
proportion of resistant worms. Host management plays also an important role in BZ 
resistance (Silvestre et al. 2002) or macrocyclic lactones (Lawrence et al. 2006), 
particularly the repeated use of the same drug (acting on selection), the presence of 
untreated refugia (acting on the maintenance of susceptibility alleles) and the 
importing of resistant parasites with purchased hosts.

11.3 � Towards Epidemiology of Levamisole Resistance  
in Nematodes

Levamisole (LEV) is a cholinergic agonist widely used to control parasitic nema-
todes of humans and animals. It induces hyper contraction of body wall muscle, 
leading to spastic paralysis (Robertson and Martin 1993), and subsequent expulsion 
of worms by means of gastrointestinal transit. However, LEV efficacy has been 
compromised by the emergence of resistant parasites, specifically in gastrointestinal 
nematodes of small ruminants (Kaplan 2004). LEV resistance is thought to be asso-
ciated with changes in binding characteristics or in the number of L-AChR channels 
present (Sangster et al. 1998). The pharmacological target of LEV and other cholin-
ergic agonists such as pyrantel and tribendimidine (Kaminsky et  al. 2008) are 
acetyl-choline receptors (AChRs) that mediate fast synaptic transmission at the 
neuro–muscular junction of nematodes. These receptors can be classified as respond-
ing to LEV, nicotine or bephenium and each has distinct electrophysiological prop-
erties (Hu et al. 2009; Martin and Robertson 2007). Molecular characterization of 
the levamisole AChR (L-AChR) was first achieved in the free-living nematode 
Caenorhabditis elegans (Boulin et  al. 2008). Forward genetic screens have been 
extremely productive for identifying genes that encode L-AChR subunits and other 
factors required for their assembly (Jones et al. 2005). Five AChR subunit genes 
were identified in LEV resistant C. elegans: unc-38, unc-63, lev-8, unc-29 and lev-1 
(Fleming et  al. 1997; Towers et  al. 2005). Two AChR subunits encoded by the 
orthologous of unc-38 and unc-29 genes are necessary in Ascaris suum (swine 
roundworm) to constitute a receptor sensitive to LEV when co-expressed in Xenopus 
oocytes (Williamson et al. 2009). These findings highlight the diversity of nematode 
L-AChR. The resistance to LEV of Oesophogostomum dentatum (pig roundworm) 
has been characterized as the loss of the specific LEV receptor (Robertson et al. 
1999). The resistance to pyrantel (another cholinergic agonist) in Ancylostoma 
caninum (dog hookworm) is associated with reduced expression of genes ortholo-
gous to unc-38, unc-63 and unc-29 (Kopp et al. 2009). Complete coding sequences 
of the L-AChR subunits in two LEV-resistant and three susceptible isolates of 
H. contortus, T. circumcincta and T. colubriformis were essentially unchanged, but 
abbreviated transcripts of the unc-63 subunit were specifically expressed in resistant 
isolates of all three species (Neveu et al. 2007, 2010). Thus genetic of resistance to 
levamisole remains not fully understood and molecular epidemiology of resistance 
is still to be developed.
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11.4 � Resistance to Macrocyclic Lactones:  
Deciphering the Mechanisms

Macrocyclic lactones (ML, ivermectin and moxidectin for instance) bind to 
glutamate-gated chloride-channel irreversibly and cause a flaccid paralysis of helminths 
(Cully and Paress 1991; Cully et al. 1994; Dent et al. 2000; Geary et al. 1993); due 
to gastrointestinal motility the worms are expulsed from hosts. Three genes avr-14, 
avr-15 and glc-1 encode for subunit of this glutamate-gated chloride-channel 
(Dent et al. 2000). In the gastrointestinal nematode Haemonchus contortus, some 
polymorphisms in chloride-channel subunits were found in ML-resistant isolates. 
The mutation Ala169Val in Hco-glc-5 and Lys169Arg in Hco-glc-37 observed in 
ML-resistant laboratory isolates may alter the normal function of the channel, mod-
ifying the transduction of the structural changes induced by ligand binding with the 
chloride-channel (Taly et al. 2009). Feeding behaviour and movement of adult  
H. contortus with or without this polymorphism give more evidence to support a func-
tional link between polymorphism in amino acid 169 and ML-resistance. Frequencies 
of these alleles were significantly higher in ML-resistant laboratory isolates in com-
parison with ML-susceptible ones. However, these mutations have not been observed 
in field isolates (Beech and Silvestre 2010). In H. contortus and another gastrointes-
tinal nematode species, Cooperia oncophora, a Phe256Leu polymorphism was 
observed in avr-14 gene and decreases sensitivity to ivermectin (McCavera et al. 
2009; Njue and Prichard 2004). Here again, the mutation Phe256Leu may affect the 
transduction of structural changes induced by ligand binding with the chloride-
channel, but its frequency in only moderately increased in ML-resistant isolates.

In ML-resistance, active drug efflux by multi-drug resistance (MDR) mechanisms 
has been observed (Bourguinat et al. 2008): in an ivermectin-selected H. contortus 
strain, PgpA (P-glycoprotein A) was over-expressed in comparison with the parental 
unselected strain (Xu et al. 1998). Furthermore, the use of the MDR-reversing agents 
(i.e. verapamil and CL347099) increased the efficacy of ivermectin and moxidectin 
against resistant H. contortus strains (Molento and Prichard 1999). Nematodes have 
a whole battery of Pgp genes, which may be selected by the use of ivermectin 
(Prichard and Roulet 2007). More research is needed on these gene families to see 
whether they are present in parasitic species and whether they could play an important 
role in the efflux of MLs. In present state of knowledge, molecular epidemiology of 
MLs is still to be constructed.

11.5 � The Threat of Resistance to Several Anthelmintic Dugs

The targets for anthelmintic resistance mechanism of nematodes are different for ben-
zimidazoles, imidazothiazoles and macrocyclic lactones (Wolstenholm et al. 2004). 
Thus it is expected that resistance to one drug should not influence the resistance to 
another. Conversely, when multidrug resistance mechanisms (Kerboeuf et al. 2010) 
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are involved it would be expected that a common selection may occur in part, and 
that a certain degree of association of resistance may occur in field conditions. One 
may also suspect that farming practises that favour resistance to one drug may also 
influence the building up of resistance. The putative associations of benzimidazole 
and macrocyclic lactone resistances in the gastro-intestinal Haemonchus contortus 
(Mottier and Prichard 2008) or Onchocerca volvulus nematode in man (Eng et al. 
2006) are also indicative for association between resistances. The large prevalence 
of resistance has favoured the marketing of drug associations in animals which may 
be harmful if resistances are co-selected or conversely protective if there is enhanced 
synergy between drugs metabolism (Alvarez et al. 2008). The developing use of 
associations of anthelmintic drugs to combat the increasing resistance to several 
drugs is a real bet since the exact mechanisms of resistance is not yet available 
(see the putative mechanisms of resistance against levamisole or macrocyclic 
lactones), the pharmacology of several drugs taken together may be unexpected. 
The molecular epidemiology of resistance to combination of several drugs is then 
completely obscure, unless much progress is done on mechanisms involved in 
each drug and their pharmacological behaviour in their combinations.

11.6 � Conclusion

Anthelmintic control of helminths infections resulted in drug resistance appear-
ance in many species. To study the factors associated to drug resistance selection, 
frequency of resistant parasites has to be monitored. Most parasites cannot be studied 
by direct methods (population size estimated by a capture-recapture analysis or 
migration studied by survey of movements of identified animals, for instance) and 
their biology has to be assessed via indirect means, most notably using molecular 
markers. This can be performed only in benzimidazole resistant isolates since 
molecular mechanisms of anthelmintic resistance are not yet fully known for LEV 
and MLs, and potential genetic markers are few. Moreover, anthelmintic resistance 
may be suspected by mistake: false resistance may arise from numerous situations, 
from generic drugs that may be counterfeit to co-administration of two drugs that 
reduce bioavailability of one drug (Cabaret 2010). More work is required in the 
field of molecular mechanisms conferring anthelmintic resistance before these 
leads can provide practical markers for anthelmintic resistance and allow a better 
understanding of the underlying forces selecting for resistance.
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Abstract  Molecular epidemiology has largely been investigated from the parasite 
side, therefore contributing to a better understanding of transmission patterns and 
factors influencing disease spread. From the hosts’ point of view, molecular epide-
miology has lead to the identification of components of susceptibility and resistance 
to infectious diseases. In this chapter, we aim to explain why resistance to infections 
exhibits such a remarkable degree of polymorphism while being resistant obviously 
confers a high selective advantage to hosts. In this context, we develop host molecular 
epidemiology with regard to the concepts of evolutionary biology and immunoecol-
ogy. We detail the mechanisms that are likely to underlie the variable degrees of 
host resistance polymorphism observed among natural populations. Particular atten-
tion is given to recently emphasized topics, including the risks of immunopathology, 
the spatial structure of populations, the impact of neutral evolutionary processes and 
the phenotypic plasticity of resistance. We evidence the consequences of this poly-
morphism for disease epidemiology both from empirical examples and genetic 
epidemiological modelling of resistance evolution. We stress the numerous gaps 
that remain to be explored to understand these patterns of disease resistance poly-
morphism. We particularly emphasize the cruel lack of theoretical predictions and 
data that have focused on biological invasions and hybridisation, two biological 
situations of main interest for emergence.
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12.1 � Introduction

Infectious diseases represent an increasing and substantial threat to global health 
(Daszak et al. 2000; King et al. 2006; Morens et al. 2004). In humans, they account 
for 25% of mortality and a similar fraction of morbidity (WHO 2005; Morens et al. 
2004). The damages they impose to livestock and crops cost several billions of 
euros each year ($41 billions per year in the USA, Daszak et al. 2000; King et al. 
2006). Several socioeconomic and environmental factor risks of infectious disease 
emergence have now been statistically identified (Jones et al. 2008). Among them, 
anthropogenic global climate changes, which affect the distribution and life cycles 
of organisms, as well as travel, migration, and trade, which promote the spread of 
infections into new populations, are of main importance (Daszak et al. 2000; King 
et  al. 2006; Morens et  al. 2004). Both stress the relevance of pathogen/parasite 
transmission and spatialisation in the epidemiological risks of emerging infectious 
diseases (Deter et al. 2010; Ostfeld et al. 2005).

Recent advances in molecular epidemiology have largely contributed to improve 
inferences of transmission and environmental factors influencing disease spread 
(review in Archie et al. 2009). The combination of these approaches with evolutionary 
biology now provides insights into the neutral and adaptive processes shaping the 
spatio-temporal distribution of infectious organisms and governing the evolution of 
virulence (reviewed in Archie et al. 2009; Galvani 2003; Grenfell et al. 2004). These 
aspects are largely investigated in several chapters of this book.

From the hosts’ point of view, genetic epidemiological approaches have been 
conducted to identify components of predisposition to infectious diseases. These 
researches, which are based on association studies and genome-wide screens, still 
mainly concern humans and models of veterinary importance (reviews in Charbonnel 
et al. 2006; Cooke and Hill 2001; Quintana-Murci et al. 2007). They have evidenced 
that a considerable fraction of the genome is dedicated to defence against infectious 
organisms (5% of genes in most mammals, Trowsdale and Parham 2004). Several 
major gene loci have been mapped with regard to susceptibility to certain diseases. 
Molecular and evolutionary biologists are now working on the detection of geo-
graphical variants, on the links between genetic variations and encoded protein 
function or expression, and on the detection of signatures of selection shaping the 
spatio-temporal genetic differentiation observed among populations (Bradbury 
2004). Studies investigating all these axes of researches have preferentially focused 
on Major Histocompatibility Complex (Mhc or Hla in humans) genes (Acevedo-
Whitehouse and Cunningham 2006), but recent immunogenomic approaches have 
allowed interesting developments of non-Mhc gene investigations (Barreiro and 
Quintana-Murci 2010).

In natural populations, researches have lead to paradoxical and intriguing patterns: 
Being resistant to diseases confers a high selective advantage to hosts, yet many 
host-pathogen systems show a remarkable degree of polymorphism of host resis-
tance (Jarosz 1991; Thrall and Burdon 2003). For example, alleles conferring 
mannose-binding lectin (MBL) deficiency are very common worldwide although 
such insufficiency is associated with increased susceptibility to several infectious 
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diseases in humans (Eisen and Minchinton 2003). Besides, in agronomy, identifications 
and further manipulations of host resistance genetics have received particular atten-
tion for management and enhancement programs (Restif 2009). The possibilities of 
developing strains that have increased resistance to infectious diseases are explored, 
but epidemio-genetic models are required for decision making process as they will 
further help identify the relative impacts of different resistance genes on the dynamics 
of infections (Nath et al. 2004).

In this chapter, we propose to explore potential responses to both aspects: the 
polymorphism observed at resistance genes in natural populations and the conse-
quences of this polymorphism for disease epidemiology. We will mainly, but not 
exclusively, focus on zoonotic infectious diseases and evolutionary biology, as they 
are our main domains of expertise. We will first precise our definition of resistance, 
as many confounding designations may be found in the literature. We will review 
the evolutionary processes shaping and maintaining polymorphism at host resis-
tance genes, and we will detail the consequences of these spatio-temporal genetic 
variations in resistance on the epidemiology and risks of infectious disease emer-
gence. Lastly, we will focus on two biological situations that we think could be of 
high risks for infectious disease emergence: biological invasions and hybrid zones. 
These situations are indeed of high relevance to explore the potential roles of resis-
tance genes in facilitating/preventing the emergence of infectious diseases in new 
host species and/or new environments.

12.2 � Resistance and Its Genetic Determinisms

For convenience, we will use ‘parasite’ throughout this chapter as a generic termi-
nology for both micro- and macroparasites.

12.2.1 � Definitions

Resistance in host – parasite interactions is the host ability to limit parasite burden 
during an infection (Svensson and Raberg 2010). It is generally measured as the 
proportion of uninfected individuals or as the inverse of parasite load (Raberg et al. 
2009; Restif and Koella 2004).

Avoidance (including behavioral strategies and barriers to infection) as well 
as processes that limit the spread of infection or rapidly clear it within the host 
(e.g. immune responses) are considered as forms of resistance (Miller et al. 2005; 
Restif and Koella 2004). They all inhibit the spread of infection by reducing the 
survival and reproductive potential of the parasite (Roy and Kirchner 2000). 
Resistance has hence a direct negative effect on parasite fitness (Rausher 2001). We 
would like here to emphasize the important differences existing between resistance 
and another defence mechanism, tolerance, which is the ability to reduce the negative 
impacts of infection on host fitness. These two traits are sometimes used synonymously 
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although their epidemiological and evolutionary implications are highly different, 
as pointed out by several theoreticians (e.g. Raberg et al. 2009; Restif and Koella 
2004; Roy and Kirchner 2000). In particular, tolerance does not inhibit the growth 
or reproduction of parasites (Rausher 2001), and thus does not impose any direct 
cost on the parasite (Raberg et al. 2009; Svensson and Raberg 2010). In turn, there 
should not be any selection on the parasite to overcome this type of defence (Raberg 
et al. 2009). As resistance and tolerance might sometimes be genetically correlated 
(Raberg et  al. 2007; Simms and Triplett 1997), resulting trade-offs between 
these types of defences will further affect the prevalence of parasites in natural 
populations, the epidemiology of infectious diseases, and in turn, the evolution 
of resistance.

12.2.2 � Genetic Determinisms of Resistance to Parasites

Genetic (heritable) and environmentally induced variation in resistance have been 
found in plants and animals (review in Raberg et al. 2009).

12.2.2.1 � Genetic Variation (G)

Many candidate and QTL gene studies have allowed to identify susceptibility/
resistance alleles to diseases, therefore providing evidence that these genes and their 
biological pathways are relevant to specific diseases. Such approaches have been 
successfully applied in humans (e.g. Bradbury 2004; Cooke and Hill 2001), domestic 
(e.g. Bishop et al. 2002), laboratory (e.g. for mouse resistance to Orthopoxviruses: 
Stanford et al. 2007) and wild (e.g. for bovin resistance to Trypanosoma Gautier 
et al. 2009) organisms. They concern all forms of resistance (e.g. entry into host 
cells, limitation of proliferation, see Nath et al. 2004). It is likely that the tremendous 
advances in high throughput sequencing technologies will further facilitate the 
identification of genetic variations that are involved in the risks of infectious dis-
eases, especially for non-laboratory organisms.

Several mathematical models of genetic interactions have been developed to 
understand host-parasite coevolution. They include locus-based, quantitative and 
adaptive dynamics resistance models. They may lead to major differences in host-
parasite coevolution outcomes. For example, a qualitative form of resistance is 
expected to reduce parasite virulence, while a quantitative form will generally 
increase it (Gandon and Michalakis 2000). Briefly, the two major locus-based models 
include ‘gene-for-gene’ (GFG, Flor 1956), with one parasite genotype having 
‘universal virulence’ and being able to infect all host genotypes, and ‘matching 
alleles’ (MA, Frank 1994), with resistance requiring a specific match between the 
host and its parasite (see review in Agrawal and Lively 2002). Although GFG mostly 
concerns plant-parasite interactions, it has also been proven to be relevant for innate 
genes of animals (e.g. in the Drosophila melanogaster and sigma virus, Bangham 
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et al. 2008). These GFG and MA models, as well as all in-between ones, can only 
be extended to a small number of genes (Sasaki 2000). But resistance to parasites is 
often a polygenic trait, especially in vertebrates (Woolhouse et al. 2002). As such, 
quantitative genetic models have been developed to fit with these complex genetic 
interactions. They assume that a large number of loci make a small additive contri-
bution to resistance (Boots et al. 2009). Different methods have been used to explore 
the evolution of resistance phenotypic quantities, but we will not detail them here 
(Abrams 2001). Only note that these quantitative models do not explicit any muta-
tion process. Mutations arise implicitly due to a probability distribution, therefore 
maintaining many genetic variations at low density (Boots et al. 2009). By contrast, 
the ‘adaptive dynamics’ approach, based on the game theory, explicitly describes 
how mutations arise, thus restricting the set of mutations that occur (Boots et al. 
2009). This modelling examines the invasion of new mutants into a monomorphic 
resident population.

12.2.2.2 � Phenotypic Plasticity (GxE)

Another component that may influence the evolution of resistance gene is pheno-
typic plasticity, i.e. the interactions between genetics and environment (GxE). It 
refers to the ability of a genotype to exhibit alternative phenotypes in response to 
environmental conditions (Garland and Kelly 2006). Lingappa et al. (2004) docu-
mented the first GxE interaction affecting susceptibility to an infectious disease. 
They showed that the risk to leptospirosis infections among triathletes during a lake 
swim was linked to the interaction between the haplotype Hla-Dq6 and the swal-
lowing of water. Different softwares have since been developed to detect these GxE 
interactions using case control studies (Amato et al. 2010). They have allowed the 
identification of several GxE interactions influencing risks of human diseases (see a 
review in Hunter 2005). In natural animal populations, the most obvious examples 
concern the variations of disease resistance between casts of social insects. Although 
these casts exhibit the same genetic background, they may be associated with different 
environmental conditions during their life, which will further affect the expression 
of resistance genes (e.g. in ants: Bocher et al. 2007). Two other facets of phenotypic 
plasticity can be emphasized. The first one concerns the potential interactions 
between multiple infections. Resistance to a given parasite may depend on host 
gene expression, which can itself be modulated by other parasite genome fractions, 
such as immune modulatory genes (e.g. Coscoy 2007) or micro-RNA (refs in Li 
et al. 2010). Either enhancement or decrease in resistance levels might be expected 
during such co-infections (see examples in Woolhouse et al. 2002). The second one 
refers to immune memory in vertebrates. It can be interpreted as phenotypic plasticity, 
as secondary responses will be greater than primary ones without any changes in the 
host genetic background (Sadd and Schmid-Hempel 2009).

Although phenotypic plasticity has been recognized as a central concept in the 
study of complex diseases (Amato et al. 2010), there are still few studies investigating 
potential GxE interactions. It is however of main importance both for a better 
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estimation of risk disease associated with genetic variants and for evolutionary 
epidemiological modelling. Indeed, GxE interactions will reduce the importance of 
the host genotype–parasite genotype interactions that drive co-evolution. They will 
also allow to include explicitly the potential role of ecological feedbacks on the 
evolution of resistance (Best et al. 2008; Boots et al. 2009). For example, such phe-
notypic plasticity could give support to the hypothesis of exposure risks mediating 
changes in genetic resistance: as resistance alleles spread within a host population, 
parasite prevalence could decrease, and the selection for resistance could in turn 
decrease (e.g. in locusts (Wilson et al. 2002) and in ants (Bocher et al. 2007)).

12.3 � Neutral and Selective Evolutionary Forces Interact  
to Shape Patterns of Host Resistance Gene  
Polymorphism over Different Timescales

While biomedical or breeding sciences have long focused on the associations 
between genetic variants and infectious diseases, evolutionary biology has recently 
‘infected’ immunology, with the main aim of explaining how genetic variation is 
maintained in wild populations. It explores the relative influence of four main evo-
lutionary processes, i.e. mutation, drift, gene flow and selection in shaping polymor-
phism and genetic differentiation observed at immune genes within and among 
populations. Whatever the historical and geographical scales considered, empirical 
studies have revealed the strong interplay between on one side mutation, drift, 
migration, and on the other side, selective pressures that act on host resistance genes. 
We give here some contrasted examples illustrating the diversity of outcomes that 
have been observed in natura as the result of different combinations of these evolu-
tionary forces.

12.3.1 � Phylogenetic Variations of Resistance Genes

Phylogeny of resistance genes may first reflect the global phylogeny of species. 
Pagès et al. (Pagès et al. Submitted) recently investigated the phylogenetic varia-
tions of b

3
 chain integrin sequences among South-East Asian rodent species. They 

proposed from immunological studies (Gavrilovskaya et al. 1998, 1999; Geimonen 
et al. 2002; Mou et al. 2006) that genetic variation within the Plexin-Semaphorin-
Integrin domain of b

3
 chain integrin could reflect the possibility for a rodent species 

to carry a hantavirus, and could help to determine a priori whether this hantavirus 
is likely to be pathogenic or not for humans. They observed that the b

3
 chain integrin 

genetic variation reflected the neutral phylogeny of the 15 rodent species studied. 
Besides, they found two nucleotide sites that seemed informative to discriminate 
between rodents that are reservoirs of human pathogenic hantaviruses and rodents 
that are non reservoir of hantaviruses. Only one of these sites seemed to evolve 
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under the action of positive selection, but only within rodent species that carried 
human pathogenic hantaviruses. Further investigations should confirm whether 
amino-acid changes at this position could mediate conformational changes that 
would prevent the fixation of pathogenic hantaviruses.

By contrast, Ferguson et al. (2008) revealed high levels of polymorphism at a 
gene encoding an oligoadenylate synthetase (Oas1b) in the house mouse Mus mus-
culus and related species. This gene encodes for proteins that provide specific resis-
tance against West Nile Virus infections. This variability was mediated by the 
long-term action of balancing selection. As for Mhc genes in mammals (Bryja et al. 
2005; Edwards et al. 1997; Figueroa et al. 1988), for the Trim5 gene in Old World 
monkeys (Newman et  al. 2006) and for plant resistance genes (Bergelson et  al. 
2001), this polymorphism was very ancient (2.8 Myr) and predated speciation 
events. In all these cases, the long-term balancing selection resulted in trans-specific 
polymorphisms (Figueroa et al. 1988).

Finally, comparative analyses have evidenced that the interplay between species 
history and parasite-mediated selection could mediate host resistance gene poly-
morphism. Gouy de Bellocq et al. (2008) showed a positive relationship between 
the helminth diversity and the allelic diversity at two Mhc class II genes in rodent 
species (Fig.  12.1). This pattern was still significant when controlling for the 
(phylogenetic) non-independence of rodent species using the independent contrast 
method. Moreover, Gouy de Bellocq et al. (2008) also showed that this relationship 

Fig. 12.1  Relationships between the contrasts in number of Mhc class II alleles and the residuals of 
contrasts in helminth species richness (controlled for host sample size). Data concern the Dqa and 
Drb gene variability assessed in ten rodent species (See details in Gouy de Bellocq et al. 2008)
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was not driven by neutral allelic diversity, i.e. effective population size of the different 
species, thus reinforcing the hypothesis of a direct selective pressure exerted by 
parasite richness on Mhc gene polymrophism.

12.3.2 � Phylogeographic Variations of Resistance Genes

Within species, neutral historical forces as well as parasite-mediated selection 
participate in shaping resistance gene polymorphism. Prugnolle et al. (2005) indeed 
showed that while human colonisation history had been important in shaping the 
present patterns observed at human Hla genes, the diversity of viruses had also been 
essential in driving and maintaining the genetic diversity at these genes. Barreiro 
et al. (2005) emphasized that history and selection could lead to different outcomes 
of resistance gene polymorphism, even for genes sharing very close physical vicinity. 
Considering the genetic variation of two innate genes Cd209 and Cd209l in human 
populations, they found traces of ancient population structure in Africa, and showed 
that the diversity of Cd209 gene was strongly subjected to functional constraints 
while balancing selection was likely to generate the high levels of diversity observed 
at the Cd209l gene.

Phylogeographical analyses of wild vertebrate immune genes are still very scarce 
and none of them was applied in the context of zoonoses. Among the seven studies 
found in the literature, two revealed that Mhc gene polymorphism showed clear 
marks of the phylogeographical history of the species studied (Berggren et al. 2005; 
Langefors 2005), while four others evidenced selection acting on Mhc genes 
(e.g. Koutsogiannouli et al. 2009; Male et al. In revision), probably mediated by 
variations of parasite communities (e.g. Alcaide et al. 2008). A recent study inves-
tigated Tumor Necrosis Factor-alpha (Tnf-a) gene expression and promoter poly-
morphism among Myodes glareolus populations over Europe. This rodent is the natural 
reservoir of Puumala virus (Bunyaviridae, Hantavirus), the agent of Nephropatia 
Epidemica in humans. The phylogeographical pattern observed provided arguments 
in favor of selection mediating European spatial variations in Tnf-a gene expression 
(Fig. 12.2). Guivier et al. (2010) also showed that this polymorphism was strongly 
associated with both promoter sequence variations, what corroborates its genetic 
determinism, and PUUV endemicity over Europe. As TNF-a induces the antagonist 
effects of limiting PUUV infection and inducing inflammatory disorders, Guivier 
et al. (2010) proposed that polymorphism in Tnf-a gene expression could mediate a 
balance of tolerance/resistance to PUUV infections.

12.3.3 � Among Population Variations of Resistance Genes

Population genetics has been widely applied to the study of evolutionary forces 
mediating polymorphism at immune genes. Contrasted patterns observed at immune 
vs neutral genes were considered as evidence of selection. A recent review clearly 
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described the different patterns expected under various modes of selection (Spurgin 
and Richardson 2010).

Many studies have not detected any contemporary selection at immune genes, 
therefore stressing the major role of genetic drift and demographic factors in shaping 
the variation and distribution of Mhc polymorphism (e.g. Boyce et al. 1997; Seddon 
and Ellegren 2004). By contrast, researches conducted on the montane water vole 
(Arvicola scherman, ex terrestris) have well illustrated how population genetics, 
demography, life history traits and parasitology may help to understand how immune 
genes evolve at the contemporary scale. This rodent species exhibits pluri-annual 
demographic cycles, with density varying from less than one to several hundred 
individuals per hectare over 5–6 years (Giraudoux et al. 1997; Saucy 1994) in the 
East of France. Berthier et al. (2006) emphasized that drift operating during low 
density populations (small size and geographical isolation of demes) and migration 
occurring principally while population size increased closely interacted to maintain 
high genetic diversity at neutral microsatellites. Besides, Bryja et al. (2007) investi-
gated the relative influence of contemporary selection between these low and out-
break phases of density cycles on two Mhc class II gene polymorphism. Interestingly, 
they showed evidence of spatial and temporal variations in the interplay between 
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Fig. 12.2  Differences of Tnf-a gene expression between European populations of the bank vole 
Myodes glareolus. *** indicates pairs of populations that exhibit significantly different levels of 
Tnf-a gene expression (Post-hoc Tukey-Kramer test, p < 0.05) (See details in Guivier et al. 2010)
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drift, immigration and selection acting on Mhc genes in the montane water vole.  
At low densities, significantly higher levels of genetic differentiation between demes 
were detected at Mhc genes than at microsatellites, suggesting the action of local 
selection at these immune genes. With increasing density, the spatial genetic struc-
turing of both types of markers decreased. Nevertheless, once high levels of gene 
flow between demes were re-established, the Dqa Mhc gene exhibited significantly 
lower genetic differentiation among populations than microsatellites, what revealed 
the action of balancing selection acting on this Mhc gene (Fig. 12.3a). Further 
studies focusing on the helminth and virus communities (Tollenaere et al. 2008) of 
A. scherman in these populations have indicated the influence of parasite load and 
nematode species (Trichuris arvicolae) on the presence/absence of particular Mhc 
alleles (Fig.  12.3b). In addition, Charbonnel et  al. (2010) revealed associations 
between Mhc genotypes and cellular-mediated immunity within these A. scherman 
populations (Fig. 12.4), as well as a trade off between this immune response and the 
development of a secondary sexual character (lateral scent glands). The immuno-
competence handicap (ICHH Folstad and Karter 1992; Wedekind et al. 2006) could 
be another mechanism mediating these associations between Mhc polymorphism 
and the montane water vole life history traits.

Such applications of population genetics to the study of resistance gene poly-
morphism are critical for the prevention of infectious disease emergence. An 
increasing number of studies indicated that host genetic diversity plays an important 
role in buffering populations against parasites and widespread epidemics (Sommer 
2005). Global changes leading to fragmentation, decline of population size or 
increase of inbreeding may contribute to diminish host resistance genetic diversity, 
what usually result in the rise of susceptibility to parasites and risks of disease emer-
gence (e.g. Coltman et al. 1999; Sommer 2005).

12.4 � What Prevents the Fixation of Resistance?

Polymorphism at resistance genes seems to be a very common pattern in natura, 
and determining the forces that prevent the fixation of resistance and shape the 
variability observed at resistance genes has been a major topics of evolutionary 
biology, involving both the development of theoretical modelling as well as empir-
ical analyses.

12.4.1 � Host-Parasite Coevolution

The examples detailed above suggest that host-parasite coevolutionary processes, 
i.e. the reciprocal, adaptive genetic changes occurring between these interacting 
species (Woolhouse et al. 2002), might underly the genetic polymorphism observed 
at resistance genes. Theoretical modelling has shown that many outcomes could 
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Fig. 12.3  Mhc class II polymorphism in Arvicola scherman populations exhibiting pluri-annual 
density cycles. (a) Correlation between genetic F

ST
/(1 – F

ST
) and geographical distance (ln-trans-

formed) for two sampling dates corresponding to low density phase (2001) and outbreak (2003). 
These correlations are represented for 14 microsatellites (stars and thick black line) and for two 
Mhc class II genes, Dqa (black diamond and dashed black line), Drb (grey diamond and grey solid 
line). (b) Associations between DRB and parasitological variables projected on the F1 axis (31% 
of the total variance) of the co-inertia analysis between immunogenetic and parasitological data. 
Grey circles indicate positive associations and white squares, negative associations. The size of the 
symbol indicates the strength of the association. Associations confirmed by cross-validation are 
underlined. Ta refers to the nematode Trichuris arvicolae (See details in Bryja et al. 2005)
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arise from coevolution, including stable polymorphisms (‘trench warfare’ hypothesis 
Stahl et al. 1999), dynamic polymorphisms with cyclic or chaotic fluctuations in 
allele frequencies of varying amplitude (‘Red Queen’ dynamics, Hamilton et  al. 
1990) or transient polymorphism with recurrent selective sweeps of different favor-
able alleles, appearing through mutation or migration, and becoming fixed in the 
population (‘arms race’ model, Holub 2001).

The actions of both positive selection, which makes many resistance genes evolve 
rapidly at the protein level, and balancing selection, which can result from heterozy-
gote advantage, frequency-dependent selection or selection that varies in time and 
space (see a review in Landry and Bernatchez 2001), contribute to maintain resis-
tance gene polymorphism in populations. In addition to the examples provided 
above, the observation that epidemics could favour resistant host genotypes (Duffy 
and Sivars-Becker 2007; Duncan and Little 2007) provided evidence that these 
adaptive coevolutionary processes acting on resistance genes could be mediated by 
parasites. Similarly, the existence of coincident clines in infection rates and genetic 
disease resistance, as documented by Springer (2007) in a serpentine flax-flax rust 
interaction or by Guivier et al. (2011) in the M. glareolus – Puumala virus system 
in the French Ardennes, corroborated these strong links between parasite-mediated 
selection and host resistance polymorphism.

The genetic bases underlying host-parasite coevolutionary processes will strongly 
interfere with the outcomes described above. In particular, the specificity of resis-
tance, which is inherent to the MA model, is expected to give rise to adaptation to 

Fig. 12.4  Relationships between Mhc class II polymorphism and cellular-mediated immunity 
(response to phytohaemagglutinin)in Arvicola scherman populations. Error bars represent ±1 S.E. 
of the mean. *** indicate the heterozygous Dqa genotypes exhibiting significantly lower immunity 
than the homozygous Dqa 0505 genotype (Post-hoc Tukey-Kramer tests, p < 0.05) (See details in 
Charbonnel et al. 2010)
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the most common parasite genotype. This will result in a negative indirect frequency 
dependent advantage for rare genotypes, and consequently in dynamic polymor-
phism (e.g. Gandon et al. 1996; Gandon and Michalakis 2002). A necessary condi-
tion for stable long term polymorphism to occur is direct frequency-dependent 
selection (Tellier and Brown 2007). The rate of selection for the resistant allele 
should decrease with the increase of its own frequency. Such condition is fulfilled 
for diseases involving parasites that undergo several generations per host generation 
(Tellier and Brown 2007). By contrast, the GFG model is more problematic with 
regard to the maintenance of host resistance polymorphism. Indeed, it predicts that 
‘super-races’ of parasites, i.e. those carrying virulence effective against all resistant 
genes present in a population, should evolve. This would result in a neutral evolu-
tion of resistance. Different selective and demographic mechanisms have further 
been identified as critical factors preventing the fixation of favorable host resistance 
genetic variants. They included the potential costs of resistance, which trades off 
with other fitness components, the spatial organization of host populations and the 
stochasticity that is inherent to the finite size of populations.

12.4.2 � Costs of Resistance

12.4.2.1 � Evolutionary Costs

The most commonly proposed explanation of GFG resistance polymorphism is that 
resistance genes are costly and that there is selection against those genes when they 
are unnecessary, i.e. in the absence of infection. The negative feedbacks between the 
prevalence of resistant hosts and their fitness advantage will impede the spread of 
resistance genes in host populations, and result in resistance gene polymorphism 
(Best et al. 2008). Indeed, at some point, the risks of infection will be so low that the 
benefits of resistance will no longer outweigh its costs, and the resistance trait will 
stop spreading. From a risk management point of view, this has important conse-
quences as it implies that diseases cannot be eliminated by natural or breeding 
selection for host resistance traits (Roy and Kirchner 2000).

A common assumption is that these costs arise due to antagonistic pleiotropy, 
where the allele encoding for resistance has other detrimental effects on fitness in 
the absence of disease (Brown 2003). This mechanism underlies evolutionary costs 
of resistance and evolutionary trade-offs between resistance and other life history 
traits (e.g. between fecundity and bacterial resistance in Drosophila sp., McKean 
et al. 2008). Interestingly, trade-offs between different components of the immune 
defence system might also occur and underly evolutionary costs for particular 
resistance genes (Cotter et al. 2004; Schmid-Hempel 2003). A particular form of 
trade offs between different resistance traits could concern specific responses to 
given parasite strains/species. The specificity of some host-parasite interactions 
(e.g. Carius et  al. 2001; Sadd and Schmid-Hempel 2009; Schmid-Hempel 2001) 
could lead to the persistence of dynamic polymorphisms due to selective fluctuations 
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in allelic frequency. Negative frequency-dependence driven by coevolving parasites 
would then maintain genetic variability for resistance (‘Red Queen’ model, see 
above). Besides, if parasite abundance varies between years, then fluctuating costs 
of resistance might generate temporal variation in selection which, under certain 
conditions, could maintain polymorphism at resistance genes within a population 
(Hedrick 1974, 1976).

The existence of such costs is supported by both theoretical arguments (Stearns 
1992) and empirical evidence in insects (e.g. Moret and Schmid-Hempel 2000), 
birds (e.g. Nordling et al. 1998) and mammals (e.g. Devevey and Christe 2009). 
These costs have also been evidenced in diverse fitness traits including reduced 
survivorship (e.g. Devevey and Christe 2009), reduced fertility (Carius et al. 2001) 
or reduced competitive ability (Kraaijeveld and Godfray 1997). The significance of 
these evolutionary costs to the host is often not investigated and different studies 
have failed to demonstrate any (e.g. Simms and Triplett 1994; Williams et al. 1999). 
These results have therefore stimulated a large amount of debate about the ubiquity 
of evolutionary resistance costs (Norris and Evans 2000; Sheldon and Verhulst 
1996). Considering the particular case of immune genes, the risk of immunopathology 
has been proposed as a universal energy-independent cost of resistance.

12.4.2.2 � Risks of Immunopathology

Immune response activation may induce great damages to the hosts themselves 
(Graham et al. 2005; Pennington et al. 2009). It may contribute to the deleterious 
effects observed in severe parasite-related infectious diseases. For example in mice, 
10% of malarial anemia is explained by immunological exuberance rather than 
parasite-mediated destruction of red blood cells (Graham et al. 2005). It also con-
cerns the development of autoimmune diseases observed in humans and vertebrates 
(see Sadd and Schmid-Hempel 2009; Sorci and Faivre 2009)

Many demonstrations of the impact of such risk on host resistance gene polymor-
phism concern Mhc genes. Indeed, examination of Mhc genetic diversity has revealed 
that the considerable polymorphism observed is, at least partly, shaped by a trade-off 
between selection pressures exerted by parasites and auto-immune disease risks 
(Maizels 2009). It results that the different alleles that hosts carry could be quantita-
tively and qualitatively limited by the risk of self-destructive reactions (Wucherpfennig 
and Strominger 1995). Such optimal diversity at Mhc genes has been observed in 
sticklebacks (Wegner et al. 2003, 2004). Other genetic mechanisms underlying these 
risks of immunopathology have been identified. For example, Nramp1, a gene 
involved in macrophage activation, increases resistance to tuberculosis but is associ-
ated with autoimmune diseases (Searle and Blackwell 1999).

Another investigated aspect of immunopatholoy risks influencing resistance 
polymorphism concerns the immune inflammatory response and its regulation 
(Sorci and Faivre 2009). Geographical variability in the expression of genes encoding 
this response has been demonstrated in humans (Pennington et  al. 2009) and 
rodents (Guivier et al. 2010). Besides, the negative impact of the over-expression of 
such genes on host fitness has also been well demonstrated (Sell 2001). Such 
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polymorphism therefore seems to result from the interplay between parasite risk 
exposure and the risks of immune disorders. But further investigations consider-
ing the role of parasite immune evasion genes and the evolution of immune regula-
tion could provide a better understanding of the polymorphism observed at 
inflammatory response genes.

Different reasons have been proposed to explain why immunopathological risks 
have not been eliminated during evolution (Graham et al. 2005). Briefly, (i) the cost/
benefit balance of fighting parasites could maintain immunopathology: high immune 
response levels might be selected to ensure parasite control despite the risk of 
immunopathology, (ii) immunopathology could be a consequence of antagonistic 
immune pathway regulation (e.g. Th1 vs Th2), (iii) selection may not have had the 
time to act if immunopathology results from novel parasite infections or infections 
occurring late in life, and (iv) a positive association between immunopathology and 
parasite transmission might favour parasite genotypes inducing immunopathology. 
These hypotheses remain to be investigated. As immunopathology is one of the 
clearest cost of resistance to parasite infections, such studies will bring important 
information about the evolution of resistance and of immunogenetic polymorphism 
in natural populations (Graham et al. 2005).

12.4.3 � The Importance of Spatialisation and Stochasticity

Because the fitness costs associated with resistance seemed insignificant in some 
cases (Coustau et al. 2000), population genetists have questioned whether there was 
any need for costs of resistance to explain the maintenance of polymorphism in 
GFG systems. These last 10 years, theoretical and empirical researches have shown 
that spatial structuring of host populations, gradients in environmental conditions or 
genetic drift could provide relevant mechanisms to explain how resistance polymor-
phism could be maintained without any cost.

The metapopulation concept (Olivieri et  al. 1990) and the geographic mosaic 
theory of coevolution (Thompson 1994) have provided relevant frameworks to 
investigate these questions. Briefly, they assume that spatio-temporal variations in 
the frequency and intensity of selection acting on resistance genes exist among geo-
graphically discrete populations, which are more or less connected by migration 
and experience recurrent extinction/recolonisation events. The strength of selection 
will be high in some populations (“hot spots”), potentially favoring different trajec-
tories in different populations, and weak or null in others (“cold spots”). This het-
erogeneous selection might be the result of geographic variation in biotic (infection 
risk, life history traits) or abiotic (availability of resources, coinfection) features. It 
might also result from the variable impact of stochastic events (genetic drift) and 
migration between populations. By consequence, resistance is expected to exhibit 
significant geographic structure, with genes evolving at different rates and along 
varied evolutionary trajectories in different populations.

Globally, theoretical studies have emphasized that polymorphism at resistance 
genes was easier to maintain in spatially structured populations. Metapopulation dynamics 
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in homogeneous environment does not seem to induce direct frequency-dependence in 
GFG models and therefore does not lead to the maintenance of stable polymorphism at 
resistance genes (Laine and Tellier 2008). However, it allows to maintain transient poly-
morphism for a longer time than in a single population, under the conditions that selec-
tion acting on resistance is weak and genetic drift within populations is high (Salathe 
et al. 2005; Thrall et al. 2002). Furthermore, considering that resistance is encoded by a 
large number of loci, Thrall and Burdon (2002) or Sasaki  (2000) found that the neutral 
metapopulation processes of dispersal, extinction, recolonisation and drift, could impede 
the action of selection, what could contribute to maintain transient resistance 
polymorphisms.

By contrast, metapopulation dynamics in heterogeneous environments has a 
strong impact on polymorphism (Lenormand 2002). In this context, the scale at 
which host and parasite dispersal occurs seems to be a critical factor for the mainte-
nance of polymorphism at resistance genes. For example, Thrall and Burdon (2002) 
have shown that the highest levels of polymorphism were obtained when host and 
parasite dispersal occurred at a local scale. Interestingly, heterogeneous selection 
within metapopulation may be mediated through phenotypic plasticity. Some envi-
ronmental conditions (temperature, availability of resources, coinfection) may affect 
host genetic expression of resistance genes, therefore leading to spatial variations of 
parasite-mediated outcomes among populations, what will help to maintain poly-
morphism in GFG interactions (Laine and Tellier 2008). It is interesting to note that 
some empirical studies have shown that the influence of phenotypic plasticity might 
differ between resistance genes (e.g. Bocher et al. 2007). Such phenomenon could 
potentially underly the different patterns of polymorphism observed at resistance 
genes (e.g. Barreiro et al. 2005).

Finally, we would like to stress that metapopulation dynamics will further influ-
ence the existence of adaptation and maladaptation of hosts and parasites. A large 
amount of theoretical and empirical researches have explored the conditions of 
migration and drift that promote host or parasite local adaptation (e.g. Gandon et al. 
1996; Gandon and Michalakis 2002; Nuismer et al. 2000). We will not detail these 
aspects here as they are developed in other parts of this book and in previous reviews 
(e.g. Deter et al. 2010). We only would like to emphasize that the links between 
local adaptation and the maintenance of resistance polymorphism remain to be 
explored (Laine and Tellier 2008).

12.5 � Epidemiological Consequences of Resistance  
Gene Polymorphism

Ultimately, molecular epidemiology aims to improve our understanding of the risks 
and dynamics of infectious diseases. Surprisingly, despite the obvious importance 
of this research axis for health policies, the consequences of resistance gene poly-
morphism for epidemiology remain poorly investigated. This is probably due to the 
complexity of host-parasite coevolutionary processes, as the relationships between 
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evolution of anti-parasitic drug resistance and spatial epidemiology, which are ‘less 
complex’, have just began to be the focus of theoretical modelling (e.g. Debarre 
et al. 2007, 2009). We propose that resistance gene polymorphism are closely linked 
to epidemiology over both micro- and macro-evolutionary scales as (i) it constrains 
the composition and diversity of the potential host species communities of a given 
parasite and (ii) it affects critical parameters of infection dynamics, including the 
transmission rate and the basic reproductive number R

0
. These points are discussed 

below.

12.5.1 � Among Species Resistance Polymorphism  
and Host Species Jumps

Characterising resistance gene polymorphism might help to predict parasite emer-
gence. For examples, viruses that are likely to switch from one host species to 
another, therefore causing emerging infectious diseases with more or less dramatic 
consequences (refs in Woolhouse et al. 2005), usually enter host cells via highly 
phylogenetically conserved host cell receptors (e.g. for foot and mouth disease or 
rabies viruses, Woolhouse et al. 2002). Pulliam (2008) thus proposed that the whole 
characterisation of such receptors (identification and distribution among potential 
host communities) could provide a key tool to predict the outcomes of host parasite 
specific interactions. In addition, investigating resistance gene polymorphism may 
provide insights into the relative probability of occurrence of two phenomenons that 
contribute to emergence: challenging resistance of a new host species versus escaping 
resistance selected for in an existing host. Species jump, and consequently emer-
gence, would be more likely if escaping resistance was more difficult than infecting 
a new species (e.g. Schneider-Schaulies 2000).

Similarly, we hypothesize that resistance genes evolving under balancing selec-
tion and exhibiting trans-specific polymorphism patterns could also mediate host 
species jumps and emergence of infectious diseases. To our knowledge, this hypoth-
esis has yet not been assessed.

12.5.2 � Within Species Resistance Polymorphism  
and Epidemiological Parameters

It is widely accepted that disease resistance polymorphism that characterizes most 
of the species may profoundly shape patterns of disease prevalence and incidence 
(Thrall and Burdon 2003). Field surveys may result in the description of correla-
tions between the distribution of such polymorphism and parasites (e.g. Guivier 
et al. 2010). They can for example stress that changes in host resistance polymor-
phism have affected epidemiology (Guivier et al. in press). Mechanisms underlying 
impacts on epidemiology can even be identified. Among the most obvious examples, 
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we can cite the loss of Mhc gene diversity, which leads to an increased susceptibility 
to infections and in turn to infectious disease emergence (e.g. Sommer 2005; 
Woolhouse et al. 2002), or the increase of resistance genotypes within plant culture, 
which guarantees a lower risk of catastrophic epidemics (Springbett et al. 2003). Field 
surveys of resistance gene polymorphism may also help to identify genetic character-
istics of ‘super-spreader’ and ‘super-shedder’ individual hosts that will have important 
roles for the epidemiology of infectious diseases (Lloyd-Smith et al. 2005).

Experimental evolution is a first way to provide insights into the evolution-
ary forces mediating such relationships, but this approach can only concern par-
ticular organisms exhibiting facilities of breeding and short generation times 
(e.g. Brockhurst et al. 2007). Therefore, researches on disease resistance in animals 
are currently strongly dependent on the development of genetic epidemiological 
models. They are essential to understand the evolution of resistance genes within 
host populations and to assess its consequences for disease dynamics and persis-
tence. They will also allow to propose predictions that could further be tested using 
field surveys.

To our knowledge, the only genetic epidemiological models that have been 
developed to understand the evolution of resistance and disease dynamics in natural 
populations have considered resistance to anti-parasitic drugs (Debarre et al. 2007, 
2009). It seems that the only models referring to disease resistance have been devel-
oped in the context of livestock management. These last 10 years, the discoveries of 
various QTL associated with disease resistance have emphasized the possibilities of 
improving disease resistance to reduce the transmission of infection in livestocks 
(Nath et al. 2004). These genetic epidemiological models have first allowed to iden-
tify key resistance genes for enhancement programs from their strong predicted 
impact on infection dynamics (Detilleux 2005; Nath et al. 2004; Nieuwhof et al. 
2009). Genes whose variations influence the latent period (e.g. Prp gene for scrapie 
in sheep, Dawson et al. 1998) or the recovery period (time before parasite abun-
dance decreases to zero) were likely to profoundly change disease dynamic patterns 
in terms of observed prevalence and parasite burden (Nath et al. 2004; Nieuwhof 
et al. 2009). They should thus be considered as targets for enhancement programs.

Second, genetic epidemiological models have analysed the proportion of resis-
tant individuals that had to be present within livestocks to protect the whole popu-
lation from epidemics. MacKenzie and Bishop (1999) have for example shown 
that the required proportion of resistant animals depended on the infectiousness of 
the disease.

Different improvements must now be added to such models. On one hand, no 
spatial context was considered. Models could further be improved by taking into 
account the potential influence of livestock spatialisation or heterogeneous envi-
ronments on epidemiological outcomes. On another hand, a particular attention 
should be paid to the potential links existing between the expression of such resis-
tance genes and tolerance to parasites, as selection for stronger tolerance would not 
limit the parasite transmission to other non-domestic animals (natural reservoirs). 
Coevolution of resistance and tolerance could thus be important for the persistence 
and dynamics of disease over the whole ecosystem.
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12.6 � Patterns and Processes Affecting Host Resistance  
Gene Polymorphism During Biological Invasion  
and Interspecific Hybridisation

Range expansions and interspecific hybridisations have occurred repeatedly in the 
history of most if not all species, and they are presently accruing at an increasing 
rate owing to rapid global changes (Hewitt 2000; Mack et  al. 2000; Petit and 
Excoffier 2009). Both phenomenons are often linked because hybridisation gener-
ally follows a change in the distributional range of one of the two parental species. 
Over the recent years, hypotheses and empirical data have accumulated to underline 
the importance of host-parasite interaction in these contexts. On one hand, host-
parasite interactions may strongly influence the outcomes of biological invasion 
(Prenter et al. 2004) and hybrid zones (Reullier et al. 2006). One the other hand, it 
has been postulated that biological invasions and hybrid zones may be important 
hotspots for the evolution of virulence in parasites (Strauss 1994). In the meantime, 
recent advances in the fields of population genetics have suggested that both invasion 
and hybridisation may favour the occurrence of genetic revolutions within species 
(Excoffier et al. 2009) whose consequences on adaptative genetics (and in particular 
within host-parasite interactions) remains to be explored. Theoretical advances in 
spatial genetics further outline the difficulties of distinguishing the outcomes of 
neutral demographic processes and selection events. We thereafter put this different 
knowledge into perspectives, stressing on the fruitfulness of integrating the recent 
advances of both disciplines (epidemiology and population genetics) with the hope 
to stimulate new studies in that directions.

12.6.1 � Host-Parasite Interactions in the Context  
of Biological Invasion

Recent attention has been directed to the role of host-parasite interactions in modu-
lating the outcomes of biological invasion (Prenter et al. 2004). Transmission of 
parasites from invading to native species has been largely documented, and there 
are many examples of introduced parasites decimating naïve host populations 
(Daszak et al. 2000; Harvell et al. 1999). Escape from the deleterious effects of 
natural enemies is another frequent explanation given for the success of introduced 
species, a process coined as the release enemy hypothesis (Keane and Crawley 
2002). Because most parasites reduce host fitness, an invader that leaves parasites 
behind, and encounter few new parasites, can be advantaged over native species. 
Reversely, parasite transmission from natives to invaders has been more scarcely 
documented. However, such new host-parasite associations can occur and their 
investigation may be crucial to our understanding of invasion success (Carroll 
2007; Strauss et al. 2006 ). Finally, parasites have also been implicated in the indi-
rect mediation of interspecies interactions, primarily through apparent competition 
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(ie. interspecific competition indirectly mediated by a shared parasite). Among 
other examples, there is strong support for the suggestion that introduced pheas-
ants Phasianus colchicus are implicated in the decline of the partridge Perdix 
perdix, as a result of apparent competition mediated by the caecal nematode 
Heterakis gallinarum (Tompkins et al. 2000).

Contrasting with the important corpus of hypotheses and empirical data empha-
sizing the role of host-parasite interactions on the outcome of the invasion, few have 
been done on the outcomes of the invasion on the host-parasite interactions. Invasion 
has drastic consequences on the genetic structure of the host and of their parasites. 
The most well known consequence of invasion is the decay in genetic diversities 
due to successive genetic drifts and founder effects during the invasion (Dlugosh 
and Parker 2008). Depletion in genetic diversity does not only affect neutral genetics 
but also functional genetics as evidenced for immune genes in humans (Prugnolle 
et al. 2005). Based on population genetic theory, molecular models of immunity and 
empirical studies, population genetic depletion predicts increased susceptibility of 
populations to emergent parasites. This prediction was confirmed in the Italian agile 
frog (Rana latastei) where the loss of genetic diversity accompanying range expan-
sion is coincident with increased mortality risk from emergent parasites (Pearman 
and Garner 2005). Experimental studies comparing the susceptibility of frog popu-
lations upon the exposure to an emerging strain of Ranavirus showed that invasive 
populations were more susceptible to disease than native populations. Likely higher 
schistosomiasis, Schistosoma mansoni, transmission in the Senegal River Basin 
(by comparison with that observed in natural habitats in Zimbabwe) was attributed 
to the low genetic diversity in the invasive intermediate host, Biomphalaria pfeifferi 
(Campbell et al. 2010). These findings suggest that increased susceptibility to novel 
parasites throughout substantial portions of species ranges may result from pro-
cesses that parallel the loss of genetic diversity because of multiple bottlenecks, 
founder effects and inbreeding during range expansion.

Another consequence of invasion is the spread and loss of genetic resistance 
against infection. The combination of neutral (mutation, drift and migration) and 
selective processes may produce striking geographic patterns during range 
expansion as clines in allele frequencies and geographic patches called sectors 
(see details below in part 12.6.3). Spatial patterns in the genetics of host resistance 
have been under-investigated until now. However, improvement of technology for 
the survey of genetic variation and increase in geographic samplings recently 
gave to human geneticists the opportunity of searching for spatial signature of 
selection and dispersal in large worldwide population samples (Novembre and Di 
Rienzo 2009). A demonstrative example comes from the comparative evolution-
ary histories of thalassaemia (a red-blood-cell disorder in humans) and malaria. 
Thalassaemias are the most common Mendelian diseases of humans and consti-
tute a major global health problem (Weatherall 2004). They comprise a group of 
disorders that are caused by defective production of a-globins (encoded by the 
identical Hba1 and Hba2 genes) and b-globins (encoded by Hbb). Broadly speaking, 
homozygous thalassemia results in severe disease or is fatal, whereas heterozy-
gotes are healthy apart from mild anaemia and have a tenfold reduced risk of 
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severe malaria. Malaria then early appeared as the evolutionary driving force 
behind thalassemia and other haemoglobinopathies (Haldane 1954). The persis-
tence and spread of thalassemian alleles is regarded as the classic paradigm of 
balanced polymorphisms in human populations. Owing to their high inclusive 
cost, the spatial distribution of thalassemian alleles is expected to closely match 
with that of malaria. Indeed, the global geographical distributions of both largely 
overlap, and thalassemian alleles are maintained at ~10% frequency only in 
malaria-endemic regions (Fig. 12.5). Moreover there is also good clinical evidence 
for protection against malaria morbidity, and microepidemiological surveys con-
firmed the close relationship between malaria and thalassemia (Flint et al. 1986).

Further studies yet revealed a fascinating coevolutionary history between humans 
and malaria resulting from the combined influences of human migration, genetic 
drift and local selection. The two major etiologic agents originated fairly recently in 
different regions, Plasmodium falciparum in Africa, and P. vivax in Southeast Asia. 
P. falciparum emerged first in Africa 50,000–100,000 years ago, and displayed a 
first wave of migration out of Africa during the Pleistocen migration of human 
beings (Cornejo and Escalante 2006). Then, both plasmodium species showed 
another worldwide expansion about 5,000–10,000 ago, coincident with the spread 
of agriculture (Armelagos and Harper 2005). Another striking finding was the 

Fig. 12.5  The global distribution of malaria and red-blood-cell disorders. Colours indicate the 
occurrence of malaria: white = absence; light grey = sporadic; medium grey = intermediate; dark 
grey = high malaria risk. Hatching shows the distribution of red-blood-cell disorders (See details in 
Cooke and Hill 2001)
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unexpectedly high number of allelic variants, which have all increased in frequency 
within the last 5,000 years, and are patchily distributed. Alleles frequent in West 
Africa are rare in Southeast Asia and vice versa. India provides a good example of 
a patchy pattern of genetic resistance generated by migration. HbS (a widespread 
thalassemian allele) is found in high frequency in several very distant locations but 
not in-between where malaria and other haemoglobinopathies are present (Flint 
et al. 1998). Haplotype analyses revealed that they were very unlikely to have arisen 
independently in the different locations, while anthropological and archaeological 
data support the view that the Indian carriers of HbS are descendants of a single 
population, possibly centred close to the Indus valley. It is likely that this group 
dispersed after invasions from the north of India by people whose descendants 
now form the majority of the subcontinent’s population. The present-day distribu-
tion of HbS in India is a consequence of migrations that took place within the last 
5,000 years.

A last striking observation is the lack of haemoglobinopathies in the New World 
Amerindians. A likely explanation would be a loss of resistance alleles along the 
route of human colonisation, either following genetic drift or negative selection during 
the crossing of large areas in high latitudes where malaria is absent. Malaria would 
have been recently imported into the New World after the European colonisations 
(although the evidence to demonstrate this is scant). Collectively these findings 
illustrate how complex spatial patterns of genetic variation of resistance genes may 
emerge from the combined effects of selective (cost of resistance and environmental 
variation) and demographic processes (mutation, migration and genetic drift). They 
also put forward the striking coexistence of high genetic variation at resistance 
genes as already noticed before. Adaptive phenotypes in humans have revealed 
multiple mutations that confer advantage to the same disease. The generality of 
these findings deserve further studies on natural populations of plants and animals. 
This challenge can now be addressed thanks to the development of high-throughput 
genetic methodologies.

12.6.2 � Host-Parasite Interactions in the Context  
of Interspecific Hybridisation

Parasites may drive the dynamics of hybrid zones (Reullier et al. 2006; Wiley et al. 
2009) and, reversely, hybridisation has the potential to alter interactions with 
enemies (Fritz et al. 1999). Hybridisation has been postulated to generate signifi-
cant evolutionary changes in the genetic architecture of the resistance of hosts and 
of the virulence of parasites, leading to the idea that hybrid zones may be hotspots 
of evolution for host-parasite interaction (Strauss 1994).

Many studies have examined how hybridisation may influence host-parasite 
interactions (Fritz et al. 1999) leading to a great variety of outcomes. Hybrids may 
show higher, lower, intermediate or similar susceptibility than parental popula-
tions. The preferences toward parental or hybrid taxon may change over time in a 
given site (Wolinska et al. 2008). Hybrids may display higher resistance to a specific 
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parasite, and lower resistance to another one (Fritz et al. 2003). Generally speaking, 
the fate of hybrid adaptation to parasites is probably influenced by the genetic basis 
of the resistance in each parent (single vs. multigenic) and the degree of specialisa-
tion of the parasites. In monogenic systems and when genetic variation is additive, 
resistance of hybrids is expected to be intermediate. Yet in the case of multigenic 
systems, the outcome of hybridisation may be highly unpredictable, either leading 
to new combinations of resistance, or alternatively to disruption of well-adapted 
gene complexes and loss of resistance. Fritz et al. (2003) proposed four alternative 
scenarios for infection levels in hybrids: the additive scenario set an intermediate 
resistance of hybrids; the dominance occurs when the hybrid resistance is similar 
to one of the two parents; the hybrid resistance when hybrids are more resistant 
that either parents; and the hybrid susceptibility when the hybrids are less resistant 
that either parents. Alternatively, coevolutionary oscillations may also provide 
likely explanation for the high variability of hybrid susceptibility to infection 
(Wolinska et al. 2008). This scenario, which hypothesizes that hybrid resistance 
varies over time through frequency-dependent selection, was evidenced in natural 
Daphnia populations. Distinguishing between coevolutionary oscillations and the 
scenario proposed by Fritz and colleagues requires multiple samplings over time, 
because the pattern observed at a given time of a coevolutionary cycle may easily 
be referred to one or another Fritz’s scenario (Fig. 12.6).

While discussions of host-parasite interactions in hybrid zones have largely 
focused on genetic consequences, the results presented in most empirical studies 
have in fact centred on phenotypic patterns of infection, damage or disease occur-
rence in natural populations. Studies documenting adaptive genetic patterns gener-
ated by hybridisation are scarce. Yet hybridisation may favour the transfer of 
adaptations, as resistance genes, across species. Tompkins et al. (2006) tested the 
hypothesis that a degree of interspecific hybridisation may improve the viability of 
endangered species by enriching depauperate gene pools. Controlled hybridisation 
of an endangered parakeet Cyanoramphus forbesi with a widespread relative  
C. novaezelandiae in New Zealand allowed improving the immune function in 
hybrids (by comparison with C. forbesi individuals whose immune function was 
depleted as currently observed in small, inbred populations). At least one of the 
immune indicators measured correlates directly with both survivorship and the via-
bility of small populations. Whether such cases occurs in natural populations have 
not yet been documented but does not seem unrealistic as many immune genes dis-
play trans-species polymorphisms, suggesting that introgression of alleles from one 
species to another one should be facilitated.

12.6.3 � Genetic Consequences of Biological Invasion: Theoretical 
Consideration on Selective and Neutral Processes

Recent spatially explicit simulation studies have led to unexpected and fascinating 
results about genetic patterns emerging after a range expansion (Excoffier et  al. 
2009). Outcomes of spatial simulations show that neutral evolutionary forces 
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(genetic drift, migration and mutation) can alone generate many different patterns 
that were previously attributed to distinct selective processes. These patterns include 
allele frequency gradients, surfing of rare variants, high structuring into distinct 
sectors of low genetic diversity and even massive introgression of local genes into 
the genome of the invading species. These studies strengthen the potential and pre-
eminent role of neutral processes (alone) in shaping adaptive genetics during range 
expansion. While not yet developed in the context of host-parasite interactions, 
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Fig. 12.6  The coevolutionary cycle of host-parasite interactions in hybridising communities. 
Infection levels are plotted on the y-axis. Colours refer to hybrids (grey) and parents (black and 
white). Hybrids that are over-infected (stage 1) decrease in frequency, and because parasites adapt 
to the most common taxa, hybrids also decline in relative infection (stages 2 and 3). When hybrids 
become under-infected, they can ultimately increase in abundance (stages 5–1). At any stage of the 
coevolutionary cycle, the pattern of infection may be referred to one of the four scenario described 
by Fritz and colleagues (Details in Wolinska et al. 2008)
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these recent theoretical advances may enlighten our understanding of the dynamics 
of host resistance genes during biological invasion.

The impacts of selective processes during the invasion dynamics are just at the 
fringe to be evaluated (Keller and Taylor 2008). Early studies on range expansions 
showed that advantageous genes should spread at a constant speed into the new 
environment. However, other kinds of spatial patterns arise because in most cases 
(1) the environment is not homogeneous (Wegmann et al. 2006); and because the 
invader may experience (2) long-distance dispersal (Shigesada and Kawasaki 2002) 
and (3) interspecific competition with resident species (Petit and Excoffier 2009). 
One of the most impressive features of genetic patterns generated by range expan-
sion is the genetic surfing (Excoffier and Ray 2008). Surfing is the propagation of 
alleles by the wave front of the invasion (Fig. 12.7). This phenomenon is a result of 
the intense amount of genetic drift that occurs at the leading edge of a population 
expansion. Genetic surfing occurs more often in small than in large populations and 
is favoured by limited dispersal. Travis et al. (2007) demonstrated that deleterious 
mutation can survive, and even reach high frequencies, close to the wave front while 
surfing, but should disappear when the colonisation is over. Conditions are then set 
for maladapation to occur in the wave front. Multilocus maladapted genotypes may 
persist by surfing during range expansions, be propagated to new environments, and 
thus promote peak shift in the adaptive landscape (Burton and Travis 2008a). Spatial 
constraints also highly impact the patterns of genetic variability along the invasion 
pathway. Some colonisation routes might be more likely than others owing to 
geographic of ecological barriers. Increasing the environmental heterogeneity may 
usually reduce the genetic diversity of the invader (Wegmann et al. 2006). Moreover 

Fig. 12.7  Genetic surfing of alleles in the front of a wave of range expansion. The colonisation 
starts from a single deme on the left border and advances to the right. At an arbitrary time t, a new 
allele (Figured by a black dot) occurs on the edge on the wave and surfs on the expansion wave, 
reaching high frequencies (white). Three cases of successful surfing are reported, that are deleteri-
ous, neutral or advantageous alleles. Their dynamics are different: deleterious alleles tend to stay 
close to the edge and are rapidly lost in the interior, whereas advantageous ones can also travel 
back and propagate in the already occupied world. Note also that in spite of different modes of 
selection, and different times of origin, the three kinds of mutations show very similar spatial dis-
tribution at time t = 500 (Details in Excoffier et al. 2009)
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spatial bottlenecks, which correspond to migration corridors such as land bridges, 
rivers, coastlines, lead to a much larger probability of surfing during a range expan-
sion, and increase the probability for deleterious mutations to be maintained in the 
front wave (Burton and Travis 2008b).

Most range expansions do not occur in completely uninhabited areas, and the 
propagation of a wave thus depends on intraspecifc factors. If interbreeding is pos-
sible between a local and an invasive species, a moving hybrid zone develops during 
the expansion (Barton and Hewitt 1985; Buggs 2007). Simulation and empirical 
studies show that in most realistic situations, the genome of the invading species 
should be massively introgressed by that of the local species (Currat et al. 2008). 
This asymmetrical introgression patterns hold true for a wide range of demographic 
conditions, including when the fitness of the hybrids is low or moderate (hybrid 
fitness should only be >10%), or when the competition of the two species drives 
the local species to extinction. Moreover, a gene introgressing on the wave front 
can occasionally surf in the invading population and, thus, reach very high fre-
quencies in newly colonised areas. Because the surfing phenomenon is not restricted 
to neutral variants, deleterious as well as advantageous genes can surf into the 
invading population.

12.6.4 � Prospects on the Fate of Host-Parasite Interactions 
During Invasion and Hybridisation

Explicit considerations of spatial processes have provided profound and often unex-
pected insights, revealing that the dynamics of the wave front of invasion may pro-
mote genetic revolutions and spatial structures, mimicking adaptative processes 
(Excoffier and Ray 2008). Although not yet evaluated, consequences on the dynamics 
of host-parasite interactions are likely and probably not readily predictable. It is 
now clear that very complex genetic landscape can emerge through a range expansion, 
leading to a variety of conditions, which may largely influence the outcomes of 
host-parasite interactions. It is of interest that such outcomes were independently 
approached by ecologists, which early postulated that biological invasions and 
hybrid zones could be important hotspots for the evolution of novelties in host-
parasite interactions (Strauss 1994). Neutral processes during range expansion may 
set the conditions for establishing a mosaic of coevolutionary outcomes. For 
instance, depletion in genetic diversity, but also surfing of maladaptations may lead 
to local burst in parasites on the road of the invasion. In this context, range expansion 
could play a major role in modulating the risk for disease emergence, as far as the 
interaction is mediated by genetic components. This corroborates empirical obser-
vations that relate increased risk of disease emergence to global change and biological 
invasion (e.g. Benmayor et  al. 2009; Jones et  al. 2008). Determining the part of 
changes in the genetics of host-parasite interactions that may explains increasing 
disease emergence deserves further investigations.
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Genetic novelty may likely arise from complex interactions between neutral and 
selective evolutionary forces during the invasion process under non-equilibrium 
demographic conditions. In some case, a parasite may reach a new area long time 
after the colonisation by its host. This seems to have been the case for malaria and 
human invasion of the New World (see above). Another well-documented study 
examined the rate and magnitude of evolutionary change in an interaction involving 
coevolved species that were separated and then, by sequential range extensions, 
reassociated (Zangerl et al. 2008). Within its native area (Europe), the interaction 
between Depressaria pastinacella (parsnip webworm) and wild parsnip (Pastinaca 
sativa) is characterised by chemical phenotype matching, ostensibly mediated by 
reciprocal selective responses. The reassociation of the webworm, well after the 
introduction the wild parsnip in New Zealand, revealed a profound alteration of the 
selection regime, favouring trait remixing and rapid chemical changes in parsnip 
populations as predicted by the geographic mosaic theory (Zangerl et  al. 2008). 
Finally, another study also documented rapid and radical evolutionary changes in 
host-parasite interaction for two coevolved species, which were introduced alto-
gether in their non-indigenous range (Gilbert and Parker 2010). Experimental and 
empirical data collected on clovers and their fungal pathogen showed infection 
patterns consistent with the hypothesis of adaptive evolution in both the pathogen 
(ability to infect) and the host (tolerance to infection). Collectively these few studies 
suggest the potential for rapid evolution to alter interactions between invaders and 
their natural enemies. To what extent these alterations can be related to genetic 
changes open new perspectives for future researches.

Finally, where invaders and native hosts can hybridise, there is clearly a potential 
for transfer of adaptation across species. Hybridisation between locally adapted 
populations can have significant evolutionary consequences, including the transfer 
of resistance genes to the invading populations. Surprisingly, theoretical studies 
suggest that asymmetric gene transfers, from the local to the invasive species, are 
greatly favoured (Petit and Excoffier 2009). Such rather non-intuitive phenomenon 
could be an important mechanism allowing alien species to rapidly acquire local 
adaptations (in particular to natural enemies) to his novel environment.

12.7 � Conclusions

Molecular epidemiology of host resistance genes has become the focus of many 
empirical researches these last years. They have concerned various organisms, evo-
lutionary scales, and mechanisms of resistance. A remarkable aspect of these works 
is that they have first been investigated independently through different disciplines, 
including genomics, evolutionary biology of host-parasite interactions or immunology. 
All these approaches are now closely interacting, therefore providing a multidisci-
plinary framework that will soon bring new responses to the huge amounts of 
unsolved questions, which include the patterns of host resistance gene polymorphism 
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and the processes mediating these patterns. Besides, the strong parallel advances in 
parasite molecular epidemiology will also allow the development of coevolutionary 
molecular epidemiology studies. Although it is obvious that they will first concern 
models of medical or agronomical issues, we have no doubt that fascinating data 
will soon be available for a broader array of host-parasite systems. This accumula-
tion of molecular epidemiological patterns observed in natura is likely to facilitate 
the development of epidemiological genetic modelling, which is up to now restricted 
to the context of livestock management.

From this chapter, we would like to emphasize four points that we think deserve 
particular attention. First, the phenotypic plasticity of resistance that can be medi-
ated through parasite immune modulation. Recent discoveries of parasite driven 
phenomenon interfering with the expression of host genes, for examples the action 
of viral microRNAs or parasite molecular mimicry, have opened new perspectives 
for the study of resistance variability. Evolutionary biologists now need to explore 
the importance of this parasite-mediated resistance phenotypic plasticity and its 
consequences for the risks of further co-infections, in particular in the context of 
potential emerging infectious diseases. Following this idea, we think that the links 
between the evolution of immune regulation (inherent to the host itself or to immu-
nomodulating parasites), tolerance and immunopathology have hardly been touched 
upon since the hypotheses proposed by Graham et al. (2005). Hantaviruses could be 
a relevant model to investigate these questions as they mediate chronic asymptom-
atic infections in their natural hosts (rodents and insectivores) while inducing more 
or less severe transient diseases and immunopathologies in humans, that are acci-
dental hosts (see details in Guivier et al. 2010). Whether the patterns observed in 
natural hosts result from the evolution of tolerance or an immuno-regulation medi-
ated by hantaviruses is an open-question. Thirdly, this chapter has frequently 
referred to the concepts and results of immunoecology, a recently emerged disci-
pline that aims to explain the variability of immune responses in natural populations 
(Schmid-Hempel 2003; Sheldon and Verhulst 1996). Advances in the molecular 
epidemiology of disease resistance should largely contribute to the development of 
this discipline, which defaults are the over-simplified assays of immune responses 
and the strong importance given to energy-dependent costs of resistance, at the 
expense of other, potentially genomic, mechanisms, that could prevent the fixation 
of resistance in natural populations. Several interesting results have emerged and 
deserve further attention as they are yet too exploratory or preliminary to be genera-
lised. For example, theoretical modelling developed by Boots and Bowers (2004) 
suggest that the coexistence of strains or polymorphism between strains with very 
different degrees of acquired immunity (in terms of length) is very unlikely, while 
polymorphisms in avoidance strategies or recovery rates are expected to be frequent. 
We are looking forward further empirical datasets to see whether patterns observed 
in the wild corroborate or contradict Boots and Bowers’ predictions.

Lastly, we have stressed the huge gaps that remained to be assessed to under-
stand the evolution of host resistance gene/polymorphism and adaptation in the 
situations of biological invasion/range expansion or hybridisation. We were very 
surprised to find only few studies documenting the dynamics of host-pathogens 
interactions in the context of biological invasion and interspecific hybridisation, 
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and particularly the dynamics of genes under selection by this interaction. Because 
humans are known to have experienced a serial worldwide expansion, and because 
there is an increasing interest in understanding the heterogeneity of disease inci-
dence and emergence throughout the world, several well-documented studies yet 
come from the human-disease literature. Owing to recent improvement in tech-
nologies allowing rapid, and easy acquiring of large amount of genomic data, we 
are confident that similar studies will soon be conducted on natural populations of 
various plants and animals.
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Abstract  Over the past years, biodiversity has been reduced on an unprecedented 
scale, while new infectious diseases are emerging at an increasing rate. Greater 
overall biodiversity could lead to a greater diversity of hosts and thus of pathogens. 
Yet disease regulation – due to the buffering role of host diversity – is considered to 
be one of the services provided by biodiversity. In this chapter, we ask how 
biodiversity is linked to infectious disease. First, we investigate the influence of the 
biodiversity of pathogens. We highlight that the number of pathogen species is not 
well known but that new findings are facilitated by the rapid expansion of molecular 
techniques. We show that, although there is a trend to find higher pathogen richness 
toward the equator, identifying a global pattern between the richness of all pathogen 
species and their latitudinal distribution is challenging. We emphasize that pathogen 
intraspecific diversity is a crucial factor in disease emergence and allows pathogens 
to adapt to the selective pressures they face. In addition, the selective pressure acting 
on hosts due to parasite, and reinforced by parasite diversity within hosts seems to 
be a major evolutionary and ecological force shaping hosts biodiversity. Second, we 
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investigate how the diversity of hosts influences infectious disease ecology. For 
multi-host diseases, a change in host species richness or abundance can modify 
the dynamics of local infectious diseases by either reducing (“dilution effect”) or 
increasing (“amplification effect”) the risk of transmission to the targeted host 
species. The underlying hypothesis is that, the competence of reservoirs varies 
according to the host species. The dilution effect has been demonstrated mainly 
through theoretical work and there have been only few case studies. Regarding the 
genetic diversity of host, an important issue is: to what extent does a reduction of 
this diversity impact the ability of the host population to response to infectious 
diseases? Third, we rapidly examine the role of biodiversity in the treatment of 
infectious diseases. To conclude, we consider that the consequences of the loss 
of species biodiversity on infectious diseases is still largely unknown, notably due 
to the lack of knowledge on the dynamics of host-pathogen relationships, especially 
at the population and at the community level.. We highlight that work on multi-host/ 
ulti-pathogen systems should be fostered and that new approaches, such as metag-
enomic investigations that does not require a priori assumptions, are promising to 
describe a community of pathogens and their interactions.

13.1 � Introduction

Over the past 50 years, human activity has altered habitats and reduced biodiversity 
on an unprecedented scale that comes close to mass extinction (MEA 2005). At the 
same time, new infectious diseases seem to be emerging at an increasing rate 
(Wilcox and Gubler 2005). During this period, there has been a dramatic spread of 
highly pathogenic diseases such as AIDS and multi-drug resistant bacterial infections, 
and in more recent years SARS, West Nile in North America, and highly pathogenic 
influenza viruses (Jones et al. 2008).

Habitat loss, largely a result of the conversion of forests and savannas into 
agricultural land, cities, and industrial sites, is the major cause of change in 
biodiversity. Biodiversity represents the diversity of life at all levels of biological 
organization, from the genes within populations, the species that compose a com-
munity, to the communities that compose ecosystems. Intuitively, one might assume 
that greater overall biodiversity would lead to a greater diversity of pathogens and 
hosts, and thereby increase the incidence of infectious diseases (Dunn et al. 2010). 
Yet disease regulation is said to be one of the services provided by biodiversity 
because a high level of species diversity creates a buffer that reduces the risk of 
transmission (MEA 2005; Walpole et al. 2009). Scientific evidence supporting both 
of these views is beginning to emerge, but the core question remains: how is biodi-
versity linked to infectious disease? This is the question addressed in this chapter.

Pathogens are organisms that have a negative impact on the fitness of their 
host(s), often, if now always, by producing visible symptoms (e.g. a disease). 
Such trophic interaction between two organisms, a host and a parasite, is just one of 
several interactions that take place within communities and ecosystems, others being 
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those of prey-predator and plant-phytophagous for instance (Begon et al. 2006). 
To date, more attention has been paid to these other interactions, and their roles in 
ecosystem functioning (e.g. Steffan and Snyder 2010), than to pathogen-host 
interactions, and food web studies only recently have begun to take parasites into 
consideration (Arias-González and Morand 2007; Lafferty et  al. 2006). Studies 
incorporating pathogens are scarce (Hudson et al. 2006), probably due to the difficul-
ties of surveying pathogens (using intrusive or even destructive sampling methods…). 
Moreover, the systematics and even basic aspects of parasite biology often are 
unknown. However, although numerous species of pathogens still need to be 
described (Dobson et al. 2008), there is no doubt that pathogens represent a large 
part of biodiversity on earth. Given that each free living species is host to numerous 
pathogens, and that pathogens of pathogens also exist (consider, for example, phages 
that are virus affecting bacteria), several authors believe that pathogens may be the 
most diverse living group on earth (Windsor 1998).

The link between biodiversity and the ecology of infectious diseases is not simple. 
In this chapter, we investigate how biodiversity influences the ecology of infectious 
diseases at the intraspecific level (genetic variability of pathogens and hosts) and at the 
level of communities (species composition). Although we mainly provide examples 
from human and animal diseases, we also use some illustrations from plants. 
We describe patterns of biodiversity and the consequences of changes in biodiver-
sity on the ecology of infectious diseases. Lastly, we rapidly examine the role of 
biodiversity in the treatment of infectious diseases.

13.2 � How Does the Diversity of Pathogens Influence  
Infectious Disease Ecology?

13.2.1 � How Many Pathogens Are There?

We shall consider infectious diseases caused by bacteria, virus, fungi, protozoa 
and endo-parasites, and exclude from our analysis ecto-parasites that are considered 
here as disease vectors. In the light of the discussion above, the pathogen status of 
a given living organism clearly is not a straightforward question (consider, for 
example, the case of some Rickettsia species that are considered to be not only 
blood vertebrate pathogens, but also tick symbionts, Perlman et  al. 2006). This 
status is related to the host, and varies with individual hosts and species as well as 
in space and in time (different hosts, for example, can have different resistance or 
susceptibility). When pathogens have complex life-cycles, some stages may have 
a different biology (such as biotrophic or necrotrophic plant pathogens, Morris 
et al. 2009). Furthermore, horizontal gene transfer is so extensive in bacteria 
that many microbiologists question the existence of species in bacteria, preferring 
to consider bacteria as populations that exchange genes. However, the existence 
of core genes responsible for the maintenance of species-specific phenotypic 
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clusters is an argument supporting the identification of bacterial species (Riley and 
Lizotte-Waniewski 2009).

For these reasons, combined with the limited knowledge available of the syste
matics of many pathogens (Brooks and Hoberg 2001), it is difficult to accurately 
estimate the number of pathogen species. Estimations of pathogen species richness 
vary from 10% to 50% of living beings (de Meeûs et al. 1998; Poulin and Morand 
2004). In estuaries, the biomass of macro and micro-parasites has been estimated as 
exceeding that of top predators (Kuris et al. 2008). Although the existence of patho-
gens has been known for a long time, lists of species only were compiled recently 
for human and animals (Ashford and Crewe 1998; Cleaveland et al. 2001; Taylor 
et al. 2001), with an update on human pathogens completed in 2007 (Woolhouse 
and Gaunt 2007). Approximately 1,400 human pathogens were reported, 616 live-
stock pathogens (cattle, sheep, goats, pigs and horses), and 374 domestic carnivore 
pathogens (dogs and cats). No clear figure was given for wildlife (but see the Global 
Mammal Parasite Database at http://www.mammalparasites.org/). On average, over 
two new species of human viruses also are discovered each year (Woolhouse 
et al. 2008). Pathogens affecting humans have received more attention than those 
affecting other species. If one assumes that other animal species are affected 
in a proportional manner, huge numbers of pathogens remain to be discovered. 
Altogether, 70,000, 5,000 and 4,000 of fungi, viruses and bacteria respectively have 
been described, which represent only 5%, 1%, and 0–1% of the total estimated 
number of species of fungal, viral and bacterial species. It is difficult to know the 
number of plant pathogens, but a significantly proportion of the fungal, viral and 
bacterial species are likely to be plant pathogens (Ingram 1999).

Until recently, many new pathogen discoveries relied on the investigation of 
atypical symptoms. Today, new findings are facilitated by molecular techniques 
that render it possible to detect and characterise unculturable pathogens and 
to investigate the presence of genes and genomes independently of individuals 
(metagenomics). Although multi-host pathogens are more numerous than single 
hosts, interactions between pathogens and hosts can evolve towards the specialisa-
tion of pathogens on a given host species (Cleaveland et al. 2001; Huyse et al. 2005; 
Pedersen et al. 2005). Such a specialisation can lead to speciation, id est the birth of 
a new pathogen species. Co-cladogenesis, a process of parallel diversification in 
hosts and pathogens, also can give birth to numerous pathogen species (Page 2003). 
Until the development of molecular tools, these species were very difficult to distin-
guish (cryptic species). Systematic investigations using molecular tools have 
made it possible, however, to reveal a high diversity of pathogens. For instance, in a 
systematic inventory of viruses in various vertebrate hosts conducted over a 20 year 
period in the Central African Republic, 919 different viruses were isolated, including 
39 new ones (Saluzzo et al. 2004). Two species of Plasmodium, P. falciparum, 
infecting humans, and P. reichenowi, infecting chimpanzees, were long considered to 
be within the clade that includes humans and the great apes. However, recent studies 
of apes in their natural habitat have revealed a much higher diversity of species 
infecting great apes; in addition, it has been found that P. falciparum also infect 
gorillas (Liu et al. 2010; Prugnolle et al. 2010) and are at the origin of human malaria. 
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Metagenomic studies in ecosystems such as human faeces (Zhang et al. 2006) and 
marine sediments (Breitbart et al. 2004) also have revealed that the majority of viral 
sequences found did not match in the databanks. Finally, new investigations have 
been launched to monitor people, animals and animal die-offs in areas where people 
have a high exposure to wildlife. Generic, broad screening tools will be used to 
detect pathogen species (Wolfe et al. 2007). To our knowledge, a similar approach 
has not yet been implemented for pathogens of animals or plants.

13.2.2 � Does the Worldwide Distribution of Pathogen Species 
Diversity Mirror That of Other Organisms?

In addition to the inventories of pathogen biodiversity, scientists have investigated 
which part of the world holds the highest diversity of pathogen species. Many studies 
on plants and animals have shown that species richness decreases the further one 
moves away from the equator. The reasons most likely are linked to the area, energy, 
time and habitat heterogeneity, and geometric constraints (Gaston and Blackburn 
2000). Comparative studies exploring pathogen species richness in the tropics com-
pared to temperate zones are scarce and have produced discrepant results. Guernier 
et al (2004) studied the worldwide distribution of 229 human pathogens (bacteria, 
virus, fungi, protozoa, and helminths) according to environmental, demographic 
and economical factors. They found that parasite species richness decreased with 
latitude and had a spatially nested organization; i.e. some species are widely distrib-
uted and occur in many communities while others have more restricted distributions 
and occur only in a subset of locations. Such findings were confirmed by the analysis 
of Dunn et  al. (2010), who showed that human pathogen diversity was strongly 
related to both mammal and bird species richness. Diseases that occur in temperate 
zones also tend to occur in the tropics, while some tropical diseases are restricted 
only to the tropics. In primates, the number of protozoa species, which primarily are 
vector-borne transmitted, increase as one approaches the equator, however, the same 
trend was not found for viruses and helminths (Nunn et  al. 2005). Lindenfors 
et  al (2007), who examined the parasite richness of 980 parasite species and 
146 terrestrial carnivore species, found that helminth parasite species richness 
increased the further away one moved from the equator. The reason for this finding 
is unknown and may be related to a bias in sampling because carnivores inhabiting 
areas of industrialized countries in the Northern Hemisphere may have been sampled 
more intensely. Poulin (1995) and Bordes et al (2010) did not find any correlation 
between helminth species richness at intra or interspecific levels and latitude. Some 
studies have shown higher tick species richness at lower latitudes (Cumming 2000). 
However, this is not the case for flea species, which have been found to have low 
richness at lower latitudes (Krasnov et al. 2004). A final example is Ichneumonid 
parasitoid hymenoptera. Although a higher specific host diversity is found in the 
tropics, the number of species of this parasitoid group is similar in both tropical and 
temperate regions. It has been hypothesised that this is due to habitat fragmentation 
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(leading to a lower density of hosts); lack of seasonality (and thus of a host population 
dynamics with peaks and high density of hosts), or the higher content in toxic com-
pounds of tropical plants and thus in phytophagous insects (the “nasty hypothesis”) 
(Gauld et al. 1992). A meta-analysis of parasite-associated host mortality (Robar 
et al. 2010) revealed that host mortality risk declined as one moves away from the 
equator, indicating that, in addition to parasitic load, the effect of parasites on host 
mortality might be determined by some abiotic factors. Thus, although there is a 
trend to find higher pathogen richness as we move toward the equator, it is thus 
challenging to identify a global pattern between the richness of all pathogen species 
and their latitudinal distribution. However, it should be noted that of the 87 pathogens 
that have been discovered since 1980, most have a global distribution (Woolhouse 
and Gaunt 2007).

13.2.3 � Pathogen Intraspecific Diversity Is One Factor  
Favouring Disease Emergence

Pathogens generally are characterised as having higher mutation rates and generation 
times than those of their hosts (Hamilton et al. 1990). Genetic variability also results 
from recombination during sexual reproduction of eukaryotic pathogens, and any other 
genetic exchange mechanisms such as bacterial conjugation or viral recombination. 
In addition, many animal and plant pathogens use a vector to increase gene flow 
among populations and to reach a new individual host. This genetic diversity is a 
crucial factor in disease emergence (Cleaveland et al. 2001) and allows pathogens 
to adapt to the main selective pressures they face: hosts’ immune systems, the need 
to be transmitted, and treatments or vaccines used to counter infections.

The capacity of some pathogens to genetically diversify facilitates their ability to 
evade host immune systems. One of the best examples is the Human Immunodeficiency 
Virus (HIV), which is able to change its appearance faster than the time its takes for the 
immune system to reply (Drosopoulos et al. 1998). Another example is P. falciparum, 
which generates high levels of variability in genes involved in antigenic variability 
and virulence (var genes) by producing frequent recombination events between 
heterologous chromosomes (Freitas-Junior et al. 2000). High genetic variation of 
pathogens also is involved in the interspecies infection process as it facilitates the 
infection of a broader range of host species, which is another characteristic of 
emerging pathogens (Cleaveland et  al. 2001; Woolhouse and Gowtage-Sequeria 
2005). The evolutionary potential of pathogens allows them to respond quickly to 
the directional selective pressure provided by the massive use of drugs (Palumbi 
2001). In areas where selective pressure is important, such as in hospitals, multi-
resistant bacteria are very frequent (Levy and Marshall 2004). For bacteria, resistant 
genes probably originated from environmental organisms with which they shared 
their ecological niche (Aminov and Mackie 2007). These genes can be transferred 
between different species of bacteria and even between species that colonize 
different hosts (Nikolich et al. 1994).
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Although vaccination is a major advance of modern medicine, it thus far has 
contributed to the eradication of only one infectious disease in humans (small pox, 
www.who.int/mediacentre/factsheets/smallpox/en) and one in cattle, buffalo and 
wildebeest (rinderpest, Normile 2008). As many vaccines do not totally block 
transmission, vaccination modifies the selective pressure on pathogens. Depending 
on how vaccines act on the pathogen, the epidemiology consequences can differ 
(Gandon and Day 2007). For instance, theoretical work has shown that vaccines that 
reduce the growth rate or toxicity of pathogens also reduce selection pressure against 
virulent pathogens, leading to higher intrinsic virulence (Gandon et al. 2001). In the 
poultry industry, an increase in virulence of avian tumour viruses has followed 
the use of vaccines that reduce virus growth rates (Witter 1997).

13.2.4 � Pathogen Diversity to Which Hosts Are Exposed 
Influences Host Susceptibility to Disease

Although plants lack an adaptive immune system, through evolution they have 
developed various strategies to stop plant pathogen infections. An induced or 
acquired systemic resistance occurs following host recognition of a pathogen, which 
triggers the production of a hypersensitive reaction (Jones and Dangl 2006). Through 
this mechanism, the plant provides itself protection from secondary infection in 
distal tissues, even if the plant faces a pathogen for which it does not have the 
resistance gene (Durrant and Dong 2004).

The immune system of vertebrates acquires its efficiency by being exposed to a 
diverse array of pathogens. The striking increase in hygiene standards that began in 
the early twentieth century has considerably lowered humans’ exposure to pathogens, 
at least in developed countries. The immune response triggered by a pathogen can 
provide some cross protection against other pathogens (e.g. Huang et al. 2008). 
A low exposure to a diversity of pathogens has had immediate consequences in 
decreasing the risk of disease. But could this low exposure also induce evolutionary 
change in the ability of a host to respond to infection? Due to a trade off between 
investment in disease resistance and other traits linked to fitness, low exposure could 
decrease the frequency of resistance down through the generations, setting the stage 
for a potentially devastating outbreak (Altizer et  al. 2003; Graham et  al. 2010). 
Domestic species that are bred to be protected from pathogens might be more 
susceptible to infectious diseases (Lyles and Dobson 1993). Furthermore, it has 
been suggested that on islands, where some pathogens may be absent, hosts may 
have lower immune response abilities (island syndrome) (Lee and Klasing 2004). 
However, studies that have tested this hypothesis, both using experimental and 
theoretical approaches, have had contrasting results (Beadell et al. 2007; Hochberg 
and Møller 2001; Matson 2006).

Infections by different species of pathogens or by different strains of the same 
species within the same individual host or vector are common (Abbot et al. 2007; 
Cox 2001). In fact, parasite diversity in hosts seems to be a major evolutionary and 
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ecological force for hosts (Bordes and Morand 2009). These concomitant infections 
can trigger cross-effective immune responses between pathogens that are antigeni-
cally similar, having thus an impact on the issue of the infection (Lee et al. 2010). 
An infection also can enhance susceptibility to subsequent infection (Cattadori 
et al. 2007). In particular, individuals with already are in poor physical condition 
may be more susceptible to multiple infections (Beldomenico and Begon 2009; 
Telfer et al. 2008). Furthermore, concomitant infection may allow the exchange of 
genetic material between strains of a given pathogen species or even between species 
through horizontal gene transfer (see Sect. 13.2.2 above), allowing the emergence 
of new virulent strains. An extreme case is one in which a pathogen drives the 
extinction of a population or species. Such scenarios are rare but do occur, generally 
due to a conjunction of pathogens and other causes. For instance, the decline of 
amphibian populations around the world is thought to be linked to a fungal pathogen 
Batrachochytrium dendrobatidis causing Chytridiomycosis (Crawford et al. 2010). 
Amphibians could have an increased susceptibility to the fungus due to changes in 
temperature variability (Rohr and Raffel 2010). Another example is the dramatic 
decline of the native red squirrel in the UK that has been attributed to a combination 
of direct competition with the grey squirrel and disease-mediated competition 
because the grey squirrel is a reservoir host of the squirrelpox virus that causes 
disease in the red squirrel (Tompkins et al. 2002). The local extinction of a host also 
may have tremendous consequences on an entire ecosystem (see for example the 
case of the wildebeest /rinderpest interactions in the Serengeti, Holdo et al. 2009).

13.3 � How Does the Diversity of Hosts Influence Infectious 
Disease Ecology?

13.3.1 � Change in Host Species Richness Modifies Infectious 
Disease Risk

A change in species richness or abundance can modify the dynamics of local infectious 
diseases by either reducing or increasing the risk of transmission to the targeted 
species. The first outcome has been named, the “dilution effect”, the second, the 
“amplification effect”. The term “dilution effect” has conveyed different meanings 
since its first use in disease ecology literature (see Box 2 in the paper Keesing et al. 
2006). The broad definition of the dilution effect refers to “the phenomenon – the 
net effect – when increased species diversity reduces disease risk” that is produced by 
a variety of mechanisms (“amplification effect” refers to the opposite phenomenon) 
(Keesing et al. 2006). This applies to vector-borne and directly transmitted diseases, 
although the concept of dilution has been developed most with regards to the 
tick-borne Lyme disease (Allan et al. 2003; LoGiudice et al. 2003, 2008).

The hypothesis underlying the amplification and dilution effect is that for 
many diseases, the competence of reservoirs, i.e. the ability to become infected and 
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retransmit the pathogen, varies according to the host species (Haydon et al. 2002). 
The composition of the host community thus can influence the transmission dynamic 
of the disease. Similarly, since vectors have different competence to transmit 
pathogens, the composition of the vector community likely influences transmission 
dynamics. Different mechanisms are thought to be involved, but they are difficult 
to differentiate (Begon 2008; Keesing et al. 2006). One is the modification of the 
encounter rate (when reduced, this corresponds to the “dilution effect” sensu stricto). 
In the presence of species that are poorly competent, the transmission event that 
should link an infectious individual to a susceptible individual instead links infec-
tious individuals to non-competent individuals. For vector-borne diseases, the 
increased diversity of a poorly competent host species on which the vector feeds 
increases the proportion of vector bites that are wasted. For direct transmission, the 
addition of non competent hosts can decrease transmission if these hosts remove 
infectious particles (Begon 2008). A second mechanism at work is that a high diver-
sity of host species regulates the abundance of the competent host population. This 
regulation can be mediated by interspecific competition for limiting resources or by 
predation upon competent hosts. This typically is the idea that underlies biological 
controls, where organisms prey upon reservoir hosts, vectors or intermediate hosts 
(Straub and Snyder 2006). A third mechanism is based on the link between species 
richness and host mortality. This is the case when predators modify the mortality 
rate of a host and lower pathogen transmission by feeding on a heavily diseased 
individual (Packer et al. 2003). Two other mechanisms are cited by Keesing et al 
(2006), but they are difficult to demonstrate: (i) the modification of recovery when 
species added to a community facilitate the recovery of infected individuals by, for 
instance, providing resources, and (ii) the modification of transmission once the 
contact has occurred, for instance, when adding a species modifies the pathogen 
load within the host.

The dilution effect has been demonstrated mainly through theoretical work; there 
have been few case studies. One of the main examples is Lyme disease in the USA 
that is caused by pathogenic bacteria transmitted by ticks. These ticks feed readily 
on many species of vertebrates and these species vary in their degrees of reservoir 
competence. The white-footed mouse (Peromyscus leucopus) is thought to be the 
most competent host and dominates in fragmented forests. In native forests, which 
harbour a higher diversity of species than fragmented forests, ticks have a higher 
probability to dilute their bite by feeding on a less competent host (Allan et al. 2003; 
LoGiudice et al. 2003, 2008). However, such a dilution effect has not been demon-
strated in Europe, probably because of the complexity of the disease ecology which 
involves numerous reservoir host and bacteria species (Halos et al. 2010). Another 
example is the West Nile virus, where an increased diversity of non passerine birds, 
which are less competent reservoir hosts compared to passerines, was associated 
with decreased West Nile virus infection in mosquitoes and humans (Ezenwa et al. 
2006; Swaddle and Calos 2008). To date, there have been few examples of directly 
transmitted diseases, but studies on hantaviruses have shown that higher diversity 
of small mammals appears to regulate reservoir host populations through competi-
tion or predation. High small-mammal diversity also might inhibit intraspecific 
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aggressive encounters between reservoir hosts that result in hantavirus transmission 
(Suzán et al. 2009).

In plants, crop diversity can reduce the total burden of disease in agricultural 
systems. This results from the combined effects of (i) the limitation of pathogen 
dispersal thanks to the physical barriers provided by the presence of non-host plants 
(Burdon and Chilvers 1982), (ii) induced systemic resistance, and (iii) competition 
among pathogens. The efficiency of crop mixtures is linked to the size of the area on 
which this method is used: a high level of success has been observed in a field trial 
with susceptible and resistant varieties of rice conducted on a large scale (3,342 ha) 
in China (Zhu et al. 2000).

Illustrations of amplification effects are typically the consequences of species 
introduction that radically modifies encounter rates. The added species can introduce 
new pathogens that infect native hosts (spillover) (Bruemmer et al. 2010) or amplify 
the circulation of local pathogens (spillback) (Kelly et al. 2009). The introduction 
of additional species also can provide sources of vector meals and increase vector 
numbers or activity (Saul 2003). For instance, the introduction of Siberian chipmunks 
(Tamias sibiricus) in suburban forests could increase the risk of Lyme disease because 
this host seems to be more competent than native hosts (Vourc’h et al. 2007). 
The introduction of the mosquito Aedes albopictus in many parts of the world has 
facilitated the transmission of the chikungunya virus (Benedict et al. 2007; Charrel 
et al. 2007).

Theoretical works based on deterministic modelling have looked at the condi-
tions in disease transmission dynamics that are needed for the amplification or the 
dilution effect to occur (Begon 2008; Dobson 2004). When there is a relationship 
between the risk of a disease, the abundance of the reservoir host, and the abundance 
of an additional host, the addition of a species does not necessarily decrease the 
risk. In the case of Lyme disease, for example, tick abundance mainly is determined 
by the abundance of deer, which are in fact a non competent reservoir. An increased 
abundance of deer may reduce infection prevalence when immature ticks are feeding 
on the deer. At the same time, however, the overall number of adult ticks increase 
proportionally with the number of deer (Begon 2008). Further research in this field 
are relying on the modelling of the global community competence of hosts and 
vectors (Roche 2008).

Scientists and societies are increasingly interested in the dilution effect (MEA 2005) 
due to the link between habitat disturbance, generalist host characteristics, and their 
competence in disease transmission. Disturbance seems to favour generalist hosts 
(hosts that use different types of habitats) (Devictor et  al. 2008; Marvier et  al. 
2004), and these hosts often have a broad geographical distribution (McKinney and 
Lockwood 1999; Smart et al. 2006). Crucially, these species also seem to have a 
higher competence reservoir or vector reservoir than species that are not favoured 
by disturbance (Mills 2006; Molyneux et al. 2008; Vittor et al. 2006). For example, 
many murid rodents that are recognized hosts of hemorrhagic fever viruses are 
opportunistic species that seem to be favoured in disturbed environments. The ques-
tion is whether there is a causal link between a species’ generalist and opportunist 
character and its disease competence. Why are murid species associated with 
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hemorrhagic fever more generalist than those which are not? Could it be possible 
that specialist species also carry hemorrhagic fever viruses, only these viruses 
have not yet been identified? Or is there something intrinsic in opportunistic species 
that makes them more likely to evolve and maintain hemorrhagic fever viruses 
(Mills 2006)?

13.3.2 � Does a Loss in a Host’s Genetic Diversity Weaken  
Its Ability to Respond to Infectious Diseases?

Only a very small subset of plant and animal species have been domesticated 
(Diamond 2002). Many species of that small subset, for example, cattle (in animals) 
and maize (in plants), have seen their genetic diversity considerably reduced for 
the purpose of intensive production (The Bovine Hapmap Consortium, Matsuoka 
et al. 2002). In the wild, small populations of endangered species often have a 
very reduced genetic diversity (Keller and Waller 2002). This then raises the 
following question: to what extent does a reduction of the genetic diversity in a host 
species impact the ability of the host population to response to infectious diseases 
(May 1995)?

Genetic loci associated with the major histocompatibility complex (MHC) plays 
a key role in the acquired immune response of vertebrates (Altizer et  al. 2003). 
MHC genes code for molecules that recognize foreign peptides (antigens) and 
display them on the cell surface. When the MHC-protein is displayed, it can be 
presented to immune cells, such as T lymphocytes or Natural Killer cells, which 
subsequently can trigger an adaptive immune response. Because MHC genes are 
faced with an important diversity of antigens, they must themselves be diverse. 
The measure of the genetic diversity of MHC based on an analysis of polymorphism 
sequences of MHC among individuals in populations has been widely used in 
conservation biology as a proxy to estimate the fitness of populations confronted 
by pathogens (Alcaide et al. 2010; Bernatchez and Landry 2003; Sommer 2005). 
However, the level of genetic variation at MHC loci results from different evolu-
tionary forces (selection, gene flow, mutation) varying both in space and time in 
co-evolutionary systems involving both hosts and pathogens, making conserva-
tion genetics of non-model organism a challenging task (Stockwell et al. 2003). 
We already have many examples where low genetic diversity of species has favoured 
the diffusion of, and/or susceptibility to, pathogens. For example, the low genetic 
diversity of the Tasmanian devil could be involved in its susceptibility to facial 
tumor disease (McCallum 2008). The low genetic diversity found in commercially 
traded bee queens has been hypothesised as being one of the factors explaining 
colony collapse disorder (Le Conte and Navajas 2008). The problem is even 
more critical in intensive crops in which disease resistance has relied on the 
use of a very small number of genes. This selection strategy has proven to be ineffec-
tive as pathogens manage to overcome the resistance. For example, the resistance 
of Brassica napus (canola, oilseed rape and colza) to Leptosphaeria maculans 
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(causing the blackleg disease) due to a major resistance gene was overcome in an 
area covering approximately 50,000 ha in South Australia in a period of 3 years 
(Sprague et al. 2006).

13.4 � The Importance of Biodiversity as a Source  
of Treatment for Infectious Diseases

Even with advances in synthetic chemistry, which provides many biologically active 
molecules, pharmaceuticals derived from nature remain an important part of 
pharmaceutical practice today (Newman et al. 2008). All organisms have developed 
compounds to protect themselves against infectious diseases and to interact with 
individuals of their own species or other species (e.g. Rogerio et al. 2010). These 
molecules, coming from all organisms (bacteria, fungus, animals, plants) in terres-
trial, marine and extreme ecosystems, represent an amazing diversity that has been 
tested in the field for millions of years by involving millions of individuals. However, 
only a very small subset of plants and marine organisms has been investigated for 
novel bioactive compounds. Furthermore, it is estimated that less that 1% of bacte-
rial species and only 5% of fungal species are known. Those which have not yet 
been identified could be sources of novel molecules (Cragg and Newman 2005).

Observations of natural medicine practices used by indigenous people have led to 
the discovery of many drugs. The most well known and widely used pharmaceuti-
cals are quinine, used as a model to synthesize anti-malarial drugs (chloroquine and 
mefloquine), and artemisinin, indentified as a potent anti-malarial drug by Chinese 
scientists (Newman et al. 2008). Animals also are a source of inspiration for drugs 
against infectious diseases. For instance, compounds of the sponge Cryptotethya 
crypta inspired the elaboration of antiviral medication such as AZT used in the 
treatment of HIV/AIDS (Cragg and Newman 2005). Observing great apes medicate 
themselves through the plants they eat also could help to reveal new active com-
pounds (Krief et al. 2004).

13.5 � Conclusion

Pathogens constitute a large part of biodiversity on earth and are present in all eco-
systems and at all trophic levels, where they have a large impact on ecosystem 
functioning and on the population dynamics and evolution of their hosts. The recent 
acceleration of biodiversity loss due to human activities deeply impacts host-pathogen 
dynamics. Pathogens and hosts form co-evolving systems exercising major selective 
pressures on each other. Furthermore, the virulence or pathogenicity of a given 
species depends on its environment – which includes the hosts – that is highly variable 
in space and time. In such a context, human beings will never be able to completely 
control or eradicate every pathogen species; rather, we should accept that we must 
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coexist with pathogens. To better understand and predict the evolution of pathogens 
and the impact of human activities on them, more in-depth studies are needed on 
how pathogens interact with host communities within different ecosystems.

To understand human, animal, and plant epidemics, two-species systems involving 
only a single host and a single pathogen species are no longer appropriate. The 
approach considering multi-host/multi-pathogen systems in their environment is 
the framework that now needs to be used to deepen our understanding of disease 
dynamics (Holt et al. 2003; Woolhouse et al. 2001) (Fig. 13.1). However, these 
dynamics are very complex and difficult to study because precise knowledge regar
ding the diversity of pathogens and of interactions taking place on several scales is 
lacking (Lloyd-Smith et  al. 2009). In addition to intensive fieldwork to collect 
adequate data and modeling to understand the main processes, the use of molecular 
tools in a multi-host/multi-pathogen framework will facilitate investigations into 
pathogen-host community interactions. In particular, new generation sequencing 
techniques render it easier to characterize the genetic diversity of pathogens and 
hosts. For instance, metagenomic investigations allow an approach that does not 
require a priori assumptions that is useful to describe a community of pathogens 
and their interactions. Molecular techniques also may be used to clarify the taxonomic 
status of pathogens, revealing cryptic species or host races. With suitable molecular 

Fig. 13.1  Schematic representation of the link between biodiversity and the ecology of infectious 
diseases. Diseases results from the complex interactions between the three compartments corre-
sponding to pathogens, hosts and vectors (in the case of vector-borne diseases). The biodiversity 
of these three compartments can be considered at the community level (each circle corresponding 
to a species) or at the intraspecific level (each circle corresponding to a population or an individual 
within a population). The gray shading off of each unit considered (species, population or individual) 
illustrates its genetic or phenotypic variability in space and time, while variations in size illustrate 
frequency or density differences within the ecosystem. Interactions within each compartment can 
be direct (competition) or indirect (apparent competition…), synergic or antagonistic as illustrated 
by the different arrows
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markers (producing a high level of polymorphism), the analysis of genetic variability 
within a spatially explicit framework renders it possible to identify the routes 
followed by a given pathogen. Moreover, molecular techniques can be used to iden-
tify genes involved in important life history traits of a pathogen such as virulence 
and transmission. Better knowledge of the mechanisms involved in host-pathogen 
interactions, and the extent of their variability, will significantly advance our under-
standing of outbreaks.

Although our knowledge of the number and variety of pathogens is not complete, 
it appears that their diversity, like that of their hosts and vectors, is greater in tropical 
areas than in temperate ones, and in undisturbed habitats than disturbed ones 
(Chaisiri et al. 2010; Friggens and Beier 2010). The reason we are so concerned by 
the loss of species biodiversity is because a reduction of biodiversity seems to favour 
opportunistic species that are highly competent as pathogen reservoirs and vectors. 
However, this observation was derived from only a few studies and theoretical works, 
mainly undertaken in the temperate zones. Further investigations should be launched 
to verify the link between, and understand the process involved in, biodiversity loss 
and disease dynamics. This especially should be done in the tropics to understand 
whether high levels of biodiversity create a buffer reducing the risk of disease 
transmission, and to understand the consequences of biodiversity loss in high biodi-
versity regions. With global changes, there is a high risk that diseases currently 
circulating in the tropics will reach temperate zones where species diversity is 
reduced and the availability of alternate hosts is limited. What could be the conse-
quences of such a shift (Dobson et al. 2006)? What may happen in a world where 
increased movements of hosts and pathogens, high population densities, and rapidly 
changing environments increase contact rates, spread, and selective pressures 
on pathogens and hosts while at the same time a combination of low exposure to 
pathogen biodiversity and decreased genetic variability in some animals increases 
susceptibility to new diseases? The investigation of such questions requires collabo-
ration across disciplines and between countries.
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Abstract  Emerging infectious diseases’ hotspots have been identified as multi-host 
and multi-pathogen systems often characterized in tropical ecosystems by an extensive 
wildlife/domestic/human interface. The pathogen communities shared by the wild 
and domestic populations at this interface reflect the historical epidemiological 
interactions between them. In a research framework using recent community 
ecology, evolutionary biology and molecular biology advances, this information can 
be used to identify potential pathways for future pathogen spill-over initiating the 
emergence process. In other words, an understanding of the mechanisms of pathogen 
transmission in a specific ecosystem can provide an interaction network between 
host populations defined by nodes and edges and characterized by the frequency, 
intensity and direction of the interactions with a direct input for targeted disease 
surveillance.

14.1 � Introduction

The incidence of Emerging Infectious Diseases (EIDs) in human and domestic 
species has increased in the last decades (Cleaveland et al. 2001; Taylor et al. 2001; 
Jones et al. 2008; Woolhouse 2008). Zoonoses constitute 60.3% of human EIDs 
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of which 71.8% originate in a wildlife source with intermediate animal hosts 
often necessary (Jones et  al. 2008). Following (Haydon et  al. 2002), we define 
target species as those species receiving the bulk of sanitary surveillance: 
human and domestic species as well as a few wildlife flagship species. The  
sum of these target species represents a tiny fraction of biodiversity. The bias 
induced by this focused surveillance hides the majority of EIDs events in the 
non-target species.

We have little insight about what is happening “in the wild”, where statistically most 
of pathogen evolution and transmission processes are underway. Our knowledge 
about EIDs processes is therefore limited and skewed in favour of a non-random 
sample of those occurring. Describing these processes and their common properties 
could benefit the surveillance and control of EID in target but also in non-target 
species, supporting global objectives of public and animal health and conservation 
as presented in the “One World, One Health” concept (Karesh and Deem 2000; 
Osofsky et al. 2008; Gibbs and Anderson 2009).

The origin of this increase in EIDs is complex. A relation with disturbed ecolo
gical processes is often assumed (Daszak et al. 2001). Massive changes in organism 
distribution and relations induced by global trends, such as increased anthropogenic 
footprint and climate change have triggered new host, pathogen and environment 
interactions. These new ecological interactions are not randomly geographically 
located and regions with a higher risk of emergence can be identified by plotting 
known emergence events on a map.

According to Jones et al. (2008), hotspots of disease emergence are charac-
terised by:

	1.	 high densities in human and animal populations in systems under intensive health 
surveillance

	2.	 the wildlife/livestock/human interface in tropical ecosystems.

Focusing on wildlife-linked EIDs, the integration of these two characteristics 
leads to a description of EIDs events as a two steps process:

	1.	 emergence of the pathogen sensu stricto (defined as the interspecies spill-over 
from a non-target to a target species) (steps 1 and 2 in Childs et al. (2007)

	2.	 amplification of the epidemic phase with higher host availability (provided by 
higher densities).

Recent EIDs can be classified accordingly: Ebola in humans, originating from 
a potential bat reservoir has reached step 1 but not step 2 (Leroy et al. 2005); HPAI 
H5N1 in poultry with a wild bird origin has reached step 1 and 2 (Webster and 
Govorkova 2006); SARS in humans, originating in bats, as reached step 1 but had a 
limited step 2 in 2003 (Wang and Eaton 2007). In tropical and sub-tropical eco-
systems, the degree of wildlife/livestock/human interface and biodiversity are high 
and offer numerous potential events of spill-over. However, low animal and human 
health surveillance decrease the detection probability. In ecosystems with artificially 
high host densities, less inter-species transmission events occur because of the 
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physical and sanitary protection of these systems. Moreover, efficient surveillance 
systems in target species increase the detection probability of the emergence. This 
analysis could explain the global EID patterns observed.

In order to improve the efficiency and reduce the cost of health interventions, 
research should be implemented on step 1 in order to understand, predict and con-
trol emergence processes and to prevent amplification events (step 2) or prepare 
the health sector to control them (Barclay 2008). Step 1 requires focusing on the 
wildlife/livestock/human interface, which necessitates ecological, epidemiolo
gical as well as socio-economical information. This interface is characterised 
by: (a) multi-host systems; (b) managed and unmanaged animal populations 
(“managed” referring to the state of animal population when influenced by voluntary 
human intervention); (c) natural and modified habitats; (d) remote areas, where 
basic commodities are often lacking; (e) unknown socio-economical system in 
marginalised human communities. The lack of baseline information which charac-
terises these interfaces combined with the above particularities requires the 
development of theoretical and technological tools adapted to the study of EIDs in 
their hotspots (Morgan et al. 2006). However, studying EIDs in selected ecosystems 
raises any of the following challenges: (a) looking for a still unknown pathogen; 
(b) arriving after the emergence process, when one does not know if the spill-over 
process still occurs; (c) looking for a pathogen which is not yet in the study site. 
In order to overcome this dilemma, a shift from a pathogen-centred to a process-
centred approach is necessary. The process at stake is the pathogen spill-over in 
multi-hosts system at the wildlife/livestock/human interface.

We define epidemiological interaction (EI) as any ecological interaction resulting 
in the transmission of pathogen between two host populations (Caron et al. 2010). 
This definition of EI is developed in the next sections of this chapter. We then present 
a research framework, process-orientated, using host and/or pathogen data for the 
inference of emergence risk in a given ecosystem. We describe a method to build EI 
network and present, using an example, how this network can be used to identify 
host populations or EI at risk for pathogen emergence.

14.2 � Estimating Transmission Rate for Pathogens  
Shared Between Host Populations

Standard approaches to study pathogen transmission rate in a single host population 
are pathogen-centred (Bordes and Morand 2009). In one host population, prevalence 
and incidence of the pathogen measured by serological or viral detection techniques 
can be used to calculate the transmission rate. Common index of this transmission 
rate are the R0 and b index and the force of infection (McCallum et al. 2001; see 
Real and Biek 2007 for a recent discussion of these parameters for wildlife zoonosis). 
These parameters are defined for a given pathogen in a defined host population. 
The data needed to estimate these parameters are the contact rate between hosts, the 
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transmission probability resulting from these contacts and the infectiveness of 
the pathogen in the target host or the probability that such a contact occurs between 
an infected and a susceptible host (McCallum et  al. 2001). Models of a shared 
pathogen between two host populations have been developed (see Tompkins et al. 
2002 for some examples).

In an experimental situation using a domestic species, these parameters are 
accessible. A posteriori, after an outbreak, these parameters can be estimated if the 
relevant data has been timely collected. This data concerns repeated data collection 
on a pre-determined sample of the animal population and the setting-up of the 
appropriate environment in which the samples will be adequately stored until labo-
ratory testing. Applied to the wildlife/livestock interface, estimating these parameters 
is difficult in free-ranging species (Morgan et al. 2006). Capture of wild species is 
often expensive, implemented in extreme conditions not suitable for sample 
conservation and unrealistic when the activity needs to be repeated in time on the 
same animals. Real and Biek (2007) suggest a possible framework using telemetry 
(radio and satellite) on wild species combined with sampling survey on wild and 
domestic species. However they identify limits such as the underestimation of the 
quantity of contacts if the entire wild population is not marked. Richomme et al. 
(2006) estimated by direct observations the contact rate and exposure between a 
domestic ungulate and a wild mountain ungulate and discuss additional limits of such 
data for the inference of EIs because of the nocturnal behaviour of wild species which 
cannot be apprehended. The necessity to include in the study the respective sensibi
lity of each species to the pathogen requires also an extrapolation from available data 
on closely-related species. The role of modelling has been and will be crucial in the 
estimation of the behaviour of transmission parameters and their interpretation 
(Lloyd-Smith et al. 2009). A model allows playing with variables to estimate outcomes 
impossible to observe in the field. They use the available data to test hypotheses 
which would be too complex or too costly to test in experimental conditions. 
Multi-host models have been developed under the form of meta-population pathogen 
diffusion process in the particular case of multi-host meta-population (Arino et al. 
2005). Recently, transmission models of multi-strains with differential transmission 
pathways (with emphasis on the role of the environment) paved the way for multi-
pathogen models (Roche and Rohani 2010). However, the integration of multi-host 
and multi-pathogen models has yet to be done. This step will be necessary in order 
to encompass the full complexity of the ecology of infectious disease transmission 
at the wildlife/domestic interface.

The application of these different methods to the case of an unknown pathogen 
before its emergence in the ecosystem raises new issues. Here, the objective  
is to identify an unknown emerging pathogen to reach the target population. 
The emergence event sensu stricto that we are trying to detect is the spill-over of 
an unknown pathogen from an unknown source population to a known naive 
population. Which non-target host should be studied? For which pathogen should 
we test it? In this context where no target pathogen is identified, a pathogen-centred 
approach cannot be implemented.
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14.3 � EI Network and Selection of Host and Pathogen 
Community to Predict Pathogen Emergence

The human species, a domestic species (e.g., livestock) or a flagship wild species 
(e.g., mountain gorilla) can be the target species under study. The unknown patho-
gen emerging in a given ecosystem will be transmitted to the target species by an 
unknown non-target species, through direct and/or indirect contacts (Fig. 14.1). 
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Fig. 14.1  (a) Theoretical contact network including wild, domestic and human populations; in the 
remaining figures, the same network when the human population (b), a domestic population (c) or 
a flagship wildlife species (d) is considered as the target species. Depending on the target population 
selected, the contact network potentially leading to the spill-over of a pathogen from non-target 
populations changes. For example, wildlife population 2 does not play a role in (b) and (c) whereas 
it is considered as a potential source of pathogen in case (d). Relevant epidemiological interactions 
in the system change in case (b), (c) and (d)
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The main assumption of the research framework is that the emerging pathogen 
will use contacts between hosts which have already been used by other 
pathogens. The higher the intensity of EI, the higher the probability of the 
emerging pathogen to use it. If the EI network can be built between different 
host populations, prediction on the likelihood of emergence through a particular 
EI can be made.

Network Analysis (NA) developed primarily in the context of social sciences 
is increasingly used in health ecology (Luke and Harris 2007). It has been 
applied to explore relations between cattle movement data (Heath et al. 2008) or 
human populations patterns (Bansal et al. 2007) and disease spread. A network 
is a set of different entities defined by “nodes” linked by “edges”. Nodes and 
edges have several properties (Fig. 14.2). Nodes are host populations, and edges 
represent EIs. Nodes can be linked with characteristics of the host population 

Fig. 14.2  Three-step process to build a EI network and its schematic representation: (a) Six Host 
populations (HP; target – in dark grey- and non-target) are selected in the ecosystem; (b) Characterisation 
of the attributes of the nodes of each HP based on host or pathogen data; (c) Zoom on 2 nodes 
which properties can be decided according to available information (see Box 14.1) and one edge 
characterised by its 2 properties: (1) Intensity represented by the width of the edge; (2) Direction 
represented by an arrow which could uni- or bidirectional
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(ecological or epidemiological) defined by the type of data used to build the network. 
Edges have two properties:

	1.	 intensity, defined by the number of contacts between host populations, or the 
proportion of pathogens shared between the two host populations; this property 
can be graphically represented by the width of the link between 2 nodes

	2.	 directionality, uni- or bidirectional depending on the transmission possibilities 
between the two host populations; an arrow at the extremity of the edge represents 
this property.

If interested in the temporal variation of EIs, different networks can be built or 
different colour for different temporal windows can be used, based on temporal series. 
Once nodes and edges have been characterised given their attributes, the network 
illustrates the principal edges-EIs between the target species and non-target species.

The EI network can be build using two different sources of data: host data or 
pathogen data. The host data consists in estimates of direct and indirect contacts 
between host populations. The pathogen data consists in the community of pathogens 
shared by different host populations. In the former case, the host contacts will be 
used as estimation of future pathogen spill-over and this approach can be called 
a priori. In the later case, pathogen transmissions that have already occurred will 
be used to estimate the potential pathways for future pathogen spill-over and the 
approach is in that case a posteriori.

The first step in the building of the EI network is to select which host and which 
pathogen are included in the study. The non-target host populations represent a range 
of wild and domestic species living in the same environment as the target species, and 
potentially acting as candidate source of pathogen. As it is usually impossible to 
obtain relevant data for all wild species in an area for practical and financial reasons, 
the selection of potential hosts can be prioritised, using available information:

	1.	 Phylogenetic proximity (e.g. apes most closely related to human or wild bovid 
species most related to livestock species) is a known criteria to increase the chance 
of pathogen spill-over between two host species (Davies and Pedersen 2008).

	2.	 Ecological knowledge on host species present in the study site.
	3.	 Epidemiological information can orientate as well the selection process.

For example, bats species represent 25% of all mammal species despite being 
under-studied from an ecological point of view. They can be in contact for 
behavioural reasons – feeding, roosting – with different host species. They have 
also been involved in recent human EIDs epidemiology, notably in haemorrhagic 
fever events (Wang and Eaton 2007). If the target species is the human species, 
including bats in the study seems relevant if they occur in the ecosystem. Usually, 
as most studies focus on a specific or a group of pathogens, the selection of host 
populations is based on the available knowledge on the pathogen’s host range. Caron 
et al. (unpublished) have presented a framework for this selection process based on 
epidemiological functional groups of hosts. This framework offers a systematic step 
by step process to consider and select all potential hosts in a given ecosystem. In this 
selection process, available data about host contact (e.g., questionnaire-based) or 
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pathogen prevalence (available through national studies) should be used to fine-tune 
the choice of host populations for the network.

14.4 � Estimating Epidemiological Interactions  
Using Host Data (A Priori Approach)

Estimates of contacts between the target population and one or more non-target 
populations can be used to build the EI network. Host movements and contacts can 
be monitored using different field techniques adapted to the level of study: individual, 
population or community.

Few empirical studies have considered contacts at the wildlife/livestock interface. 
At the individual host level, direct observation or telemetry can detect and quantify 
these contacts. For example, the development of satellite telemetry and the increase 
capacity of miniature batteries allow the study of animal movements with a large 
range of body sizes: up to a few grams for birds (Gaidet et al. 2008) at a very fine 
time-scale (up to a point every 5 mn) for long periods (a year or more). Recent 
examples combining telemetry and density or visual observation techniques have 
successfully determined contact rate of individuals at the wildlife/livestock interface 
(Legendre et al. 1994; Bohm et al. 2009). The main weakness of these studies is the 
underestimation of contacts as it can never be assumed that the entire non-target 
population has been identified. This weakness can be partially controlled by objective 
or subjective knowledge of the study site but can never be completely addressed.

At the population or community level, estimates of overlaps in habitat used by 
different host populations or species (Ezenwa 2003; Poulin 2007a) can be utilised 
as a proxy of interspecies contacts at different seasons. Data collected during 
road-counts or counts focusing on key resources or habitat (such as waterholes) on 
both sides of the interface, as well as trapping data (Caley and Hone 2004) provide 
a quantitative estimate of interspecies interactions which can be used to build an EI 
network. A recent study attempted to estimate EIs in avian communities using bird 
count data in wild and domestic sites to predict the risk of Avian Influenza transmis-
sion at the wildlife/domestic interface (Caron et al. 2010). Finally, local community 
questionnaire-based studies can also produce contact rate between host populations, 
paying particular attention in the design of the questionnaire and treating the infor-
mation as perceptions and not facts (Brook et al. 2009).

The field of molecular epidemiology has experienced recent and major develop-
ments (Gupta et al. 2009). The amount of genetic data on host and pathogen species 
is produced at an exponential rate (Holmes 2007). Recent years have seen the 
development of powerful molecular tools to characterize specific pathogens and 
hosts. This host information supports the characterisation of the genetic distance 
between and among host species or populations (Nieberding and Olivieri 2007). 
Host population dynamics estimated by gene flow will be a particular case of 
population-level study to estimate contacts (see in this book Chevillon et al. 2011; 
Chapitre de ce livre 2011). Molecular tools in this field have been developed and 
can give indications as fine as the parental relationship between individuals. This 
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genetic data can provide fine information to build an EI network between popula-
tions of the same species, giving information on the intensity (or width) of edges 
as well as the direction of edges.

Most of host contact studies to estimate probabilities of pathogen transmission 
have been developed in the context of a specific pathogen. Our objective is to use 
the same tools to qualify and/or quantify EI with no a priori on the pathogen under 
study. As presented in Fig. 14.2, after the first step of host selection, each node, 
representing a host population or species will be attributed characteristics: species 
and/or population information; and the number of host of the network in contact with 
the focal species/population (through habitat, resource overlap or direct contact). 
Edge intensity will be proportional to the estimation of the contact between the two 
hosts. Edge direction is usually not indicated except in particular circumstances. 
For example, species A only transiting in a particular habitat will not be infected in 
this habitat while species B feeding in this habitat could be infected through envi-
ronmental contamination. Finally, successive EI networks can be built in order to 
account for temporal variability of contacts (e.g., seasons). The EI network will 
have to be interpreted with the same limits as the initial contact data: e.g., contacts 
between populations will be under-estimated.

14.5 � Estimating Epidemiological Interactions Using  
the Pathogen Level (A Posteriori Approach)

In the previous paragraph, we presented how host movement and contact data can 
be used to build an EI network. In the following paragraph, we will show how 
epidemiological data can also be used to build EI networks using an a posteriori, 
allowing the most likely pathways for the future emergence of new pathogens.

For each pathogen infecting more than one host population, we can estimate EIs; 
accumulating data on an array of different pathogens will strengthen the network. 
In other words, gathering epidemiological data on numerous pathogens in an eco-
system in different wild and domestic populations can structure the EI network between 
these populations and predict to a certain extent (discussed below) the behaviour of 
an outsider pathogen. The type of data referred to here as already been collected in 
various studies, albeit not used for this purpose. Jolles et al. (2008) collected data on 
micro- and macroparasite species in buffaloes in South Africa to investigate potential 
ecological interactions (competition, synergies) between pathogens in a single 
host. In another study, Ezenwa 2003 looked at macroparasite richness in sympatric 
wild and domestic ungulates, and analysed their variations according to habitat 
overlap between host species. Other studies dealing with the health status of some 
endangered species, a parameter increasingly investigated in species conservation, 
can also produce relevant information on free-ranging species (Philippa et al. 2008).

Parasite community ecology is a subset of community ecology focusing on 
the distribution of parasites between host populations. Large datasets of parasites 
(mostly macroparasites) in multi-hosts systems have been collected in the course of 
these studies (see Poulin 2007b). Several indices have been used to compare parasite 
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communities between host populations (Poulin 2003, 2010). The Jaccard index 
(Jaccard 1912) uses presence-absence data of parasites in different host populations 
to give an indicator of the similarity of this community. Other indices, more sophisti-
cated, use prevalence data to compare parasite community (Boyle et al. 1990; Poulin 
2007b). In the context of host populations from the same ecosystem, the geographic 
distance between the host populations is controlled (geographic distances usually 
looked at in parasite community ecology are of the order of hundreds or thousands 
of kilometres). If the phylogenetic distance between host populations can be 
controlled, the similarities measured can estimate the EI between these host popu-
lations. These indices can therefore be used to build EI network as the value of 
the index between two parasite communities shared by two host populations (their 
similarity). Analytical tools to control for phylogentic distances between hosts are 
already used and new ones are under development that incorporate sophisticated 
statistical analyses (Adams 2008; Hadfield and Nakagawa 2010).

History of contacts between host populations is another variable to be considered 
(see Sect. 14.6). The type of the epidemiological data that one can gather varies 
depending on the pathogens targeted and the investment of the scientific and private 
community into the development of specialised diagnostic tools. Presence-absence 
data are the simplest data that one can gather on pathogen epidemiology in a singu-
lar host, and is often the only available information from the literature. Prevalence 
data (direct through pathogen detection or indirect through antibody detection) pro-
vides the percentage of hosts in each population which have been or are in contact 
with the pathogens. As mention above, this type of data can be included in the cal-
culation of similarity indices borrowed from community ecology (Boyle et al. 1990; 
Poulin 2007b).

As presented in the previous section, the molecular epidemiology revolution has 
changed the field of parasite ecology and new genetic information is providing the 
ground for major advances in pathogen research, evolutionary ecology and popula-
tion dynamics of pathogens. The characterisation of HIV strains from different 
human and great apes populations or even from different human individuals has 
brought important development on our knowledge about the origin and the spread 
of this pathogen across the world (Heeney et al. 2006; Cohen 2007; Gilbert et al. 
2007). Another example is the abundant recent literature on phylogenetic analyses 
of HPAI H5N1 strains across the globe linking animal and human outbreaks 
(see Wang et  al. 2008; Cattoli et  al. 2009). Other important pathogens have 
benefited from these technological advances (for some examples on multi-host 
utilisation see Bastos et al. 2003; Vosloo et al. 2006; Foster et al. 2009). The level 
of accuracy to detect single nucleotide change in parasite genomes of these 
molecular tools is increasing and their use at the ecosystem level can pick-up recent 
transmission events including their direction. Biek et al. 2006 have used the Feline 
Immunodefficiency virus (FIV) to track the population dynamics of one of its host 
(Puma concolor). Johnson et al. (2010) highlight this point with another angle and 
suggest to compare the outcomes of an EIDs outbreak with “closely related patho-
gens in different but related host species (…)”. The evolution of parasites is often 
faster than the evolution of their hosts (Nieberding and Olivieri 2007). Recent host 
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population dynamics not detected in the host genetic material can be captured by the 
faster genetic evolution of its parasites. Applied to our context, a phylogenetic tree of 
the same parasites detected in different host populations in the same ecosystem can 
reveal connexions between these host populations and give an estimate of the EIs 
between these host populations for this specific pathogen. The molecular tools can be 
used to characterise EIs. It is likely that in the coming years additional genetic data on 
parasites and new analytical methods will provide more power in the estimation of 
EIs between host populations. Transmission pathways between host populations 
and EI network will be strengthened by these advances (Chevillon et al. 2011).

Replicating the multi-step process developed in Fig. 14.2 and in the previous 
section, once the host selection has been implemented in the ecosystem, each node 
representing a host population can be characterised by the total number of parasite 
species harboured (nodes property represented by its size) and other attributes 
(e.g. in Box 14.1). To estimate the intensity of the edge (its width), we use the value 
of the index calculating the proportion of the parasites shared between two host 
populations/species. In very rare occasions where knowledge about the epidemiology 
of some parasites exists, the direction of the EI could be known: e.g., when a species 
known to be susceptible but not capable of maintaining a parasite is infected by a 
known reservoir of the parasite. Molecular data can potentially inform EIs on 
both their properties: intensity, as molecular data can be used as prevalence data 
(e.g. prevalence for different strains of parasites); direction, the evolution of a parasite 
strain between two host populations can be tracked back and the donor population 
can be distinguished from the receptor population. Finally, if time series data is 
available different network can estimate the variation of EIs across seasons (time 
series used to infer transmission dynamics between hosts see Begon et al. 1999).

So far, the use of these epidemiological and molecular tools has been limited to one 
target pathogen and only a few articles have referred to the extension of their use to 
several pathogens, to host population dynamics, or to contacts between hosts (Poss 
et  al. 2002). At an ecosystem level, it is the combined use of presence-absence, 
prevalence and molecular data on multiple pathogens which will define EI networks. 
The integration of different type of data for different parasite species will be a chal-
lenge in the framework of this approach. Prevalence data will give more fine-scale 
details about the shared community of pathogens than presence/absence data as for 
each host population, the estimated percentage of individuals in the population infected 
by the parasite will be taken into account in the index. Molecular data can give even 
more details about how long ago the parasite strain was transmitted from one host to 
the other. To our knowledge, the only possibility to integrate this data in one network 
is to weight each type of data (e.g., giving more weight to molecular, then prevalence 
and finally presence/absence data). The more data gathered on various pathogens, 
the more detailed the hypotheses on future EIDs epidemiological pathways.

For example, de Garine-Wichatitsky et al. (2010) have recently detected the first 
case of bovine tuberculosis (bTB) in African buffaloes in a Zimbabwean national 
park and discussed the outcomes of this emergence at the country level. How will the 
pathogen behave in this ecosystem? Will it spill-over to communal cattle populations? 
To other wildlife species? To human populations? Data on circulating diseases 
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(zoonoses and others) in this area (e.g. foot-and-mouth disease, brucellosis, rift valley 
fever etc.) can bring information on the structure of the EI network. The network 
and other epidemiological knowledge about parasites can be used to prioritize 
the nodes or edges at risk. One can consider interventions on the nodes (host) of the 
network for surveillance and/or control but also on the edges (EIs) to “break” 
the transmission pathways and limit the potential for emergence. If not detailed here, 
the relation between an EI network and a spatially explicit approach can be done.

Table 14.1  Host and parasite species used
Target sp. Homo sapiens

Rodent sp. Bandicota indicata (Bi), Bandicota savilei (Bs), Verylmys bowersi 
(Bb), Leopoldamys edwardsi (Le), Maxomys surifer (Ms), Mus 
caroli (Mc), Niviventer fulvescens (Nf), Rattus andamanensis 
(Ran), Rattus argentiventer (Rar), Rattus exulans (Re), Rattus 
losea (Rl), Rattus norvegicus (Rn), Rattus tanezumi (Rta), 
Rattus tiomanicus (Rti)

Macroparasite sp. Hymenolepis nana, Rodentolepis sp., Taenia sp., Taenia 
taeniaeformis, Ascaris sp., Gnathostoma malaysiae, 
Ganguleterakis spumosa, Citellina levini, Syphacia muris, 
Physaloptera sp., Rictularia sp., Rictularia tani, 
Gongylonema neoplasticum, Mastophorus muris, 
Protospiura-Mastophorus sp., Cyclodontostomum purvisi, 
Strongyloides ratti, Strongyloides sp., Nippostrongylus 
brasillensis, Nippostrongylus sp., Orientostrongylus tenorai, 
Echinostoma ilocanum, Echinostoma malayanum, 
Notocotylus sp., Quinqueseralis quinqueseralis, 
Gastrodiscoides hominis, Centrocestus sp.

Microparasite sp. Leptospira spp, Ornentia spp, Bartonella spp, hantavirus, herpes 
virus, LCM virus, Trypanosoma spp, rabies virus.

Box 14.1  Epidemiological Interaction Network for 14 Rodent Species and 
the Human Species

In this example, the human species is our target species and we explore the EIs 
between the human species and several rodent species present in particular 
ecosystems of Southeast Asia represented by different habitats (dry and 
irrigated agricultural areas, forests, and villages).
From the literature (Chaisiri et al. 2010) (Herbreteau et al. unpublished), we 
obtained presence-absence data on 14 rodent species. Information about 34 
macroparasite species and 8 microparasite species were collected for these 14 
rodent species and susceptibility to these parasites for the human species were 
obtained (Table 14.1). A 42 parasites*15 hosts matrix was built (and filled 
with “1” or “0” for occurrence of infection and absence respectively in each 
host species. This matrix was used to calculate the Jaccard Index (=number of 
parasite species present in both host populations/sum of parasite species present 
in each host populations) displayed in Table 14.2. The Jaccard index value 

(continued)
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varies therefore between “0” for no parasite species shared and “1” for all 
parasite species shared.

We used the Jaccard index as a proxy of the epidemiological interactions 
(EIs) between each host population and built the corresponding EI network 
(Fig. 14.3).

The analysis of this network leads to the following observations:

– � Interpreting the size of the nodes, the three rodent species with the highest 
parasite diversity are occurring in human settlements. The three rodent spe-
cies with the lowest parasite diversity occur in primary or secondary forests 
and dry agricultural land.

Fig. 14.3  Epidemiological Interaction Network for 14 rodent species and the human species 
in the Southeast Asian ecosystems based on presence-absence data for 34 macroparasite 
species and 8 microparasite species. Each node represents a host species, the size of the 
node is proportional to the number of parasite species harboured by the host and the greyed 
level of the circle represents the habitat in which the host species is mostly found (except 
for human): from pale grey for primary forest, rice fields, modified forest, dry agricultural 
areas to black for human settlements. Each edge between two nodes represents the shared 
parasite community and its width is proportional to the Jaccard index. We placed the human 
species in the centre of the figure and its edges in black for visual comfort

Box 14.1  (continued)

(continued)
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– � The size of the human species node indicates that we share 15 parasite 
species with rodent species studied here.

– � Interpreting the width of the edges at the network level, there is a higher den-
sity of large-width edges on the left of the network, indicating that rodent 
species in human settlements and rice-fields share a higher proportion of 
their parasite diversity than rodent species in the remaining habitats.

– � Interpreting the width of the edges concerning the human species, Bi and 
Bs have the highest Jaccard index values (0.48 and 0.5 respectively), fol-
lowed by Re, Rta and Rn (0.43, 0.42, 0.41 respectively).

– � The nodes of Bi, Ran, Rn and Rta have the maximum number of edges 
(n = 14) possible in this network. They all occur in human settlements, rice 
fields except for Ran occurring in primary forest. The nodes of Bb, Le and 
Mc have the lowest number of edges in the network (n = 9) and they all 
belong to primary and secondary forest or dry agricultural areas.

– � The node of the human species has 13 edges close to the maximum of 14.

The method of calculus of the index needs to be kept in mind: the observa-
tion that Bi and Bs share more parasites with the human species than Rta and 
Rn is wrong. The human species shares more parasite species with Rn and Rta 
than with Bi and Bs (11, 14, 10, 8 respectively). The difference is due to the high 
parasite species richness of Rn and Rta. Other indices can be used to address 
this kind of issue but no index is perfect. The highest intensities of EI are 
found in rodent species present in heavily disturbed habitat (human settlement 
and rice fields) and the highest intensities of EI linking the human species 
with rodent species are also found with rodent species living in these same 
habitats. This observation suggests that humans are more at risk of contracting 
new pathogens from rodents present in the human settlement compared to 
rodents present in primary forest. The availability and patchiness of resources 
in human modified environment could explain the higher EI intensity in rodent 
species living in these environments.

This first network can orientate surveillance protocols towards the most 
interesting host species to be included in order to answer the question at stake: 
if the question is the probability of EID from rodent host in this ecosystem, 
the surveillance protocol will target species living in the human settlements 
(and a ranking can be done on this species) and in the rice fields with maybe 
Rti being an interesting sentinel species to look at as a bridge species between 
pristine and modified environment. To our knowledge, this species is never 
mentioned as a potential source of infectious disease or as a sentinel in the 
literature. If one is more interested in the potential emergence of pathogens in 
rodent species, Ran which shares parasite species with all the other rodent 
species and humans and lives mostly in primary forests should be considered 
as a potential source.

Box 14.1  (continued)
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14.6 � Discussion

The discussion will mainly address the pathogen approach as the host approach is at 
advance stage of development in the literature.

From an epidemiological perspective, usually investigating one epidemiological 
cycle at a time, the EI network approach that we present makes no sense. The epide-
miology of each disease is different and one cannot draw inferences on a pathogen 
using data from another. However, from an ecological perspective, the line of 
thoughts is logical even if challenging. There is not an infinite opportunities for a 
pathogen to be transmitted between two host populations and new pathogens will 
use routes already used by other pathogens with a higher probability. Identifying 
common pathways between host populations will therefore increase the knowledge 
about future probable emergence pathways in this system. This pathogen approach 
does not refer to a specific pathogen and focuses on the hosts’ direct and indirect 
contacts but only the ones resulting in pathogen transmission. The utility of such an 
approach is obvious in the surveillance of EIDs in a hotspot: with an EI network, 
one can assess the probability of future spill-over processes between specific 
populations and target surveillance and/or control. In a limited-resource environment 
(true everywhere but even more in most EID hotspots), EI networks will point at 
most probable transmission pathways between host populations which can be acted 
upon to reduce the probability of transmission/emergence.

Box 14.1 gives an example of an EI network built using presence-absence data 
of macro- and micro- parasites in 14 rodent species and the human species. The data 
has been gathered from the literature (see Chaisiri et  al. 2010). Using a simple 
method to describe the parasite communities shared by each pair of host populations, 
the EI network illustrates the intensity of each edge proportional to its width, the 
parasite species richness per host and the main habitat where each host occurs. 
Eco-epidemiological information such as which rodent host shares a high proportion 
of its parasite species with humans are visually explicit and new hypotheses about 
key-rodent species are presented. These observations suggest that the EI network is 
representative of the level of contacts between the human species and the rodent 
species. Finally, combining this (crude) epidemiological and ecological information 
in a single analysis provide more information about the system than a simple juxta-
position of single parasite information.

In several practical situations, scientists and managers will be concerned by 
the possible emergence of a specific pathogen in a given ecosystem and for a 
specific target species. In that case, they should target closely related pathogens 
or some with similar behaviour (transmission pathways, host range) in order to 
delineate a more specific EI network. This step can be done by creating a sub-network 
with the selected pathogens or by weighting the influence of some pathogens in the 
network. Other a priori conditions could be a research question targeting a type 
of emerging pathogen to look for (e.g., haemorrhagic fevers). For example, 
several authors have argued that future EIDs will concern in majority RNA 
virus-type pathogens, due to inherent viral characteristics such as high mutation rate 
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(Poss et al. 2002; Holmes and Rambaut 2004; Cleaveland et al. 2007). The design 
of a research framework focusing on emerging RNA viruses will select pathogens 
with similar mode of transmission (other RNA viruses for example) which should 
use the same EIs. This could be done by focusing the EI network with information 
from parasites phylogenetically related to the potentially emerging parasite of interest 
(e.g., separating viruses, bacteria, macroparasites, etc.) and/or sharing the same 
mode(s) of transmission. The later seems to bear more power than the former, 
but this will need to be tested. This approach is process orientated and the modes of 
transmission of parasite will be crucial in determining the transmission pathways 
between host populations. Groups of parasite with direct, environmental or vector-
born transmission could a priori produce different EI networks. Three outcomes 
could emerge from empirical data:

	1.	 each EI network is specific for each parasite species and the EI network approach 
is somehow useless

	2.	 they are functional groups of parasite sharing a similar EI network (e.g., based on 
their modes of transmission)

	3.	 EI network are general and produce a transmission framework for all parasite 
species given that the network is fed with data from enough parasite species.

In the case study of Box 14.1, sub-network could be explored comparing macro- 
and microparasites EI network or regrouping parasite by modes of transmission and 
comparing the corresponding sub-network.

Another argument in favour of the inclusion of all types of parasites in the building 
of EI network using the a posteriori approach is that there is no independence 
between the parasite data from various hosts (Jolles et al. 2006). Each parasite 
species is in struggle with the host immunity system and in ecological interaction 
(direct e.g., competition, synergy or indirect through the host immune system) with 
the other parasites. The community of parasites in the ecosystem will have its own 
ecological interactions defined by host and parasite presence and densities (Atmar 
and Patterson 1993; Booth and Dunne 2004). Despite some interesting recent results 
(Graham 2008; Jolles et  al. 2008), co-infections of parasites in host populations 
have not been much explored. The patterns of co- occurrence or exclusion between 
parasites in hosts are de facto included in EI networks and will not create issues for 
their interpretation. Developing EI network will provide more information on 
parasite interaction in hosts.

Host populations in the same ecosystem for long periods of time should share 
more parasites than host populations which have recently come into contact. 
Here, “recently” refers to a period of time during which host populations did not 
have time to exchange most of their parasite species. Evolutionary processes 
should be close to equilibrium in co-evolved host-pathogen interaction (e.g. for 
Low Pathogenic Influenza viruses and waterfowl, Webster et al. 1992) and the EI 
network identified quite robust. As time since hosts have been in contact increases, 
potential transmission events with low probability will statistically increase. In the 
EID hotspots considered, the time since first contact between a target and a non-target 
population should be small: human and great apes due to hunting or tourism; livestock 
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and wild ungulates in pristine areas recently colonised; intensive poultry production 
units recently installed in proximity of wetlands used by wild birds. In EIDs 
hotspots, by definition, (human-induced) changes disturb ecological interactions in 
communities. In this context, the EI identified could be instable (Altizer et al. 2003; 
Thomson 2005) and prone to change leading to an evolving EI network. In this 
context, the a priori approach, using host movements and contacts could be used. 
The a posteriori approach will be more difficult to implement in extremely recent 
interface. However, a few years should be enough for the shared community of 
parasites to reach a relative equilibrium.

More information could be added in the EI network presented in Box 14.1. 
First, some of the parasites used, mainly microparasites such as Leptospira or 
Hantaviruses, have benefited from molecular tools able to track minute changes in 
their genetic load. As mentioned already microparasites are fast evolving organisms 
compared to their hosts (Poss et al. 2002; Holmes and Rambaut 2004). This can be 
useful in tracking the origin of infection between different populations, capturing 
the history of spill-over process at a fine scale. A phylogenetic tree of the parasites 
strains detected in different host populations could bring information on the direc-
tionality of some EI and indicates rodent species as source or reservoir for the rest 
of host community (for an example see Cottam et al. 2008). Secondly, data from the 
host population, as presented previously, such as home range or telemetry data could 
be included to incorporate potential direct and indirect contact between host popu-
lations and related to EI identified in the pathogen approach. This would combine 
the host and pathogen approaches.

14.7 � Conclusion

After presenting how the use of host data can shed light on transmission pathways 
between host populations, we developed a multi-pathogen approach, process-centred, 
to infer epidemiological interaction at the wildlife/livestock/human interface. 
Theoretical and technical tools for this approach have already been developed but 
they are used with a different angle here. Epidemiological data on various pathogens 
are integrated in a network to predict the behaviour of EIDs, in particular before the 
emergence event. The need for this approach comes from an empirical point of 
view, from experiences in areas of limited resources (financial and available data) 
and tries to answer practical questions of surveillance and control of EIDs where 
we know that they have a high probability to happen (EID hot spots). The scale of 
study – the community level – is extremely complex but we suggest that we could 
benefit from this scale in a resource limited environment.

Albeit empirical, this approach links with the modelling approach by concen-
trating on processes of transmission. The data produced should feed some models 
(e.g. Arino and van den Driessche 2006) and maybe push the building of models 
towards including multi-pathogen data to construct EI networks. Network-based 
modelling can be an entry point (Legendre et al. 1994) with the potential to include 



32914  Epidemiological Interaction at the Wildlife/Livestock/Human Interface…

social data, facilitating the inclusion of human/animal transmission processes 
(Legendre et al. 1994; Van Kerkhove et al. 2009).

The context of EIDs in developing countries is an environment where usually 
little epidemiological data is available except for key diseases, important for 
government services: if existing data on a pathogen brings light on contacts between 
two host species, this builds a starting point for the EI network. The gathering of 
ecological and epidemiological information available for the ecosystem under study, 
obtained from different sources (e.g., literature, veterinary services, conservation 
NGOs) can be included in a preliminary EI network which could identify the first 
surveillance priorities to protect the target species following for example a risk 
analysis process. The inclusion of the epidemiology of several pathogens in the 
analysis should explore the results of shared prevalence or strains in relation to 
the specific modes of transmission. If molecular data exists for a pathogen, the com-
parison of this data across host populations can say a lot about the history of 
contacts between these hosts and about the intensity and the frequency of contacts 
(Real et al. 2005; Biek et al. 2006).

From a more practical point of view, one could argue that such an approach would 
be too costly to be funded mainly due to the multiplicity of diagnostic tests which 
can peak quickly when gene sequencing is needed. The cost of sampling wildlife 
species in remote areas is high. Specialised team working on particular diseases will 
be more than willing to collaborate and contribute in terms of laboratory cost in order 
to access such rare samples. This requires prior communication and agreement with 
interested teams and logistical arrangements for the right samples to be collected 
and delivered to laboratories. The accumulation of such collaborations will increase 
the multi-pathogen data and strengthen the EI network. Multidisciplinarity inter- and 
intra- research team is a prerequisite for this approach.
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The contributors of this book have explored various facets of molecular epidemiology 
with major references to population genetics, ecology and evolution.

Molecular epidemiology is now confronted to new challenges in relation to the 
impacts of global changes on infectious diseases as summarized by Vourc’h et al. 
(Chap. 13), that favor the spread of drug resistance in parasites of livestock as shown 
by Silvestre et  al. (Chap. 11) or in human pathogens as stressed by Rumy et  al. 
(Chap. 10). Illustrations of these new challenges were given on specific diseases or 
pathogens such as tuberculosis by Lanotte (Chap. 7), pneumocystosis by Chabe 
et al. (Chap. 8) or hantaviruses by Blasdell et al. (Chap. 9).

In this final conclusion, we will present four general perspectives emerging from 
chapters.

15.1 � The Challenging Development of New Molecular Tools

New typing technologies, such as high-throughput genomics typing, appear and 
improve at an accelerating rate. This represents a substantial challenge as emphasized 
by Hallin et al. (Chap. 2), both by the need to deal with a large amount of molecular 
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information and by the integration of these analytical tools in public health laboratory. 
Tibayrenc (Chap. 3) cited pathogen profiling as one of the new strategies emerging 
from these new tools, which aims at integrating molecular data (genome, transcrip-
tome, proteome, metabolome) with clinical and epidemiological data, assisted by 
geographic information systems (GIS).

15.2 � Incorporating Concepts of Population  
and Evolutionary Genetics

Tibayrenc (Chap. 3), Chevignon et  al. (Chap. 4), and Charbonnel and Cosson 
(Chap. 12) stressed the need to incorporate population genetics’ concepts in molec-
ular epidemiology.

Chevignon et al. (Chap. 4) emphasized that population genetics may help, among 
others, characterize the spatial limits of a parasite population and detect drastic 
changes in parasite population sizes. Hence, population genetics may help understand 
the population biology of the infectious agents, which may avoid spurious con-
clusions based on the interpretation of easy-made phylogenetic trees (but see also 
Archie et al. 2009).

Charbonnel and Cosson (Chap. 4) stressed on some gaps that remained to be 
assessed to understand the evolution of host resistance gene/polymorphism and 
adaptation, particularly concerning populations in non-equilibrium such as invasive 
species. They also referred to the concepts and results of immunoecology, a discipline 
that aims to explain the variability of immune responses in natural populations, that 
may fruitfully integrate advances in the molecular epidemiology.

15.3 � Incorporating Concepts of Theoretical  
and Population Modeling

Modeling approach may help for various practical purposes, including evaluation of 
control strategies as emphasized by Ezanno et al. (Chap. 5). A major challenge is to 
include genetics in epidemiological modeling. However, as stressed by Ezanno 
et al. (Chap. 5) classical tools of epidemiological modeling may not be relevant and 
the development of specific tools is then required to integrate evolutionary ecology 
and epidemiological patterns.

Similarly, Ferdy and Gandon (Chap. 6) advocated that theoretical models on 
pathogen virulence evolution will gain considerable predictive power if they can be 
combined to the approaches developed by molecular biologists that relate virulence, 
transmission and recovery.

From a different perspective, Caron et  al. (Chap. 14) advocated the need of 
integrating theoretical community ecology such as network-based modeling as tool 
for predicting emergence avenues. They stressed also the need to integrate molecular 
information and to develop specific tools for manipulating complex networks.
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15.4 � From Molecular Epidemiology to Phylogeography  
of Diseases

The development of new phylogenetic methods has allowed the investigation of 
pathogens’ diversity and their diversification in a spatial context. Phylogeography is 
a recent science that aims to explain the actual geographic distribution of species and 
populations by investigating the processes that govern the geographical distributions 
of lineages within and among closely related species following. Numerous studies 
have concerned free-living animals and plants, but phylogeographic studies of patho
gens and parasites have only recently grew up (Holmes 2008; Nieberding and Olivieri 
2007). New methodologies have been recently proposed implementing Bayesian 
approach for inference, visualization and hypothesis testing of phylogeographic 
history (Lemey et  al. 2009) or in phylodynamics (Holmes and Grenfell 2009). 
Phylodynamics intend to associate epidemiological dynamics and evolution of 
pathogens. It has proven an efficient tool for understanding the dynamics of viral 
infections (Grenfell et al. 2004) but still remains unexplored for bacterial and para-
sitological infections. Incorporation of molecular data into Geographic Information 
Systems (GIS) has been made easy following the development of specific softwares.

Molecular epidemiology is a rapidly developing science as it relies on technologies 
(informatics and high-throughput genomics typing among others). We must take 
care that conceptual issues are not forgotten and it is one aim of the present book.
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