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PREFACE

This handbook is intended as a reference for financial managers, credit and security
analysts, bankers, lawyers, accountants, auditors, and educators, whose decisions en-
compass the international dimensions of financial analysis, reporting, and control. It
expands and updates the topical coverage of its award-winning predecessor, The
Handbook of International Accounting, and, in its second edition, the International
Accounting and Finance Handbook.

Its new title, International Finance and Accounting Handbook, emphasizes the
fact that many of the decision models for accounting, auditing, and financial report-
ing come from finance. As financial decisions are premised to a large extent on ac-
counting data, providers of financial information cannot add value unless they are
cognizant of the operating processes, products, and decision needs of the user.

The key ingredient of any successful handbook is the expertise of its contributors.
On this score, the element that binds the authors of this collaborative effort is their
commitment to excellence. It has been, and continues to be, a pleasure and a privi-
lege to be associated with this elite group of authors who combine both technical
know-how with practical experience. Indeed, a distinctive feature of this work is the
balance between academic and practicing contributors, with many chapters being a
collaboration between fown and gown.

This volume is divided into the following parts:

* Part I: Globalization of Financial Markets. A comprehensive examination of
current trends in the international markets for financial capital, services, and
regulation.

e Part II: Financial Analysis. Examines the decision models of users in the
areas of foreign investments, treasury management, risk management, corporate
valuation, bankruptcy prediction, and portfolio analysis.

* Part IlI: World Scene of Accounting and Reporting Practices. Details the di-
versity that characterizes accounting measurements, corporate financial disclo-
sure, and auditing standards.

* Part IV: International Accounting Harmonization. Describes the institutional
responses to international accounting diversity at the regional and international
levels.

» Part V: Reporting Issues. Covers standards and practices applying to multina-
tional consolidations, financial derivatives, changing prices, asset securitization,
segmental and foreign operations, social and environmental disclosures, corpo-
rate governance, financial control, performance measurement, and information
systems.

* Part VI: International Transfer Pricing and Taxation. Comprehensive treat-
ment of objectives, policies, worldwide regulations, and practice treatments.

XV
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* Part VII: International Auditing. Provides insights into both internal and ex-
ternal auditing requirements in a post-Enron world.

I wish to thank Sheck Cho, Executive Editor at John Wiley & Sons, Inc., who has
been with this volume from its inception, and whose encouragement, support, and pa-
tience is much appreciated. I also thank Ms. Mary-Grace Tomecki for her assistance
in riding herd on late manuscripts. Above all, I am indebted to the select group of
contributors who unselfishly gave of their time to contribute to this distinctive un-
dertaking and who add immeasurably to the success of this wonderful team effort.

FreDERICK D.S. CHoOI
New York, New York
July 2003

IMPORTANT NOTE:

Because of the rapidly changing nature of information in this field, this product
may be updated with annual supplements or with future editions. Please call
1-877-762-2974 or e-mail us at subscriber @wiley.com to receive any current
update at no additional charge. We will send on approval any future supple-
ments or new editions when they become available. If you purchased this product
directly from John Wiley & Sons, Inc., we have already recorded your subscrip-
tion for this update service.
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CHAPTER 1

INTEGRATION OF WORLD
FINANCIAL MARKETS:
PAST, PRESENT, AND FUTURE

Roy C. Smith

New York University

CONTENTS
1.1 Introduction 1 1.4 Facing the Future 10
1.2 Roots of Modern Banking 2 (a) Market Integration is
(a) Rise of the Americans 4 Irreversible 10
(b) Global Banking Reemerges 5 (b) Regulation Will Continue to
1.3 Banking Today: Survival of the Converge 12
Fittest 6 (c) Competition Will Continue to
(a) Market Integration in 2000 6 Provide Benefits to Users of
(b) Competitive Issues 8 Financial Services 12

1.1 INTRODUCTION. Financial people know in their bones that their profession
goes back a long way. Its frequent association with “the world’s oldest profession”
may simply be because it is almost as old. After all, the essential technology of fi-
nance is simple, requiring little more than arithmetic and minimal literacy, and the
environment in which it applies is universal—that is, any situation that involves
money, property, or credit, all of which are commodities that have been in demand
since humankind’s earliest days.

These financial commodities have been put to use to facilitate trade, commerce,
and investment and to accommodate the accumulation, preservation, and distribution
of wealth by states, corporations, and individuals. Financial transactions can occur in
an almost infinite variety, yet they always require the services of banks, whether act-
ing as principal or as agent, and financial markets in which they can operate. Banks
have predominantly been local institutions throughout their history, but many have
sought international expansion to follow clients abroad or to offer services not avail-
able in other countries.

Banks have a long history: a history rich in product diversity, international scope,
and continuous change and adaptation. Generally, change has been required to adjust
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to shifting economic and regulatory conditions, which have on many occasions been
drastic. On such occasions banks have collapsed, only to be replaced by others eager
to try their hand in this traditionally dangerous but profitable business. New com-
petitors have continually appeared on the scene, especially during periods of rapid
economic growth, opportunity, and comparatively light governmental interference.
Competitive changes have forced adaptations, too, and in general have improved the
level and efficiency of services offered to clients, thereby increasing transactional
volume. The one constant in the long history of banking is, perhaps, the sight of new
stars rising and old ones setting. Some of the older ones have been able to transform
themselves into players capable of competing with the newly powerful houses, but
many have not. Thus, the banking industry has much natural similarity to continuous
economic restructuring in general.

It is doubtful, however, that there has ever been a time in the long history of bank-
ing that the pace of restructuring has been greater than the present. Banking and se-
curities markets during the 1980s and 1990s in particular have been affected by a con-
vergence of several exceptionally powerful forces—deregulation and re-regulation,
disintermediation, the introduction of new technology and product innovation, cross-
border market integration, and greatly increased competition and consolidation—all
of which have occurred in a spiraling expansion of demand for financial services
across the globe. Bankers today live in interesting—if exhausting and hazardous—
times. In this chapter we will have a look at how we got to where we are today, at the
characteristics of the wholesale financial services markets in the early twenty-first
century, and some of the unresolved issues that will affect the industry’s future.

1.2 ROOTS OF MODERN BANKING. Our modern economic and financial heritage
begins with the coming of democratic capitalism, around the time of Adam Smith
(1776). Under this system, the state does not intervene in economic affairs unneces-
sarily, removes barriers to competition and subsidies to favored persons to allow
competition to develop freely, and, in general, does not prevent or discourage anyone
willing to work hard enough—and who also has access to capital—from becoming a
capitalist.

A hundred years after Adam Smith, England was at the peak of its power. Politi-
cally, it ruled 25% of the Earth’s surface and population. The British economy was
by far the strongest and most developed in the world. Its traditional competitors were
still partly asleep. France was still sorting itself out after a century of political chaos
and a war with Prussia that had gone wrong. Germany was just starting to come to-
gether politically, but still had a way to go to catch up with the British in industrial
terms. The rest of Europe was not all that important economically. There was a po-
tentially serious problem, however, from reckless and often irresponsible competition
from America that fancied itself as a rising economic power. Otherwise, the horizon
was comparatively free of competitors. British industry and finance were very secure
in their respective positions of world leadership in the 1870s.

English financial markets had made it all possible according to Walter Bagehot,
the editor at the time of The Economist, who published a small book in 1873 titled
Lombard Street, which described these markets and what made them tick. England’s
economic glory, he suggested, was based on the supply and accessibility of capital.
After all, he pointed out, what would have been the good of inventing a railroad back
in Elizabethan times if there was no way to raise the capital to build it? In poor coun-
tries there were no financial resources anyway, and in most European countries
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money stuck to the aristocrats and the landowners and was unavailable to the market.
But in England, Bagehot boasted, there was a place in the City of London—called
Lombard Street—where “in all but the rarest of times, money can be always obtained
upon good security, or upon decent prospects of probable gain.” Such a market,
Bagehot continued, was a “luxury which no country has ever enjoyed with even
comparable equality before.”

However, the real power in the market, Bagehot went on to suggest, is its ability
to offer the benefits of leverage to those working their way up in the system, whose
goal is to displace those at the top. “In every district,” Bagehot explained, “small
traders have arisen who discount their bills largely, and with the capital so borrowed,
harass and press upon, if they do not eradicate, the old capitalist.” The new trader has
“obviously an immense advantage in the struggle of trade”:

If a merchant has £50,000 all his own, to gain 10% on it he must make £5,000 a year,
and must charge for his goods accordingly; but if another has only £10,000 and borrows
£40,000 by discounts (no extreme instance in our modern trade), he has the same capi-
tal of £50,000 to use, and can sell much cheaper. If the rate at which he borrows be 5%,
he will have to pay £2,000 a year [in interest]; and if, like the old trader he makes £5,000
a year, he will still, after paying his interest, obtain £3,000 a year, or 30% on his own
£10,000. As most merchants are content with much less than 30%, he will be able, if he
wishes, to forego some of that profit, lower the price of the commodity, and drive the
old-fashioned trader—the man who trades on his own capital—out of the market.

Thus, the ambitious “new man,” with little to lose and access to credit through the
market, can earn a greater return on his money than a risk-averse capitalist who bor-
rows little or nothing. The higher return enables the new man to undercut the other
man’s prices and take business from him. True, the new man may lose on the ven-
ture, and be taken out of the game, but there is always another new man on his way
up who is eager to replace him. As the richer man has a lot to lose, he risks it less,
and thus is always in the game, continually defending himself against one newcomer
or another until finally he packs it in, retires to the country, and invests in government
securities instead.

“This increasingly democratic structure of English commerce,” Bagehot contin-
ued, “is very unpopular in many quarters.” On one hand, he says, “it prevents the
long duration of great families of merchant princes . . . who are pushed out by the
dirty crowd of little men.”

On the other hand, these unattractive democratic defects are compensated for by one
great excellence: no other country was ever so little “sleepy,” no other was ever so
prompt to seize new advantages. A country dependent mainly on great ‘merchant
princes’ will never be so prompt; there commerce perpetually slips more and more into
a commerce of routine. A man of large wealth, however intelligent, always thinks, “I
have a great income, and I want to keep it. If things go on as they are, I shall keep it,
but if they change I may not keep it.” Consequently he considers every change of cir-
cumstance a bore, and thinks of such changes as little as he can. But a new man, who
has his way to make in the world, knows that such changes are his opportunities; he is
always on the lookout for them, and always heeds them when he finds them. The rough
and vulgar structure of English commerce is the secret of its life . . .!

'Walter Bagehot, Lombard Street, A Description of the Money Market (London: Henry S. King & Co.,
1873), 1-20.
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In 1902, a young American named Bernard Baruch took Bagehot’s essay to heart
and made himself the first of many millions in a Wall Street investment pool, buying
control of a railroad on borrowed money. The United States had come of age finan-
cially around the turn of the century, and Wall Street would soon displace Lombard
Street as the world’s center of finance.

(@) The Rise of the Americans. Early in the century, J.P. Morgan organized the
United States Steel Corporation, having acquired Carnegie Steel and other compa-
nies in a transaction valued at $1.5 billion—an amount worth perhaps $30 billion
today. This was the largest financial deal ever done, not surpassed until the
RJR-Nabisco leveraged buyout transaction in 1989, and it occurred in 1902 during
the first of six merger booms to take place in the United States during the twentieth
century and first years of the twenty-first century. Each of these booms was powered
by different factors. But in each, rising stock markets and easy access to credit were
major contributors.

By the early 1900s New York was beginning to emerge as the world’s leading fi-
nancial center. True, many American companies (especially railroads) still raised
capital by selling their securities to investors in Europe—they also sold them to
American investors. These investors, looking for places to put their newly acquired
wealth, also bought European securities; perhaps thinking they were safer and more
reliable investments than those of American companies. By the early years of the
twentieth century it was commonplace to find European, Latin American, and some
Asian issues in the New York market. This comparatively high level of market inte-
gration proved especially beneficial when World War I came—both sides in the con-
flict sought funds from the United States, both by issuing new securities and by sell-
ing existing holdings, though the Allied Powers raised by far the larger amounts.

After World War I, America’s prosperity continued while Europe’s did not. Banks
had a busy time, raising money for corporations, foreign governments, and invest-
ment companies and making large loans to investors buying securities. Banks were
then “universal.” That is, they were free to participate in commercial banking (lend-
ing) and investment banking, which at the time meant the underwriting, distribution,
and trading of securities in financial markets. Many of the larger banks were also in-
volved in a substantial amount of international business. There was trade to finance
all over the world, especially in such mineral-rich areas as Latin America and Aus-
tralia. There were new securities issues (underwritings) to perform for foreign
clients, which in the years before the 1929 crash aggregated around 25% of all busi-
ness done. There were correspondent banking and custodial (safekeeping) relation-
ships with overseas counterparts and a variety of overseas financial services to per-
form for individuals, both with respect to foreigners doing business in the United
States and the activities abroad of Americans.

The stock market crash in 1929 was a global event—markets crashed everywhere,
all at the same time, and the volume of foreign selling orders was high. The Great
Depression followed, and the banks were blamed for it, although the evidence has
never been strong to connect the speculative activities of the banks during the 1920s
with either the crash or the subsequent depression of the 1930s. Nonetheless, there
were three prominent results from these events that had great effect on American
banking. The first was the passage of the Banking Act of 1933 that provided for the
Federal Deposit Insurance system and the Glass—Steagall provisions that completely
separated commercial banking and securities activities. Second was the depression it-
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self, which led in the end to World War II and a 30-year period in which banking was
confined to basic, slow-growing deposit taking and loan making within a limited
local market only. And third was the rising importance of the government in decid-
ing financial matters, especially during the post-war recovery period. As a conse-
quence, there was comparatively little for banks or securities firms to do from the
early 1930s until the early 1960s.

By then, world trade had resumed its vigorous expansion and U.S. banks, follow-
ing the lead of First National City Bank (subsequently Citicorp, now part of Citi-
group), resumed their activities abroad. The successful recovery of the economies of
Western Europe and Japan led to pressures on the fixed-rate foreign exchange system
set up in 1944. The Eurodollar market emerged from a surplus of U.S. currency avail-
able outside the country; then the Eurobond market followed and the reattraction of
banks and investment banks to international capital market transactions.

(b) Global Banking Reemerges. Next came the 1971 collapse of the fixed exchange
rate system in which the dollar was tied to gold and other currencies were tied to the
dollar. Floating exchange rates set by the market replaced this system, obviating the
need for government capital controls. In turn, this led to widespread removal of re-
strictions on capital flows between countries, and the beginnings of the global finan-
cial system that we have today.

This system, which is based on markets setting prices and determining the flow of
capital around the world, has drawn many new players—both users and providers of
banking and capital market services. Competition among these players for funds, and
the business of providing them, has greatly increased both the stakes and the risks of
the banking and securities businesses. But the volume and size of transactions in-
creased steadily through the 1970s and 1980s.

The effects of competitive capitalism have been seen and appreciated during the
past decades as they have not been since 1929. The 1980s witnessed further rounds
of deregulation and privatization of government-owned enterprises, indicating that
governments of industrial countries around the world found private-sector solutions
to problems of economic growth and development preferable to state-operated, semi-
socialist programs. Massive deregulation of financial markets occurred in the United
Kingdom and several other countries. The Single Market Act and Economic and
Monetary Union initiatives of the European Union (EU) promised stimulating effects
on European business and finance. Deregulation in Japan has (rather more gradually)
freed vast sums of capital to seek investment overseas and to create active global se-
curities markets in Tokyo.

Most large businesses are now effectively global, dealing with customers, suppli-
ers, manufacturing, and information centers all over the world. Many corporations
are repositioning themselves strategically because of changes in their industry and in
traditional markets and among their competitors. In Europe, for example, most size-
able firms must consider themselves as at least continental players, not just national
players. The European market, in aggregate, is as large as the market for goods and
services in the United States; indeed, it is larger if you include Eastern Europe. No
important competitor in any industry can afford not to be active in such a market, but
neither can it neglect the markets in the United States. And all competitors seem in-
terested in the emerging markets for goods and services that are developing in India,
China, South Asia, and Latin America since these regions began to adopt market
economies in a capitalistic form. Global companies have thus become active in world



1+ 6 THE INTEGRATION OF WORLD FINANCIAL MARKETS

markets as never before, and as a result have become major consumers of interna-
tional financial services of many types: for capital raising, mergers and acquisitions,
and foreign direct investments; for foreign exchange and commodity brokerage; and
for investment and tax advice. Governments and financial institutions also have be-
come major users of these financial services for the investment of reserves, the is-
suance of debt securities, the privatization of state-owned enterprises, the sale of de-
posits and other bank liabilities, mutual funds, and a variety of investment and
hedging services.

1.3 BANKING TODAY: SURVIVAL OF THE FITTEST. Global banking and capital
market services proliferated during the 1980s and 1990s as a result of a great increase
in demand from companies, governments, and financial institutions, but also because
financial market conditions were buoyant and, on the whole, bullish. Interest rates in
the United States declined from about 15% for two-year U.S. Treasury notes to about
5% during the 20-year period, and the Dow Jones Index increased nearly 14-fold,
driving prices higher in financial markets all over the world. Indeed, financial assets
grew then at a rate approximately twice the rate of the world economy, despite sig-
nificant and regular setbacks in the markets in 1987, 1990, 1994, 1998, and 2001.
Such growth and opportunity in financial services, however, entirely changed the
competitive landscape—some services were rendered into commodities, commis-
sions and fees were slashed, banks became bold and aggressive in offering to invest
directly in their clients’ securities without the formation of a syndicate, traditional
banker—client relationships were shattered, and, through all this, a steady run of in-
novation continued—new products, practices, ideas, and techniques for improving
balance sheets and earnings. As a result, many firms were unable to remain compet-
itive, some took on too much risk and failed, and others were taken up in mergers or
consolidations. Great banking houses such as Baring Brothers, Chase Manhattan,
Dillon Read, Dresdner Bank, First Boston, Industrial Bank of Japan, Kidder Peabody,
Kuhn Loeb, Midland Bank, J.P. Morgan, National Westminster Bank, Salomon
Brothers, Union Bank of Switzerland, and Yamaichi Securities all disappeared into
mergers or liquidation. The 1980-2000 years were a difficult time for many banks,
but a time of great opportunity for others. For their clients, however, it was a time of
prosperity in which the pendulum of profitability swung from favoring the manufac-
turers of financial services to their users.

(@) Market Integration in 2000. Market integration has been accelerated by several
factors that have occurred during the past 20 years. The end of the need for foreign
exchange controls has resulted in a free flow of capital between markets of industri-
ally developed countries. Deregulation has removed barriers that impeded access to
markets in different parts of the world, by both issuers and financial service
providers. Massive improvements in telecommunications capability has made it pos-
sible for information available in one part of the world (such as bond prices) to be si-
multaneously available in many other places. And advances in financial technology
(and the infrastructure to support it), such as swaps and other derivatives, have made
it possible to take advantage of many new financing opportunities. For example, in
1997, the U.S. Federal National Mortgage Association (FNMA) issued five-year
notes denominated in Australian dollars that were sold in the United States, Europe,
Asia, and Australia. These notes were priced at a rate very close to the Australian
government bond rate, taking advantage of very strong market conditions in Australia
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at the time. FNMA, advised by a Swiss bank (UBS-Warburg), was able to arrange a
simultaneous U.S. dollar/Australian dollar currency swap that enabled FNMA to con-
vert its forward payment obligations in Australian dollars into U.S. dollars. Because
the terms of the new issue were very attractive to FNMA, and the cost of the swap
was also, the borrower was able to secure funds from an entirely new source at an all-
in cost somewhat less than (or certainly no greater than) the cost of funds available
to it in the New York market. The swap had been a form of arbitrage that linked the
Australian and U.S. bond markets and made a global distribution of the new bonds
to international investors possible. FNMA had in the past issued its securities in the
Eurobond market also, where investors there must “bid” for the paper in competition
with U.S. investors. This continuous stream of new issues (which are frequently ac-
companied by currency or interest rate swaps) that harness the investment demands
of institutional investors all over the world has created a highly integrated world mar-
ket for debt securities.

Bond market investors, after all, see bonds partly as commodities with two dis-
tinctive characteristics only—they represent a certain credit quality (defined by bond
ratings) and they extend for a certain duration. An AA bond with a maturity of 12
years and fairly standard call provisions will be expected to provide a certain yield to
investors. The bond may be packaged with a swap and sold to investors in any num-
ber of different currencies. But in all major bond markets the price of such bonds,
translated into home market currency through the swap market, will be about the
same, thus indicating a high degree of correlation of returns and therefore of market
integration.

There is a much lesser degree of market integration in the case of equities. Each
stock is unique, representing not a fixed income return for a specified time but only
the prospect of future dividends for an indefinite time. These prospects are still sig-
nificantly differentiated by national economic conditions (such as labor and capital
costs) and other factors that make DaimlerChrysler different from Ford and Toyota.
Stock market returns in different countries are not highly correlated as a result,
though with increasing international and cross-border investment these correlations
are rising, and within certain regions (such as the eurozone within the EU) equity
market correlations are starting to become significant.

The merger and acquisition market (sometimes thought of as the market for cor-
porate control) has also experienced considerable integration since the mid-1980s,
when mergers outside the United States first came to be significant. In 1985, for ex-
ample, 89.4% of all global merger and acquisition transactions occurred within the
United States or involved either a U.S. buyer or seller. In 1995 that percentage had
decreased to 58.8%, and by 2001 to 48.8%. Indeed, after 1999, more mergers oc-
curred outside the United States than within. For the entire period from 1985 through
2001, $12.8 trillion of global mergers and acquisitions have been completed, of which
$5.5 trillion were within the United States, $1.9 trillion involved crossborder deals in
which one side was a U.S. company, and $5.3 trillion of completed transactions oc-
curred outside the United States, of which $5.0 trillion occurred within Europe.

The merger market requires a healthy supply of willing parties, an availability of
capital to finance the deals, transactional know-how and an environment free of im-
pediments to takeovers in order for deals to be done. For international deals, these re-
quirements must apply globally, which, for the most part, they have. The last set of
conditions, freedom from barriers to takeovers, does not exist everywhere—nor does
it exist anywhere in completely pure form—but many countries, such as Japan, Ger-
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many, and several emerging markets in which cross-shareholdings are considerable,
access to corporate control is not always available in the market. Over the years,
however, barriers to takeovers have been falling and specific barriers to takeovers by
foreign corporations are disappearing quickly.

(b) Competitive Issues. The effects of wide-scale market integration, together with
greatly increased demand for sophisticated financial services, put great pressure on
banks and investment banks seeking to secure a significant share of this rapidly
growing and lucrative market. Chief financial officers (CFOs) quickly learned that
there were many possibilities for creative, beneficial financing available to them, but
they could not expect to receive all of the best ideas and lowest quotes from just one
firm. The days of the so-called traditional, “exclusive” investment banking relation-
ship were numbered. Large companies with undisputed access to capital markets
around the world would receive frequent proposals from bankers, and before long
they began to deal with several. Competitive biddings for conventional new issues
became common; exclusive relationships were abandoned, especially after the Se-
curities and Exchange Commission (SEC) adopted Rule 415 that provided for instant
access to markets by issuers using a “shelf registration.” “Proprietary” financing
ideas, however, were reserved for the bank first submitting the idea, such as the
global Australian dollar bond issue proposed to FNMA by UBS-Warburg. Of course,
once a proprietary idea was revealed, anyone could copy it, and in such cases the
mandates would go to the bank bidding the highest price. Banks now had to compete
on the basis of best ideas or highest prices even for their traditional clients’ business.
To be competitive meant opening offices in London, Tokyo, and other locations; de-
veloping very advanced trading skills; and being willing to acquire and manage large
positions in securities to accommodate clients. Firms must also be able to collect
price information from all over the world and analyze it effectively before a com-
petitor was able to in order to stay competitive with the best players. It was difficult,
expensive, and risky to do all of these things, and some firms stumbled along the
way. However, for those who succeeded, the enormous increase in transactional vol-
ume—in stocks, bonds, derivatives, and mergers—provided adequate room for fees
and commissions to be compressed and still leave plenty for those able to land the
mandates.

Throughout the last 20 years of the last century, however, there was continuous
turmoil in and deregulation of the banking industry that changed that industry pro-
foundly. Rapidly rising interest rates in the 1970s squeezed savings and loan organi-
zations, and certain banks in the United States and Europe accustomed to mortgage
lending, to the point of a crisis in the industry. Too many low fixed-interest-rate mort-
gage loans had been made with money obtained by the bank from the short-term de-
posit market. To offset the problem, some banks made riskier loans in order to gain
higher interest rate returns. An ensuing credit crunch was very painful to many such
banks, and many failed or nearly failed during the 1980s. Regulators were required
to intervene extensively, limiting the freedom of banks and their capacity for growth.
During this period, many corporate clients abandoned banks as a source of finance
and turned instead to capital markets. In the early 1990s, banks argued that they had
survived the worst and were ready to compete for business again, but banking regu-
lations prevented them from keeping up with their investment banking competitors
for business in the wholesale market. Regulators were sympathetic, believing that
more competition in financial markets would lower costs of capital and stimulate in-
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dustrial growth and restructuring. As a result, in the United States the McFadden Act
restricting banks’ interstate activities was repealed. So was the Glass-Steagall Act,
which since 1933 had separated commercial and investment banking. The United
States also participated in the Basel Agreement (among 12 leading financial coun-
tries) to require banks to maintain a minimum amount of capital relative to their risk-
weighted assets. In Europe, the EU adopted the Second Banking Directive that al-
lowed banking operations to extend to any member country. In Japan, provisions
similar to Glass-Steagall were also repealed. So banks were now free to plunge into
the investment banking business to win back their clients from the capital markets to
which they had migrated in such large numbers.

But investment banking was risky and involved entirely different skills from the
deposit-taking and loan-making commercial banking business they knew well, de-
spite many changes related to credit cards, automated teller machines (ATMs), and a
variety of different consumer products. As a result, most American, European, and
Asian banks chose to stay focused on consumer and small business finance (includ-
ing all companies with no or limited access to capital markets) within their national
markets and to ignore (or at least deemphasize) the more complex, global wholesale
sector which comprised syndicated bank loans, securities underwriting and place-
ments, and merger and acquisition advisory work.

But, of course, a handful of the largest banks with the longest history of corporate
banking relationships—in the United States, Europe, and Japan—elected to compete
for a fair share of their clients’ lending, securities, and merger businesses. But it was
difficult for many of them to develop the necessary product skills and support capa-
bilities. It was also necessary to project those capabilities into markets in the United
States, Europe, and Asia in competition always with firms with greater product ex-
pertise and regional knowledge. This task was especially difficult for Japanese banks,
hugely powerful at the end of the 1980s, but very diminished by the Japanese stock
market decline, loan write-offs, and the many bank failures and forced mergers that
occurred during the 1990s.

Finally, the period of the 1980s and 1990s saw many changes in the competitive
alignments within the financial services industry. Many banks demonstrated a pref-
erence for the “universal banking” model so prevalent in Europe. Universal banks
were free to engage in all forms of financial services, make investments in client
companies, and function as much as possible as a “one-stop” supplier of both retail
and wholesale financial services. (Others would say that these banks had become fi-
nancial “conglomerates” and the end of the 1990s had become unwieldy and ineffi-
cient.) Even then, however, some European universal banks chose to rid themselves
of some of their activities that siphoned off profits, especially their securities busi-
nesses and investing in the shares of their industrial clients. Many of these banks
would be better off, they thought, specializing in either retail or wholesale services,
but not both. Others took an opposite view, so there were many different strategic
alignments. Many such possible alignments could be accomplished only by large ac-
quisitions, and there were many of them. As a result, the process narrowed the field
of competition in wholesale services considerably. By the end of 2000, a year in
which a record level of financial services transactions with a market value of $10.5
trillion occurred, the top ten banks commanded a market share of more than 80% and
the top five, 55%. Of the top ten banks ranked by market share, seven were large uni-
versal-type banks (three American and four European), and the remaining three were
large U.S. investment banks who between them accounted for a 33% market share.
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1990 2001

1 Industrial Bank of Japan 57.1 1 Citigroup 259.7
2 Fuji Bank 52.0 2 American International Group  207.4
3 Mitsui Taiyo Kobe Bank 46.3 3 HSBC Holdings 109.7
4 Sumitomo Bank 46.0 4 Berkshire Hathaway 100.2
5 Dai-Ichi Kangyo Bank 44.8 5 Bank of America 99.0
6 Mitsubishi Bank 44.0 6 Fannie Mae 79.5
7 Sanwa Bank 41.2 7 Wells Fargo 73.7
8 Nomura Securities 25.5 8 J.P. Morgan Chase 71.7
9 Long-Term Credit Bank 24.8 9 Royal Bank of Scotland 69.4
10 Allianz 24.6 10 UBS 67.1
11 Tokai Bank 21.3 11 Allianz 62.9
12 Mitsubishi Trust & Banking 17.2 12 Morgan Stanley Dean Witter 61.4
13 Deutsche Bank 16.4 13 Lloyds TSB 60.3
14 American International Group ~ 16.3 14 Barclays 55.2
15 Bank of Tokyo 15.9 15 Credit Suisse 51.3

Source: Morgan Stanley Capital International.

Exhibit 1.1. Top Financial Firms, Market Capitalization, End Year ($billion).

Consolidation in the industry and concentration of market share had already achieved
substantial levels by the year 2000. (See Exhibit 1.1.)

But not all financial service providers were banks. Large corporate players were
beginning to find their way into the financial service community, offering competi-
tion to established banks. Many of these players had been ignored before their busi-
nesses began to overlap. Most prominent among these corporate players were finance
subsidiaries of large industrial companies, such as General Electric Capital Services,
General Motors Acceptance Corporation, Ford Motor Credit, and others. There were
further disturbances in the competitive force by such insurance giants as American
International Group, Berkshire Hathaway, and Allianz and such mortgage finance gi-
ants as FNMA and its siblings. Indeed, by the end of 2001 the market capitalization
of the world’s 15 largest financial services providers included four nonbanks (though
Allianz, which is included, has since acquired Dresdner Bank). The top 15 such
companies included eight U.S. firms and seven Europeans—four British, two Swiss,
and one German). By comparison, at the end of 1990, the 15 largest financial firms
by market capitalization contained 12 Japanese firms, two German, and one Ameri-
can. The Japanese firms, within the decade, disappeared from the list entirely. (See
Exhibit 1.2.)

1.4 FACING THE FUTURE. It is difficult to predict the future and this chapter is not
going to attempt it, except to note that there are now certain conditions in place that
will affect how the future develops, and we can rely on these conditions to remain in
place for some time.

(@) Market Integration is Irreversible. Certainly, the market integration that has de-
veloped among the United States, Europe, and Japan will continue to send both bor-
rowers and investors to the cheapest markets, and their experience will reinforce the
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international character of the wholesale market place. This market nexus will en-
courage other countries and regions to tie into it (e.g., as the countries of the EU have
done by allowing the transnational Euromarket to become the principal wholesale fi-
nancial market for the entire region) and to integrate their own markets to it. Much
of this has already happened and will no doubt continue in more advanced emerging
market countries.

(b) Regulation Will Continue to Converge. The wholesale market largely consists of
institutions, corporations, governments, and sophisticated investors. This group does
not need much protection from government securities regulators (in Europe there is
no government body that regulates the Euromarkets, and in the United States securi-
ties sold to qualified investors may be exempt from registration requirements), and
the absence of such regulation is a considerable economic benefit to the market.
However, regulation of financial exchanges and of conduct of professional operators
is developing in the EU and following established American principles. Regulation
of minimum levels of capital for banking institutions, though a continuing work in
progress, has developed to embrace all major capital market countries. Surely, these
regulatory matters will continue along the paths they are now committed to. The re-
sult, however, suggests a moderate amount of reasonable regulation, which is healthy
for an integrated, global financial marketplace.

(c) Competition Will Continue to Provide Benefits to Users of Financial Services.
The bigger, more robust the market, the more attractive it will be to competitors.
There are still many competitors large enough to attempt to secure a prominent posi-
tion in the market, though the identity of these competitors has changed considerably
over time. No doubt this will continue, as will the ongoing debate over whether uni-
versal banks with large balance sheets will dominate, or whether quick-adapting,
flexible, smaller specialist firms will. European banks have already demonstrated the
ability to become competitive in capital markets, recovering somewhat from an ear-
lier period in which American firms were especially prominent. Will Japanese banks
and securities firms accomplish the same competitive recovery in the decade ahead?
They very well may do so, and we may also see nonbanking enterprises become
much more aggressive in stripping business away from the traditional players. But
the volume of transactions should continue to rise, providing the base for the moti-
vation by all the competitors to secure a larger market share. Time will tell.
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2.1 INTRODUCTION. Few industries have encountered as much “strategic turbu-
lence” in recent years as has the financial services sector. In response to far-reaching
regulatory and technological change, together with important shifts in client behav-
ior and the de facto globalization of specific financial functions, the organizational
structure of the industry has been profoundly displaced and there remains a great deal
of uncertainty about the nature of any future equilibrium in the industry’s contours.
At the same time, a major part of the industry has been effectively globalized, link-
ing borrowers and lenders, issuers and investors, risks and risk takers around the
world. This chapter deals with the issue of globalization in the context of a coherent
analytical framework and spells out the key consequences for the strategic position-
ing and implementation for financial firms worldwide.

Section 2.2 considers the generic processes and linkages that comprise financial
intermediation—the basic “financial hydraulics” that ultimately drive efficiency and
innovation in the financial system and its impact on real-sector resource allocation
and economic growth. Maximum economic welfare demands a high-performance
financial system. What does this actually mean? We also document some of the
structural changes that have occurred in both national and global financial systems

21
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and suggest how the microeconomics of financial intermediation work. These can
have an enormous impact on the industrial structure of the financial services indus-
try and on individual firms. Sequentially, financial channels that exhibit greater
static and dynamic efficiency have supplanted less efficient ones. Competitive dis-
tortions can retard this process, but they usually extract significant economic costs
and at the same time divert financial flows into other venues, either domestically or
elsewhere.

Section 2.3 described the specific financial activities that have become most heav-
ily globalized, notably the “wholesale” end of the financial spectrum that links end
users through increasingly seamless global financial market structures.

Finally, Section 2.4 examines the consequences of this process in terms of finan-
cial sector reconfiguration, both within and between the four major segments of the
industry (commercial banking, securities and investment banking, insurance, and
asset management) as well as within and between national financial systems.

2.2 A STYLIZED PROCESS OF FINANCIAL INTERMEDIATION. The central compo-
nent of any model of a modern financial system is the nature of the conduits through
which the financial assets of the ultimate savers flow through to the liabilities of the
ultimate users of finance, both within and between national economies. This involves
alternative and competing modes of financial intermediation, or “contracting,” be-
tween counterparties in financial transactions.

A guide to thinking about financial contracting and the role of financial institutions
and markets is summarized in Exhibit 2.1. The exhibit depicts the financial process
(flow-of-funds) among the different sectors of the economy in terms of underlying
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environmental and regulatory determinants or drivers as well as the generic advan-
tages needed to profit from three primary linkages:

1. Fully intermediated financial flows. Savings (the ultimate sources of funds in fi-
nancial systems) may be held in the form of deposits or alternative types of
claims issued by commercial banks, savings organizations, insurance compa-
nies, or other types of financial institutions that finance themselves by placing
their liabilities directly with the general public. Financial institutions ultimately
use these funds to purchase assets issued by nonfinancial entities such as
households, firms, and governments.

2. Investment banking and securitized intermediation. Savings may be allocated
directly or indirectly via fiduciaries and collective investment vehicles, to the
purchase of securities publicly issued and sold by various public- and private-

sector organizations in the domestic and international financial markets.

3. Direct-connect mechanisms between ultimate borrowers and lenders. Savings sur-
pluses may be allocated to borrowers through various kinds of direct-sale mecha-
nisms, such as private placements, usually involving fiduciaries as intermediaries.

Ultimate users of funds comprise the same three segments of the economy—the
household or consumer sector, the business sector, and the government sector.

1. Consumers may finance purchases by means of personal loans from banks or
by loans secured by purchased assets (hire-purchase or installment loans).
These may appear on the asset side of the balance sheets of credit institutions
for the duration of the respective loan contracts on a revolving basis, or they
may be sold off into the financial market in the form of various kinds of secu-
rities backed by consumer credit receivables.

2. Corporations may borrow from banks in the form of unsecured or asset-backed
straight or revolving credit facilities and/or may sell debt obligations (e.g.,
commercial paper, receivables financing, fixed-income securities of various
types) or equities directly into the financial market.

3. Governments may likewise borrow from credit institutions (sovereign borrow-
ing) or issue securities directly.

Borrowers such as corporations and governments also have the possibility of pri-
vately issuing and placing their obligations with institutional investors, thereby cir-
cumventing both credit institutions and the public debt and equity markets. Con-
sumer debt can also be repackaged as asset-backed securities and sold privately to
institutional investors.

In the first mode of financial contracting in Exhibit 2.1, depositors buy the “sec-
ondary” financial claims or liabilities issued by credit institutions, and benefit from
liquidity, convenience, and safety through the ability of financial institutions to di-
versify risk and improve credit quality by means of professional management and
monitoring of their holdings of primary financial claims (both debt and equity).
Savers can choose from among a set of standardized contracts and receive payments
services and interest.

In the second mode of financial intermediation in Exhibit 2.1, investors can select
their own portfolios of financial assets directly from among the publicly issued debt
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and equity instruments on offer. This may provide a broader range of options than
standardized bank contracts and permit the larger investors to tailor portfolios more
closely to their objectives while still achieving acceptable liquidity through rapid and
cheap execution of trades—aided by linkages with banks and other financial institu-
tions that are part of the domestic payments mechanism. Investors may also choose
to have their portfolios professionally managed, for a fee, through various types of
mutual funds and pension funds—designated in Exhibit 2.1 as collective investment
vehicles.

In the third mode of financial intermediation, institutional investors buy large
blocks of privately issued securities. In doing so, they often face a liquidity penalty—
due to the absence or limited availability of a liquid secondary market—for which
they are rewarded by a higher yield. However, directly placed securities can be
specifically “tailored” to more closely match issuer and investor requirements than
can publicly issued securities. Market and regulatory developments (such as Securi-
ties and Exchange Commission [SEC] Rule 144A in the United States) have added
to the liquidity of some direct-placement markets.

Value to ultimate savers and investors, inherent in the financial processes de-
scribed here, accrues in the form of a combination of yield, safety, and liquidity.
Value to ultimate users of funds accrues in the form of a combination of financing
cost, transactions cost, flexibility, and liquidity. This value can be enhanced through
credit backstops, guarantees, and derivative instruments such as forward rate agree-
ments, caps, collars, futures, and options. Furthermore, markets can be linked func-
tionally and geographically, both domestically and internationally. Functional link-
ages permit bank receivables, for example, to be repackaged and sold to nonbank
securities investors. Privately placed securities, once they have been seasoned, may
be able to be sold in public markets. Geographic linkages make it possible for savers
and issuers to gain incremental benefits in foreign and offshore markets, thereby en-
hancing liquidity and yield or reducing transaction costs.

(@) Static and Dynamic Efficiency Characteristics of Financial Systems. Static effi-
ciency properties of the three alternative financial processes can be measured by the
all-in, weighted average spread (differential) between rates of return provided to ul-
timate savers and the cost of funds to users. This spread is a proxy for the total cost
of using a particular type of financial process, and is reflected in the monetary value
of resources consumed in the course of financial intermediation. In particular, it re-
flects direct costs of financial intermediation (operating and administrative costs,
cost of capital, etc.). It also reflects losses incurred in the financial process, as well
as any excess profits earned and liquidity premiums. Financial processes that are
considered “statically inefficient” are usually characterized by high all-in margins
due to high overhead costs, high losses, concentrated markets and barriers to entry,
and so on.

Dynamic efficiency is characterized by high rates of financial product and process
innovation through time:

* Product innovations usually involve creation of new financial instruments along
with the ability to replicate certain financial instruments by bundling or re-
bundling existing ones (synthetics). There are also new approaches to contract
pricing, new investment techniques, and other innovations that fall under this
rubric.
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* Process innovations include contract design and methods of trading, clearance
and settlement, custody, techniques for efficient margin calculation, and so on.
Successful product and process innovation broadens the menu of financial serv-
ices available to ultimate issuers, ultimate savers, or other participants in the
various financial channels described in Exhibit 2.1.

It is against a background of continuous pressure for static and dynamic efficiency
that financial markets and institutions have evolved and converged. Global financial
markets for foreign exchange, debt instruments, and, to a lesser extent, equity have
developed various degrees of “seamlessness,” and it is arguable that the most ad-
vanced of the world’s financial markets are approaching a theoretical, “complete” op-
timum wherein there are sufficient financial instruments and markets, and combina-
tions thereof, to span the whole state-space of risk and return outcomes. Financial
systems that are deemed inefficient or incomplete tend to be characterized by a lim-
ited range of financial services and obsolescent financial processes.

Exhibit 2.2 gives some indication of recent technological change in financial in-
termediation, particularly leveraging the properties of the Internet. Although not all
of these initiatives have been successful or will survive, some have enhanced finan-
cial intermediation efficiencies. Internet applications have already dramatically cut
information and transaction costs for both retail and wholesale end users of the fi-
nancial system as well as for financial intermediaries themselves. The examples of
online banking and insurance and retail brokerage given in Exhibit 2.2 are well
known and continue to evolve and change the nature of the process, sometimes turn-
ing prevailing business models on their heads. For example, financial intermediaries
have traditionally charged for transactions and provided advice almost for free, but
increasingly are forced to provide transaction services almost for free and to charge
for advice. The new models are often far more challenging for market participants.

At the same time, online distribution of financial instruments such as commercial
paper, equities, and bonds in primary capital markets not only cuts the cost of mar-
ket access but also improves and deepens the distribution and book-building
process—including providing issuers with information on the investor base. And as
Exhibit 2.1 suggests, it is only one further step to cutting out the intermediary alto-
gether by putting the issuer and the investor or fiduciary into direct electronic con-
tact. The same is true in secondary markets, as shown in Exhibit 2.2, with an in-
creasing array of alliance-based competitive bidding utilities (FXall) and reverse
auctions (Currenex) in foreign exchange and other financial instruments as well as in-
terdealer brokerage, cross-matching and electronic communications networks
(ECNs). When all is said and done, Internet-based technology overlay is likely to
have turbocharged the cross-penetration story depicted in Exhibit 2.1.

A further development consists of attempts at automated end-user platforms such
as CFOWeb (now defunct) for corporate treasury operations and Quicken 2002 for
households, with real-time downloads of financial positions, risk profiles, market in-
formation, research, and so on. By allowing end users to “cross-buy” financial serv-
ices from best-in-class vendors, such utilities could upset conventional thinking that
focuses on “cross-selling,” notably at the retail end of the end-user spectrum. If this
is correct, financial firms that are following Allfinanz or bancassurance (universal
banking) strategies may end up trapped in the wrong business model, as open-archi-
tecture approaches facilitating easy access to best-in-class suppliers begin to gain
market share.
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Retail banking:
On-line banking (CS Group, Bank-24, E*loan, Amex Membership B@nking, ING Direct,

Egg)

Insurance:
ECoverage (P&C) [defunct 2002]
EPrudential term and variable life

Retail brokerage:
E-brokerage (Merrill Lynch, MSDW, Fidelity, Schwab, E*trade, DJL Direct, Consors)

Primary capital markets:
E-based CP & bond distribution (UBS Warburg, Goldman Sachs)

E-based direct issuance:

Governments (TreasuryDirect, World Bank)

Municipals (Bloomberg Municipal, MuniAuction, Parity)
Corporates (CapitaLink (defunct), Intervest)

IPOs (W.R. Hambrecht, Wit Soundview, Schwab, E*¥Trade)

Secondary Financial Markets

Forex (Atriax [defunct 2002], Currenex, FXall, FX Connect)

Governments (Bloomberg Bond Trader, QV Trading Systems, Trade Web EuroMTS)

Municipals (QV Trading Systems, Variable Rate Trading System)

Corporates (QV Trading Systems)

Government debt cross-matching (Automated Bond System, Bond Connect, Bondnet)

Municipal debt cross-matching (Automated Bond System)

Corporate debt cross-matching (Automated Bond System, Bond Connect, Bondlink, Bond-
net Limitrader, BondBook [defunct 2001])

Debt interdealer brokerage (Brokertec, Primex)

Equities—ECNs (Instinet, Island, Redi-Book, B-Trade, Brut, Archipelago, Strike, Eclipse)

Equities—cross-matching (Barclays Global Investors, Optimark)

Research (Themarkets.com)

End-user Platforms:

Corporate finance and end-user platforms (CFOWeb.com—now defunct)
Institutional investor utilities

Household finance utilities (Quicken 2002, Yodlee.com)

Exhibit 2.2. E-Applications in Financial Services (January 2002).

Both static and dynamic efficiency in financial intermediation are of obvious im-
portance from the standpoint of national and global resource allocation. That is, since
financial services can be viewed as inputs to real economic processes, the level of na-
tional output and income—as well as its rate of economic growth—are directly or in-
directly affected. A “retarded” financial services sector can be a major impediment to
a nation’s overall economic performance. Financial-system retardation represents a
burden on the final consumers of financial services and potentially reduces the level
of private and social welfare. It also represents a burden on producers, by raising
their cost of capital and eroding their competitive performance in domestic and
global markets. These inefficiencies ultimately distort the allocation of labor as well
as capital.
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(b) The Facts: Shifts in Intermediary Market Shares. Developments over the past
several decades in intermediation processes and institutional design across both time
and geography are striking. In the United States, “commercial banks”—institutions
that accept deposits from the public and make commercial loans—have seen their
market share of domestic financial flows between end users of the financial system
decline from about 75% in the 1950s to under 25% today. In Europe the change has
been much less dramatic, and the share of financial flows running though the balance
sheets of banks continues to be well over 60%—but declining nonetheless. And in
Japan, banks continue to control in excess of 70% of financial intermediation flows.
Most emerging market countries cluster at the highly intermediated end of the spec-
trum, but in many of these economies there is also factual evidence of declining mar-
ket shares of traditional banking intermediaries. Classic banking functionality, in
short, has been in long-term decline more or less worldwide.

Where has all the money gone? Disintermediation as well as financial innovation
and expanding global linkages have redirected financial flows through the securities
markets. Exhibit 2.3 shows developments in the United States from 1970 to 2000,
highlighting the extent of commercial bank market share losses and institutional in-
vestor gains. While this may be an extreme case, even in highly intermediated finan-
cial systems like Germany (Exhibit 2.4) direct equity holdings and managed funds
have increased from 9.6% to 22.7% in just the 1990-2000 period.

Ultimate savers increasingly use the fixed-income and equity markets directly and
through fiduciaries, which, through vastly improved technology, are able to provide
substantially the same functionality as classic banking relationships—immediate ac-
cess to liquidity, transparency, safety, and so on—coupled to a higher rate of return.
The one thing they cannot guarantee is settlement at par, which in the case of trans-
actions balances (e.g., money market mutual funds) is mitigated by portfolio con-
straints mandating high-quality, short-maturity financial instruments. Ultimate users
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Exhibit 2.3. U.S. Financial Assets, 1970-2000.
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of funds have benefitted from enhanced access to financial markets across a broad
spectrum of maturity and credit quality using conventional and structured financial
instruments. Although market access and financing cost normally depend on the cur-
rent state of the market, credit and liquidity backstops can be easily provided.

At the same time, a broad spectrum of derivatives overlays the markets, making it
possible to tailor financial products to the needs of end users with increasing granu-
larity, further expanding the availability and reducing the cost of financing on the one
hand and promoting portfolio optimization on the other. And as the end users have
themselves been forced to become more performance oriented in the presence of
much greater transparency and competitive pressures, it has become increasingly dif-
ficult to justify departures from highly disciplined financial behavior on the part of
corporations, public authorities, and institutional investors.

In the process, two important and related differences are encountered in this
generic financial-flow transformation. Intermediation shifts, in the first place, from
book-value to market-value accounting and, in the second place, from more inten-
sively regulated to less intensively regulated channels, generally requiring less over-
sight and less capital. Both have clear implications for the efficiency properties of fi-
nancial systems and for their transparency, safety, and soundness. Regulatory focus
in this context has migrated from institutions to markets.

2.3 GLOBALIZED BANKING ACTIVITIES. The globalized part of the financial
services industry comprises the so-called wholesale sector and is today serviced by
both commercial banks and investment banks, although both of these types of banks
also provide a wide range of retail and mid-sized corporate services. Clients of
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wholesale finance providers are governments, corporations, banks, and investment
managers of many types. The services offered by wholesale finance firms include
bank lending, securities market transactions, mergers and corporate restructuring
advisory services, and asset management. In this chapter we refer to wholesale fi-
nancial service providers as investment banks, although traditional investment banks
now engage in many other services, and other types of financial service firms (such
as traditional commercial banks and universal banks) also offer wholesale market
services.

Investment banking is among those financial-sector activities that have had im-
portant catalytic effects on the global economy. Investment banks are key facilitators.
They help reduce information and transaction costs, help raise capital, bring buyers
and sellers together, improve liquidity, and generally make a major contribution to
both the static (resource-allocation) and dynamic (growth-related) dimensions of
economic efficiency. In terms of their impact on overall economic development and
restructuring, in advanced and emerging-market economies alike, investment banks
have an interesting and important role to play. The overall market for financial in-
struments within which wholesale financial services forms operate can be illustrated
by the schematic appearing as Exhibit 2.5.

At the core of the market are foreign exchange and money market instruments.
There is virtually complete transparency in these markets, high liquidity, large num-
bers of buyers and sellers—probably as close to the economists’ definition of perfect
competition as one gets in global financial markets.

U.K., Canada, Australia ...

Japan Euro-zone
Risks:
W Market Forex-
B Credit and money
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Emerging u.S.

Markets .

Switzerland

Exhibit 2.5. Global Financial Markets.
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Moving out from the center of the diagram, the next most perfect market com-
prises sovereign debt instruments in their respective national markets, which carry no
credit risk (only market risk) and usually are broadly and continuously traded. Sov-
ereign debt instruments purchased by foreign investors, of course, also carry foreign
exchange risk and the (arguably minor) risk of repudiation of sovereign obligations
to foreign investors. If these sovereign debt instruments are denominated in foreign
currencies, they carry both currency risk and country risk (the risk of inability or un-
willingness to service foreign-currency debt). Sovereign debt instruments run the
gamut from AAA-rated obligations that may be traded in broad and deep markets all
the way to non-investment-grade, highly speculative “country junk.”

Next come state, local, and corporate bonds, which range across the quality spec-
trum from AAA-rated corporate and municipal securities that trade in liquid markets
fractionally above sovereigns, all the way to high-yield non-investment-grade and
nonrated bonds. Also included in this category are asset-backed securities and syndi-
cated bank loans, which may be repackaged and resold once issued.

Then there are common stocks of corporations that trade in secondary markets and
constitute the brokerage business. Equity securities are also issued, underwritten and
distributed by investment banks. Between corporate bonds and equities lie hybrid fi-
nancial instruments such as convertible bonds and preferred stocks and warrants to
buy securities at some time in the future, which in turn can sometimes be “stripped”
and sold in the “covered warrant” market. Well out on the periphery of Exhibit 2.5 is
venture capital and private equity, which tends to be speculative with little or no lig-
uidity until an exit vehicle is found through sale to another company or an initial pub-
lic offering (IPO).

As one moves from the center of Exhibit 2.5 to the periphery in any given finan-
cial market environment, information and transaction costs tend to rise, liquidity
tends to fall, and risks (e.g., market risk, credit risk, and/or performance risk) tend to
rise. Along the way, there are a host of “structured” financial products and derivatives
that blend various characteristics of the underlying securities in order to better fit into
investors’ portfolio requirements and/or issuer/borrower objectives. There are also
index-linked securities and derivatives, which provide opportunities to invest in var-
ious kinds of asset baskets.

Finally, each geographic context is different in terms of size, liquidity, infrastruc-
ture, market participants, and related factors. Some have larger and more liquid gov-
ernment bond markets than others. Some have traditions of bank financing of busi-
ness and industry, while others rely more heavily on public and private debt markets.
Some have broad and deep equity markets, while others rely on permanent institu-
tional shareholdings. Some are far more innovative and performance oriented than
others. In addition to structural differences, some—such as the euro-zone since its
creation in 1999—may be subject to substantial and rapid shift.! Such discontinuities
can be highly favorable to the operations of wholesale and investment banking firms,
and provide rich opportunities for arbitrage. But they can also involve high levels of
risk.

Financial intermediaries that perform well tend to have strong comparative ad-
vantages in the least perfect corners of the global financial market. Banks with large
market shares in traditional markets that are not easily accessed by others are exam-

ISee Smith & Walter, 2000(b).
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ples of this. Sometimes, intermediaries specialize in particular sectors, types of
clients, regions, or products. Some have strong businesses in the major wholesale
markets and as a result are able to selectively leverage their operating platforms to
access markets that are less efficient. They may also be able to cross-link on a selec-
tive basis both the major and peripheral markets as interest rates, exchange rates,
market conditions, and borrower or investor preferences change, for example, by fi-
nancing the floating-rate debt needs of a highly rated American corporation by issu-
ing fixed-rate Australian dollar bonds at an especially good rate, and then swapping
the proceeds into floating rate U.S. dollars. These cross-links—permitting the inter-
mediary to creatively marry opportunistic users of finance to opportunistic investors
under ever-changing market conditions—are what in many cases separate the win-
ners from the losers.

(@) Wholesale Finance Market Activity Segments. Global wholesale banking in-
volves a range of businesses that service the financial and strategic needs of corpo-
rate and institutional clients, trading counterparties, and institutional investors. In this
section of the chapter we characterize the key wholesale and investment banking
product lines, and in the appendix indicate where data are available and which were
the leading firms in 1999 in each segment. In subsequent sections of the chapter we
attempt to explain the underlying reasons for the wide differences that appear to pre-
vail in competitive performance among firms in the industry.

(i) Wholesale Lending. Loan syndication comprises an important wholesale finance
activity. It involves the structuring of short-term loans and “bridge” financing, credit
backstops and enhancements, longer-term project financing, and standby borrowing
facilities for corporate, governmental, and institutional clients. The loan syndicate
manager often “sells down” participation to other banks and institutional investors.
The loans may also be repackaged through special-purpose vehicles into securities
that are sold to capital market investors. Syndicated credit facilities are put together
by lead managers who earn origination fees, and jointly with other major syndicating
banks earn underwriting fees for fully committed facilities. These fees usually differ
according to the complexity of the transaction and the credit quality of the borrower,
and there are additional commitment, legal, and agency fees involved as well.

Global lending volume increased rapidly in the 1990s and the early 2000s. The
business is very competitive, with loan spreads often squeezed to little more than 10
to 20 basis points. Wholesale loans tend to be funded in the interbank market, usu-
ally in Eurocurrencies. In recent years investment banks, such as Goldman Sachs &
Co., Lehman Brothers, and Merrill Lynch, have moved into what was once almost
exclusively the domain of commercial banks, and many commercial banks, such as
Citibank, Crédit Suisse, NatWest, and J.P. Morgan, have backed away from lending
in this sector to focus on structuring deals and trying to leverage their lending activ-
ity into fee-based services. The firms coming in find it important to be able to finance
client requirements with senior bank loans (at least temporarily) as well as securities
issues, especially in cases of mergers and acquisitions on which they may be advis-
ing. Those departing the business are concerned about the high costs of doing busi-
ness and the low returns.

(i) Securities Underwriting. The securities market new-issue activity usually in-
volves an underwriting function that is performed by investment banks. Corporations
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or government agencies issue the securities. Sovereign governments tend to issue
bonds to the markets directly, without underwriting. The U.S. securities market ac-
commodates the greatest volume of new issues, and the international securities mar-
kets based in Europe comprise most of the rest. Domestic market issues of corporate
stocks and bonds have historically been comparatively modest outside the United
States.

Underwriting of securities is usually carried out through domestic and interna-
tional syndicates of securities firms with access to local investors, investors in vari-
ous important foreign markets such as Japan and Switzerland, and investors in off-
shore markets (Eurobonds), using one of several distribution techniques. In some
markets “private placements” occur in cases in which securities are directed not at
public investors but only at selected institutional investors. Access to various foreign
markets is facilitated by means of interest-rate and currency swaps (swap-driven is-
sues). Some widely distributed, multimarket issues have become known as “global
issues.” In some markets, intense competition and deregulation have narrowed
spreads to the point that the number of firms in underwriting syndicates has declined
over time, and in some cases a single participating firm handles an entire issue—in a
so-called bought deal.

Commercial paper and medium-term note (MTN) programs maintained by corpo-
rations, under which they can issue short-term and medium-term debt instruments on
their own credit standing and more or less uniform legal documentation, have be-
come good substitutes for bank credits. Financial institutions provide services in de-
signing these programs, obtaining agency ratings, and dealing the securities into the
market when issued. In recent years, MTN programs have become one of the most
efficient ways for borrowers to tap the major capital markets.

Underwriting of equity securities is usually heavily concentrated in the home
country of the issuing firm, which is normally where the investor base and the sec-
ondary-market trading and liquidity is to be found. Corporations periodically issue
new shares for business capital, but the principal source of new supplies of stocks to
the market has come from government privatization programs. New issues of stocks
may also involve companies issuing shares to the public for the first time (IPOs), ex-
isting shareholders of large positions selling their holdings, and issues by companies
of new shares to existing shareholders (rights issues).

(iii) Privatizations. ~Sales of state-owned enterprises (SOEs) to the private sector be-
came a major component of global wholesale financial services in the early 1980s.
Privatizations generally involve the sale of the IPO of a large corporation, but they
have also involved the sale of SOEs to corporate buyers, and substantial advice giv-
ing on how the processes should work to satisfy the public interests. They have run
the gamut from state-owned manufacturing and service enterprises to airlines,
telecommunications, infrastructure providers, and so on, using various approaches
such as sales to domestic or foreign control groups, local market flotations, global eq-
uity distributions, sales to employees, and the like.

(iv) Trading. Once issued, bonds, notes, and shares become trading instruments in
the financial markets, and the underwriters remain active as market makers and as
proprietary investors for their own accounts. Secondary-market trading is also con-
ducted by investment bankers in other instruments including foreign exchange, de-
rivative securities of various types, and commodities and precious metals. Trading
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activities include market making (executing client orders, including block trades),
proprietary trading (speculation for the firm’s own account), “program trading”
(computer-driven arbitrage between different markets), and “risk arbitrage,” usually
involving speculative purchases of stock on the basis of public information relating
to pending mergers and acquisitions—a market traditionally dominated by commer-
cial banks but increasingly penetrated by insurance companies and investment bank-
ing firms as well.

(v) Brokerage. Agency business is an important and traditional part of the securities
and investment banking industry. Its key area is brokerage, involving executing buy
or sell orders for customers without actually taking possession of the security or de-
rivative contract, sometimes including complex instructions based on various con-
tingencies in the market. Brokerage tends to be highly oriented to retail as opposed
to wholesale business, although many of the financial market utilities discussed
below are aimed at providing more efficient vehicles for classic brokerage functions
as they affect institutional investors.

(vi) Investment Research. Research into factors affecting the various financial mar-
kets, as well as individual securities and derivatives, specific industries, and macro-
economic conditions, has become an important requirement for competitive per-
formance in investment banking. Research is made available to clients by more or
less independent analysts within the firm. Research analysts’ reputation and compen-
sation depend on the quality of their insights, usually focused on specific industries
or sectors in the case of equity research. The value of research provided to clients de-
pends critically on its quality and timeliness, and is often compensated by business
channeled though the firm, such as brokerage commissions and underwriting or ad-
visory mandates. Closely allied are other research activities—often highly technical
modeling exercises—involving innovative financial instruments that link market de-
velopments to value-added products for issuer-clients and/or investor-clients. Over
the years, research carried out by investment banks (called “sell-side” research) has
become increasingly important in soliciting and retaining investment banking clients,
a condition that has increasingly placed their objectivity in question.

(vii) Hedging and Risk Management. Hedging and risk management mainly involves
the use of derivative instruments to reduce exposure to risk associated with individ-
ual securities transactions or markets affecting corporate, institutional, or individual
clients. These include interest-rate caps, floors and collars, and various kinds of con-
tingent contracts, as well as futures and options on various types of instruments. It
may be quicker, easier, and cheaper, for example, for an investor to alter the risk pro-
file of a portfolio using derivatives than by buying and selling the underlying instru-
ments. In modern wholesale financial markets, the ability to provide risk manage-
ment services to clients depends heavily on a firm’s role in the derivatives market,
particularly over-the-counter (OTC) derivatives that allow structuring of what are
frequently highly complex risk management products.

(viii) Advisory Services. Corporate finance activities of investment banks predomi-
nantly relate to advisory work on mergers, acquisitions, divestitures, recapitaliza-
tions, leveraged buyouts, and a variety of other generic and specialized corporate
transactions. They generally involve fee-based assignments for firms wishing to ac-
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quire others or firms wishing to be sold (or to sell certain business units) to prospec-
tive acquirers.

This business sector (usually called “M&A business”) is closely associated with
the market for corporate control, and may involve assistance to and fund-raising ef-
forts for hostile acquirers or plotting defensive strategies for firms subjected to un-
wanted takeover bids. It may also involve providing independent valuations and
“fairness opinions” for buyers or sellers of companies to protect against lawsuits
from disgruntled investors alleging that the price paid for a company was either too
high or too low. Such activities may be domestic, within a single national economy,
or cross-border, involving parties from two different countries. The global M&A
marketplace has been extraordinarily active in recent years, with a majority of the
transactions in it being outside the United States.

(ix) Principal Investing. ~So-called merchant banking (a term used by U.S. invest-
ment banks) involves financial institutions’ placing their clients’ and their own capi-
tal on the line in private placement investments of (usually) nonpublic equity securi-
ties (e.g., venture capital, real estate, and leveraged buyouts) and certain other equity
participations. It may sometimes involve large, essentially permanent stakeholdings
in business enterprises, including board-level representation and supervision of man-
agement. Or it may involve short-term subordinated lending (bridge loans or mezza-
nine financing) to assure the success of an M&A transaction. Firms began to partici-
pate in these investments in the late 1980s to take advantage of the opportunity to
participate in the high expected returns that were a natural part of their natural “deal
flow.”

An important dimension of merchant banking today involves greater emphasis on
venture capital with the idea that the firms would not only benefit from the success
of the investment per se, but they would also arrange the IPO and any other financial
services needed afterward. Virtually all of the global investment banks have now es-
tablished private equity or venture capital units.

(x) Investment Management and Investor Services. There are a variety of asset-allo-
cation services provided to institutional and individual investors, as well as technol-
ogy-intensive investor services that reduce transactions costs, improve market infor-
mation and transparency, and facilitate price discovery and trading. Key activities are
institutional asset management and private banking. With respect to institutions,
major investors such as pension funds and insurance companies may allocate blocks
of assets to be managed against specific performance targets or “bogeys” (usually
stock or bond indexes). Closed-end or open-end mutual funds or unit trusts may also
be operated by broker-dealers, banks, or fund management firms and either marketed
to selected institutions or mass-marketed to the general investor community either as
tax-advantaged pension holdings or to capture general household savings. Private
banking for high-net-worth individuals usually involves assigning discretionary or
active asset management to financial institutions within carefully structured parame-
ters. These may link asset management to tax planning, estates and trusts, and simi-
lar services in a close personal relationship with an individual private banking offi-
cer that involves a high level of discretion. Many (notably offshore) private clients
are confidentiality driven, which makes them comparatively less sensitive to normal
risk—return considerations and more sensitive to trust vested in the bank and the
banker.
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Top asset managers are dispersed worldwide, based in part on the location of the
major savings pools and insurance markets. The United States is heavily represented
based on firms managing the assets of classic defined-benefit pension funds as well
as mutual fund companies and large life insurers. Europe’s presence is mainly repre-
sented by the insurance sector and the major universal banks—which dominate mu-
tual fund distribution in most countries—plus the private banking assets of the Swiss
banks. The fact that much of the reconfiguration with respect to global pension pro-
grams will be centered in Europe points to significant future developments in this in-
dustry, including strong penetration of the European environment by U.S. asset man-
agers.

(xi) Infrastructure Services. There are an array of services that lies between buyers
and sellers of securities, domestically as well as internationally, which are critical for
the effective operation of securities markets. These center on domestic and interna-
tional systems for trading (notably, electronic communication networks [ECNs])
and for clearing and settling securities transactions via efficient central securities de-
positories (CSDs). These are prerequisites for a range of services, often supplied on
the basis of quality and price by competing private-sector vendors of information
services, analytical services, trading services and information processing, credit serv-
ices, securities clearance and settlement, custody and safekeeping, and portfolio di-
agnostics.

Investor services represent financial market utilities that tend to be highly scale
and technology intensive. Classic examples include Euroclear, a Belgian cooperative
that was pioneered by and had a long-standing operating agreement with J.P. Mor-
gan. Many banks and securities firms have stakes in investor services utilities, which
can generate attractive risk-adjusted returns for financial services firms if all-impor-
tant costs and technologies are well managed.

All of these activities have to be organized in an effective structure that in most
cases has come to form a so-called full-service global wholesale banking capability,
which comprises market-access services (debt and equity originations); trading and
brokerage; and corporate advisory services, including M&A activities, principal in-
vesting, asset management, and (sometimes) investor services. Such a structure may
be reflected in an independent investment bank or (at least in part) the investment
banking division of a universal bank or financial conglomerate.

2.4 CONSEQUENCES FOR GLOBAL INSTITUTIONAL COMPETITIVE ADVANTAGE.
The basic microeconomics of financial intermediation covering the financial services
enumerated in the previous section have, to a significant extent, been reflected in the
process of financial-sector reconfiguration summarized in Exhibit 2.6.

Moreover, in retail financial services, extensive banking overcapacity in some
countries has led to substantial consolidation—often involving M&A activity. Excess
retail production and distribution capacity has been slimmed down in ways that usu-
ally release redundant labor and capital. In some cases this process is retarded by
large-scale involvement of public-sector institutions and cooperatives that operate
under less rigorous financial discipline. Also at the retail level, commercial banking
activity has been linked strategically to retail brokerage, retail insurance (especially
life insurance), and retail asset management through mutual funds, retirement prod-
ucts, and private-client relationships. Sometimes, this linkage process has occurred
selectively and sometimes using simultaneous multilinks coupled to aggressive
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Exhibit 2.6. Multifunctional Financial Linkages.

cross-selling efforts. At the same time, relatively small and focused firms have some-
times continued to prosper in each of the retail businesses, especially where they
have been able to provide superior service or client proximity while taking advantage
of outsourcing and strategic alliances where appropriate.

In wholesale financial services, similar links have emerged. Wholesale commer-
cial banking activities, such as syndicated lending and project financing, have often
been shifted toward a greater investment banking focus, while investment banking
firms have placed growing emphasis on developing institutional asset management
businesses in part to benefit from vertical integration and in part to gain some degree
of stability in a notoriously volatile industry.

Exhibit 2.7 shows the global volume of financial services restructuring through
merger and acquisition (M&A) activity from 1986 through 2001—roughly two thirds
of which occurred in the banking sector, one quarter in insurance, and the remainder
in asset management and investment banking.

Exhibit 2.8 indicates that the vast bulk of this activity occurred on an in-sector
basis. Worldwide, 78% of the dealflow (by value) was in-sector—85% in the United
States (where line-of-business restrictions existed for most of the period) and 76% in
Europe (where there were no such barriers). So cross-sector M&A deals, including
banking—insurance, were a small part of the picture—only 11.4% even in Europe,
home of bank assurance.

In addition to being largely in-sector, restructuring via M&A transactions was also
largely domestic, as Exhibit 2.9 shows. Worldwide in commercial banking, less than
23% (by value) was cross-border. Only 12.7% and 20.2% of the U.S. and European
banking dealflow, respectively, was cross-border (mostly European banks buying
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Exhibit 2.7. Worldwide Financial Services Merger Volume, 1986-2001.

U.S. banks). Cross-border intra-European banking deals amounted to 25.8% of the
European total. The share of cross-border activity in the insurance sector has been
roughly twice that of banking, which possibly suggests somewhat different economic
pressures at work. With a few exceptions like HSBC and Citigroup globally, and For-
tis, Nordea, ABN AMRO, ING, BSCH, and BBVA as parts of regional or interre-
gional strategies, the aggressive development of cross-border platforms seems to be
the exception in the banking sector. In insurance, however, global initiatives by firms
like AXA, AIG, Zurich, AEGON, ING, Allianz, Generali, and GE Capital seem to be
a more important part of the M&A picture.

Industrial economics suggests that structural forms in any sector, or between sec-
tors, should follow the dictates of institutional comparative advantage. If there are
significant economies of scale that can be exploited, it will be reflected in firm size.
If there are significant economies of scope, either with respect to costs or revenues
(cross-selling), then that will be reflected in the range of activities in which the dom-
inant firms are engaged. If important linkages can be exploited across geographies or
client segments, then this too will be reflected in the breadth and geographic scope of
the most successful firms.

It seems clear, from a structural perspective, that a broad array of financial serv-
ices firms may perform one or more of the roles identified in Exhibit 2.1—commer-
cial banks, savings banks, postal savings institutions, savings cooperatives, credit
unions, securities firms (e.g., full-service firms and various kinds of specialists), mu-
tual funds, insurance companies, finance companies, finance subsidiaries of indus-
trial companies, and others. Members of each strategic group compete with each
other, as well as with members of other strategic groups. Assuming it is allowed to
do so, each organization elects to operate in one or more of the financial channels
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according to its own competitive advantages. Institutional evolution therefore de-
pends on how these comparative advantages evolve, and whether regulation permits
them to drive institutional structure. In some countries, commercial banks, for ex-
ample, have had to “go with the flow” and develop competitive asset management,
origination, advisory, trading, and risk management capabilities under constant pres-
sure from other banks and, most intensively, from other types of financial services
firms.

Take the United States as a case in point. With financial intermediation distorted
by regulation—notably the Glass-Steagall provisions of the Banking Act of 1933—
banks half a century ago dominated classic banking functions, broker-dealers domi-
nated capital market services, and insurance companies dominated most of the
generic risk management functions, as shown in Exhibit 2.10. Cross-penetration
among different types of financial intermediaries existed mainly in savings products.

Some 50 years later this functional segmentation had changed almost beyond
recognition despite the fact that full dejure deregulation was not implemented until
the end of the period with the Gramm-Leach-Bliley Act of 1999. Exhibit 2.11 shows
a virtual doubling of strategic groups competing for the various financial intermedi-
ation functions. Today, there is vigorous cross-penetration among them in the United
States. Most financial services can be obtained in one form or another from virtually
every strategic group, each of which is, in turn, involved in a broad array of financial
intermediation services. If cross-competition among strategic groups promotes both
static and dynamic efficiencies, then the evolutionary path of the U.S. financial struc-
ture probably served macroeconomic objectives—particularly growth and economic
restructuring—very well indeed. And line-of-business limits in force since 1933 have
probably contributed, as an unintended consequence, to a much more heterogeneous
financial system—certainly more heterogeneous than existed in the United States of
the 1920s or in most other countries today. This structural evolution has been ac-
companied in recent years by higher concentration ratios in various types of financial
services, although not in retail banking, wherein concentration ratios have actually
fallen. None of these concentrations are yet troublesome in terms of antitrust con-
cerns, and markets remain vigorously competitive.

A similar coverage analysis for Europe is not particularly credible because of the
wide intercountry variations in financial structure. One common thread, however,
given the long history of universal banking, is that banks dominate most intermedia-
tion functions in many European countries, with the exception of insurance. And
given European bancassurance initiatives, some observers think a broad-gauge bank-
ing—insurance convergence is likely. Except for the penetration of continental Europe
by U.K. and U.S. specialists, many of the relatively narrowly focused firms seem to
have found themselves sooner or later acquired by major banking groups. Exhibit
2.12 may be a reasonable approximation of the continental European financial struc-
ture, with substantially less “density” of functional coverage by specific strategic
groups than in the United States and correspondingly greater dominance of major fi-
nancial firms that include banking as a core business.

The structural evolution of national and regional financial systems seems to have
an impact on global market-share patterns. With about 28.9% of global gross do-
mestic product (GDP), U.S. banking assets and syndicated bank loans are well un-
derweight (they are overweight in Europe and Japan), whereas both bond and stock
market capitalizations, capital market new issues, and fiduciary assets under man-
agement are overweight (they are underweight in Europe and Japan). One result is
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that U.S. financial firms have come to dominate various intermediation roles in the
financial markets—over half of global asset management mandates, over 77% of lead
manager positions in wholesale lending, two thirds of bookrunning mandates in
global debt and equity new issues, and almost 80% of advisory mandates (by value
of deal) in completed M&A transactions. Indeed, it is estimated that in 2000 U.S.-
based investment banks captured about 70% of the fee-income on European capital
markets and corporate finance transactions (see Smith and Walter, 2000a).

Why? The reasons include the size of the U.S. domestic financial market (ac-
counting for roughly two thirds of global capital-raising and M&A transactions in re-
cent years), early deregulation of markets (but not of institutions) dating back to the
mid-1970s, and performance pressure bearing on institutional investors, as well as
corporate and public-sector clients, leading to an undermining of client loyalty in
favor of best price and best execution. Perhaps as an unintended consequence of sep-
arated banking since 1933, institutions dominating disintermediated finance—the
U.S. full-service investment banks—evolved from close-knit partnerships with un-
limited liability to large securities firms under intense shareholder pressure to man-
age their risks well and extract maximum productivity from their available capital. At
the same time it was clear that, unlike the major commercial banks, regulatory
bailouts of investment banks in case of serious trouble were highly unlikely. Indeed,
major firms like Kidder Peabody and Drexel Burnham (at the time the seventh-largest
U.S. financial institution in terms of balance sheet size) were left to die by the regu-
lators. Subsequently, the capital-intensity and economic dynamics of the investment
banking business has caused most of the smaller and medium-size independent firms
in both the United States, the United Kingdom and elsewhere (e.g., Paribas in France
and MeesPierson in the Netherlands) to disappear into larger banking institutions.

It is interesting to speculate what the European matrix in Exhibit 2.12 will look
like in 10 or 20 years’ time. Some argue that the impact of size and scope is so pow-
erful that the financial industry will be dominated by large, complex financial insti-
tutions—not only for Europe but also for other markets. Others argue that a rich array
of players, stretching across a broad spectrum of strategic groups, will serve financial
systems better than a strategic monoculture based on massive universal banking or-
ganizations. Some argue that the disappearance of small community banks, inde-
pendent insurance companies in both the life and nonlife sectors, and a broad array
of financial specialists is probably not in the public interest, especially if, at the end
of the day, there are serious antitrust concerns in this key sector of the economy.

2.5 SUMMARY. Major parts of the financial services industry have become global-
ized over the years, linking borrowers and lenders, issuers and investors, risks and
risk takers around the world. In this chapter we have considered the generic processes
and linkages that comprise financial intermediation and the characteristics of high-
performance financial systems, and reviewed some of the structural changes that
have occurred in both national and global financial systems. We noted that financial
channels that exhibit greater static and dynamic efficiency have supplanted less effi-
cient ones as part of a generic process of financial evolution.

We then described a range of specific financial activities that have become most
heavily globalized, notably the “wholesale” end of the financial spectrum that links
end users through increasingly seamless global financial market structures. This was
followed by an examination of the consequences in terms of financial-sector recon-
figuration, both within and among the four major segments of the industry (commer-
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North America Europe
Citigroup 250,143 HSBC 140,693
AlIG 206,084 Allianz 86,530
GECS 194,636 ING 77,806
Berkshire Hathaway 105,238 UBS 73,497
J.P. Morgan Chase 103,133 RBS Group 60,865
Morgan Stanley 99,055 Lloyds TSB 60,663
Bank of America 82,745 Munich Re 60,532
American Express 72,069 AXA 58,235
Merrill Lynch 60,883 CS Group 57,719
Goldman Sachs 54,297 Barclays 53,630
Banc One 46,395 Deutsche 51,047
Schwab 41,609 Aegon 50,753
Bank of New York 41,466 Zurich 50,194
MBNA 33,007 BSCH 48,310
Marsh & McLennan 30,457 BBVA 46,774

Source: Financial Times, May 11, 2001.

Exhibit 2.13. 15 Most Valuable Financial Services Businesses in North America and Europe
(market capitalization in US $ million, May 4, 2001).

cial banking, securities and investment banking, insurance, and asset management)
as well as within and among national financial systems.

At least so far, the most valuable financial services franchises in the United States
and Europe in terms of market capitalization seem far removed from a financial-in-
termediation monoculture, as Exhibit 2.13 suggests. In fact, each presents a rich mix-
ture of banks, asset managers, insurance companies, and specialized players. How
the institutional structure of the financial services sector will evolve is anybody’s
guess. Those who claim to know often end up being wrong. Influential consultants
sometimes convince multiple clients to do the same thing at the same time, and this
spike in strategic correlation can contribute to the wrongness of their vision. What is
clear is that the underlying economics of the industry’s microstructure depicted in
Exhibit 2.1 will ultimately prevail, and finance will flow along conduits that are in
the best interests of the end users of the financial system. The firms that comprise the
financial services industry will have to adapt and readapt to this dynamic in ways that
profitably sustain their raison d’étre.
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3.1 INTRODUCTION. The 1988 Basel! Captial Accord (BIS I) was revolutionary
in that it sought to develop a single capital requirement for credit risk across the
major banking countries of the world.? A major focus of BIS I was to distinguish the
credit risk of sovereign, bank, and mortgage obligations (accorded lower risk
weights) from nonbank private sector or commercial loan obligations (accorded the
highest risk weight). There was little or no attempt to differentiate the credit risk ex-
posure within the commercial loan classification. All commercial loans implicitly re-
quired an 8% total capital requirement (Tier 1 plus Tier 2),? regardless of the inher-

“This chapter is excerpted from A. Saunders and L. Allen, Credit Risk Measurement: New Approaches
to Value at Risk and Other Paradigms. New York: John Wiley & Sons, Second Edition, 2002.

IThe Basel Committee consists of senior supervisory representatives from Belgium, Canada, France,
Germany, Italy, Japan, Luxembourg, Netherlands, Sweden, Switzerland, United Kingdom, and the United
States. It usually meets at the Bank for International Settlements in Basel, where its permanent Secre-
tariat is located.

ZMore than 100 countries have adopted BIS 1.

3Tier 1 consists of the last, residual claims on the bank’s assets, such as common stock and perpetual
preferred stock. Tier 2 capital is slightly more senior than Tier 1, e.g., preferred stock and subordinated debt.

31
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ent creditworthiness of the borrower, its external credit rating, the collateral offered,
or the covenants extended.* Since the capital requirement was set too low for high-
risk/low-quality business loans and too high for low-risk/high-qualtiy loans, the mis-
pricing of commercial lending risk created an incentive for banks to shift portfolios
toward those loans that were more underpriced from a regulatory risk capital per-
spective; for example, banks tended to retain the most credit risky tranches of secu-
ritized loan portfolios.> Thus, the 1988 Basel Capital Accord had the unintended con-
sequence of encouraging a long-term deterioration in the overall credit quality of
bank portfolios.® The proposed goal of the new Basel Capital Accord of 2002 (BIS
IT)—to be fully introduced, if approved as proposed, in 2006—is to correct the mis-
pricing inherent in BIS I and incorporate more risk sensitive credit exposure meas-
ures into bank capital requirements.’
Hammes and Shapiro (2001)8 delineate several key drivers motivating BIS II:

* Structural changes in the credit market. Regulatory capital must reflect the in-
creased competitiveness of credit markets, particularly in the high-default-risk
categories; the trading of credit risk through credit derivatives or collateralized
loan obligations; modern credit risk measurement technology; and increased lig-
uidity in the new credit risk markets.

* Opportunities to remove inefficiencies in the lending market. In contrast to the
insurance industry, which uses derivatives markets and reinsurance companies
to transfer risk, the banking industry is dominated by the “originate and hold”
approach in which the bank fully absorbs credit risk.

* Ballooning debt levels during the economic upturn, with a potential debt serv-
icing crisis in an economic downturn. For example, in 1999, debt-to-equity ra-
tios at Standard & Poor’s (S&P) 500 companies rose to 115.8% (as compared to
84.4% in 1990) and to 95% (as compared to 72% in 1985) ratio of household
debt to personal disposable income.’

BIS II follows a three-step (potentially evolutionary) paradigm. Banks can choose
among (or, for less sophisticated banks, are expected to evolve from) the basic (1)
Standardized Model to the (2) Internal Ratings—Based (IRB) Model Foundation Ap-
proach to the (3) Advanced Internal Ratings—Based Model. The Standardized Ap-
proach is based on external credit ratings assigned by independent ratings agencies

4An indication of BIS I's mispricing of credit risk for commercial loans is obtained from Flood (2001)
who examines the actual loan loss experiences for U.S. banks and thrifts from 1984-1999. He finds that
in 1984 (1996) 10% (almost 3%) of the institutions had loan losses that exceeded the 8% Basel capital
requirement. Moreover, Falkenheim and Powell (2001) find that the BIS I capital requirements for Ar-
gentine banks were set too low to protect against the banks’ credit risk exposures. See ISDA (1998) for
an early discussion of the need to reform BIS I.

SFor a discussion of these regulatory capital arbitrage activities, see Jones (2000).

SHowever, Jones (2000) and Mingo (2000) argue that regulatory arbitrage may not have been all bad
because it set the forces of innovation into motion that will ultimately correct the mispricing errors in-
herent in the regulations.

"The original timeline has been pushed back. The final draft of the proposals is scheduled for 2003,
with possible implementation in 2006.

8p. 102.

9The Federal Housing Authority reported that the percentage of homeowners whose mortgage pay-
ments were more than 30 days late exceeded 10% for the first time ever as of the first quarter of 2001
(Leonhardt, 2001).
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(such as Moody’s, S&P, and Fitch IBCA). Both internal ratings approaches require the
bank to formulate and use its own internal credit risk rating system. The risk weight
assigned to each commercial obligation is based on the ratings assignment (either ex-
ternal or internal), so that higher (lower) rated, high (low) credit quality obligations
have lower (higher) risk weights and therefore lower (higher) capital requirements,
thereby eliminating the incentives to engage in risk shifting and regulatory abitrage.
Whichever of the three models is chosen, the BIS II proposal states that overall

capital adequacy after 2005 will be measured as follows:!?
Regulatory Total = Credit Risk + Market Risk + Operational Risk
Capital Capital Requirement Capital Requirement Capital Requirement

where:

1. The Credit Risk Capital Requirement depends on the bank’s choice of either the
Standarized or the Internal Ratings—Based (Foundation or Advanced) Ap-
proaches.

2. The Market Risk Capital Requirement depends on the bank’s choice of either
the Standardized or the Internal Model Approach (e.g., RiskMetrics, historical
simulation, or Monte Carlo simulation). This capital requirement was intro-
duced in 1996 in the European Union (EU) and in 1998 in the United States.

3. The Operational Risk Capital Requirement (as proposed in 2001) depends on
the bank’s choice among a basic Indicator Approach, a Standardized Approach,
and an Advanced Measurement Approach (AMA).!! While part of the 8% ratio
under BIS I was viewed as capital allocated to absorb operational risk, the pro-
posed new operational risk requirement (to be introduced in 2006) aims to sep-
arate out operational risk from credit risk and, at least for the basic Indicator
Approach, has attempted to calibrate operational risk capital to equal 12% of a
bank’s total regulatory capital requirement.!? Specifically, on November 5,
2001, the BIS released potential modifications to the BIS II proposals that re-
duced the proposed target of operational risk capital as a percent of minimum
regulatory capital requirements from 20% to 12%.

BIS II incorporates both expected and unexpected losses into capital requirements,
in contrast to the market risk amendment of BIS I, which is concerned only with un-
expected losses. Thus, loan loss reserves are considered the portion of capital that cush-
ions expected credit losses, whereas economic capital covers unexpected losses. BIS
(2000)'3 sound practices for loan accounting state that allowances for loan losses (loan

10McKinsey estimates that operational risk represents 20%, market risk comprises 20%, and credit
risk 60% of the overall risk of a typical commercial bank or investment bank. See Hammes and Shapiro
(2001), p. 106.

'The Basic Indicator Approach levies a single operational risk capital charge for the entire bank, the
Standardized Approach divides the bank into eight lines of business, each with its own operational risk
charge, and the Advanced Measurement Approach (AMA) uses the bank’s own internal models of oper-
ational risk measurement to assess a capital requirement. See BIS (2001c¢).

I2For more details on the market and operational risk components of regulatory capital requirements,
see the BIS Web site www.bis.org.

3p. 4.
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loss reserves) should be sufficient to “absorb estimated credit losses.” However, loan
loss reserves may be distorted by the stipulation that they are considered eligible for
Tier 2 capital up to a maximum 1.25% of risk-weighted assets.!# That is, if expected
credit losses exceed 1.25% of risk-weighted assets, then some portion of loan loss re-
serves would not be eligible to meet the bank’s capital requirement, thereby requiring
excess capital to meet some portion of expected losses and leading to redundant capi-
tal charges. In November 2001, the BIS proposed modifications that would relax these
constraints and permit the use of “excess” provisions to offset expected losses. While
capital requirements for credit and operational risk can be satisfied by Tier 1 and Tier
2 capital only, part of the market risk capital requirement can be satisfied by Tier 3 cap-
ital which includes subordinated debt of more than two years’ maturity.!3

The new capital requirements in BIS II are applied on both a consolidated and un-
consolidated basis to holding companies of banking firms.'® When BIS II is com-
pletely adopted, overall regulatory capital levels, on average, are targeted (by the
BIS) to remain unchanged for the system as a whole.!” However, recent tests con-
ducted by 138 banks in 25 countries have led to a downward calibration of the capi-
tal levels required to cover credit risk (under the Internal Ratings—Based Foundation
Approach) and operational risk (under the standardized model, basic indicator model
and advanced measurement approach).!8

3.2 STANDARDIZED MODEL FOR CREDIT RISK. The Standardized Model follows
the same methodology as BIS I, but makes it more risk sensitive by dividing the com-
mercial obligor designation into finer gradations of risk classifications (risk buckets),
with risk weights that are a function of external credit ratings. Under the current sys-
tem (BIS I), all commercial loans are viewed as having the same credit risk (and thus
the same risk weight). Essentially, the book value of each loan is multiplied by a risk

14Moreover, accounting rules differ from country to country so that oftentimes the loan loss reserve
is a measure of current or incurred losses, rather than expected future losses. See Wall and Koch (2000)
and Flood (2001). Indeed, Cavallo and Majnoni (2001) show that distorted loan loss provisions may have
a pro-cyclical effect that exacerbates systemic risk. In particular, many Latin American countries require
large provisions for loan losses (averaging 8% of gross financing), raising the possibility of excessive
capital requirements in these countries due to double counting of credit risk [see Powell (2001)].

I5BIS 1T makes no changes to the Tier I and Tier 2 definitions of capital. Carey (2001b) suggests that
since subordinated debt is not useful in preserving soundness (i.e., impaired subordinated debt triggers
bank insolvency), there should be a distinction between equity and loan loss reserves (the buffer against
credit risk, denoted Tier A) and subordinated debt (the buffer against market risk, denoted Tier B). Jack-
son, et al. (2001) also show that the proportion of Tier I capital should be considered in setting minimum
capital requirements.

16The one exception to this is with regard to insurance subsidiaries. Banks’ investments in insurance
subsidiaries are deducted for the purposes of measuring regulatory capital. However, this distinction ig-
nores the diversification benefits from combining banking and insurance activities; see Gully, et al.
(2001).

17Capital requirements are just the first of three pillars comprising the BIS II proposals. The second
pillar consists of a supervisory review process that requires bank regulators to assess the adequacy of
bank risk management policies. Several issues, such as interest rate risk included in the banking book,
have been relegated to the second pillar (i.e., supervisory oversight) rather than to explicit capital re-
quirements. The third pillar of BIS II is market discipline. The Accord sets out disclosure requirements
to increase the transparency of reporting of risk exposures so as to enlist the aid of market participants in
supervising bank behavior. Indeed, the adequacy of disclosure requirements is a prerequisite for supervi-
sory approval of bank internal models of credit risk measurement.

18See BIS (2001c, d).
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External Credit Rating AAAto AA- A+toA- BBB+toBB- Below BB- Unrated

Risk Weight under 20% 50% 100% 150% 100%
BIS Il

Capital Requirement 1.6% 4% 8% 12% 8%
under BIS Il

Risk Weight under 100% 100% 100% 100% 100%
BIS |

Capital Requirement 8% 8% 8% 8% 8%
under BIS |

Exhibit 3.1. Total Capital Requirements on Corporate Obligations under the Stan-
dardized Model of BIS 11

weight of 100% and then by 8% in order to generate the Tier 1 plus Tier 2 minimum
capital requirement of 8% of risk-adjusted assets, the so-called 8% rule. Exhibit 3.1
compares the risk weights for corporate obligations under the proposed new Stan-
dardized Model to the old BIS I risk weights. Under BIS II, the bank’s assets are clas-
sified into each of the five risk buckets shown in Exhibit 3.1 according to the credit
rating assigned the obligor by independent rating agencies, such as S&P, Moody’s
and Fitch. Appendix A shows how credit ratings provided by the three major rating
agencies are mapped on a comparable basis. In order to obtain the minimum capital
requirement for credit risk purposes, all credit exposures (known as the exposure at
default EAD)! in each risk weight bucket are summed up, weighted by the appro-
priate risk weight from Exhibit 3.1, and then multiplied by the overall total capital re-
quirement of 8%.

The Standardized Approach takes into account credit risk mitigation by adjusting
the transaction’s EAD to reflect collateral, credit derivatives or guarantees, and off-
setting on-balance-sheet netting. However, any collateral value is reduced by a hair-
cut to adjust for the volatility of the instrument’s market value. Moreover, a floor cap-
ital level assures that the credit quality of the borrower will always impact capital
requirements.

The risk weights for claims on sovereigns and their central banks are shown in Ex-
hibit 3.2. The new weights allow for differentiation of credit risk within the classifi-
cation of Organization for Economic Cooperation and Development (OECD) na-
tions. Under BIS I, all OECD nations carried preferential risk weights of 0% on their
government obligations. BIS II levies a risk weight that depends on the sovereign’s
external rating, not on its political affiliation.?? However, claims on the BIS, the IMF,
the European Central Bank, and the European Community all carry a 0% risk weight.

19The EAD for on-balance-sheet items is the nominal outstanding amount, whereas EAD for off-bal-
ance-sheet items is determined using most of the same credit conversion factors from BIS I, with the ex-
ception of loan commitments maturing in less than one year that now have a 20% conversion factor rather
than the 0% under BIS 1.

20Korea and Mexico (both OECD members) will move under the proposals from a zero risk weight
to a positive risk weight corresponding to their credit ratings. Powell (2001) uses the Standardized Ap-
proach to estimate that capital requirements for banks lending to Korea (Mexico) will increase by $3.4
billion ($5 billion) resulting in an estimated incease in bond spreads of 74.8 basis points for Korea and
104.5 basis points for Mexico. If the IRB Approach is used, the impact is even greater.
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AAAto AA- A+toA- BBB+toBBB- BB+toB-  Below B-
or ECA or ECA or ECA or ECA or ECA
External Credit Rating Rating 1 Rating 2 Rating 3 Rating 4 to 6  Rating 7

Risk Weight under 0% 20% 50% 100% 150%
BIS I

Capital Requirement 0% 1.6% 4% 8% 12%
under BIS I

Notes: ECA denotes Export Credit Agencies. To qualify, the ECA must publish its risk scores
and use the OECD methodology. If there are two different assessments by ECAs, then the
higher risk weight is used. Sovereigns also have an unrated category with a 100 percent risk
weight (not shown). Under BIS |, the risk weight for OECD government obligations is 0 per-
cent. OECD interbank deposits and guaranteed claims, as well as some non-OECD bank
and government deposits and securities carry a 20 percent risk weight under BIS 1. All other
claims on non-OECD governments and banks carry a 100 percent risk weight under BIS I.
(See Saunders and Cornett, 2002.)

Exhibit 3.2. Total Capital Requirements on Sovereigns under the Standardized Model of BIS I

There are two options for Standardized risk weighting of claims on banks and se-
curities firms. Under option 1, all banks incorporated in a given country are assigned
a risk weight one category less favorable than the sovereign country’s risk weight.
Thus, the risk weights for option 1 shown in the heading in Exhibit 3.3 pertain to the
sovereign’s risk weight. For example, a bank that is incorporated in a country with an
AAA rating will have a 20% risk weight under option 1, resulting in a 1.6% capital
requirement.2! Option 2 uses the external credit rating of the bank itself to set the risk

21That is, an AAA rating would normally warrant a 0% risk weight, but instead the risk weight is set
one category higher at 20%.

External
Credit Rating AAA to AA- A+ to A- BBB+ to BBB- BB+ to B- Below B— Unrated

Risk Weight 20% 50% 100% 100% 150% 100%
under BIS 11
Option 1

Capital 1.6% 4% 8% 8% 12% 8%
Requirement
under BIS 11
Option 1

Risk Weight 20% 50% 50% 100% 150% 50%
under BIS 11
Option 2

Risk Weight for 20% 20% 20% 50% 150% 20%
short-term claims
under BIS II
Option 2

Notes: The capital requirements for option 2 can be calculated by multiplying the risk
weight by the 8 percent capital requirement.

Exhibit 3.3. Total Capital Requirements on Banks under the Standardized Model of BIS Il
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weight. Thus, the risk weights for option 2 shown in the heading in Exhibit 3.3 per-
tain to the bank’s credit rating. For example, a bank with an AAA rating would re-
ceive a 20% risk weight (and a 1.6% capital requirement) no matter what the sover-
eign’s credit rating. Exhibit 3.3 also shows that BIS II reduced the risk weights for
all bank claims with original maturity of three months or less.?2 The choice of which
option applies is left to national bank regulators and must be uniformly adopted for
all banks in the country.

3.3 ASSESSMENT. BIS Il is a step in the right direction in that it adds risk sensitiv-
ity to the regulatory treatment of capital requirements to absorb credit losses. How-
ever, Altman and Saunders (2001a, b) and the Institute of International Finance
(2000) find insufficient risk sensitivity in the proposed risk buckets of the Standard-
ized Model, especially in the lowest-rated bucket for corporates (rated below BB-),
which will require a risk weight three times greater than proposed under BIS II to
cover unexpected losses based on empirical evidence on corporate bond loss data.?
By contrast, the risk weight in the first two corporate loan buckets may be too high.
Exhibit 3.4 shows the historical actual one year losses on a bond portfolio using a
loss distribution (default mode) at the 99.97% confidence level (i.e., credit losses will
exceed the capital amounts as a percent of assests (loans) shown in Exhibit 3.4 in just
three out of 10,000 years).2* The 1.6% capital charge for the first risk bucket (AAA
to AA-ratings) is too high given the 0% historical loss experience. However, the his-
torical one-year loss experience for the lowest-risk bucket (ratings below BB-) is sig-
nificantly larger than the 12% capital requirement. Thus, capital regulation arbitrage
incentives will not be completely eliminated by the BIS II credit risk weights.?
The unrated risk bucket (of 100%) has also been criticized (see Altman and Saun-
ders (2001a, b)). Exhibit 3.5 shows that more than 70% of corporate exposures were
unrated in the 138 banks that participated in a BIS survey (the Quantitative Impact

22However, if the contract is expected to roll over upon maturity (e.g., an open repo), then its effec-
tive maturity exceeds three months and the bank supervisor may consider it ineligible for the preferen-
tial risk weights shown in Exhibit 3.3.

23Similary, Powell (2001) finds insufficient convexity in the Standarized Approach for sovereign debt.

241t should be noted that since actual loss data are used and the samples are finite, there are standard
errors around these estimates. Moreover, BIS 1l is calibrated to a 99.9% level, not the higher 99.97% used
in the Altman and Saunders (2001b) study.

250ne year has become the common time horizon for credit risk models since one year is perceived
as being of sufficient length for a bank to raise additional capital (if able to do so). However, Carey
(2001b) contends that this time horizon is too short.

AAA to AA- A+ to A— BBB+ to BB—-  Below BB-
BIS Il Risk Weight 20% 50% 100% 150%
BIS Il Capital Requirement 1.6% 4% 8% 12%
All Bonds 1981-1999 0% 14.988% 54.837% 97.228%
Senior Bonds 1981-1999 0% 0% 91.862% 93.185%
All Bonds 1981-2000 0% 14.989% 74.749% 97.309%
Year 2000 0% 0% 91.187% 93.762%

Source: Altman and Saunders (2001b)

Exhibit 3.4. Comparison of BIS Il Proposed Risk Buckets to Actual Loss Values
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Higher
AAA-AA A BBB-BB Below B risk loans Unrated

Large banks in 6% 9% 11% 1% 1% 72%
G10 countries

Small banks in 11% 9% 6% 2% 2% 70%
G10 countries

Large banks in 6% 8% 8% 1% 1% 75%
the EU

Small banks in 8% 10% 5% 2% 2% 73%
the EU

Developing 7% 3% 4% 2% 3% 81%
countries

Source: “Results of the Second Quantitative Impact Study,” November 5, 2001a.

Exhibit 3.5. Quality Distribution of Corporate Exposures (138 Banks from 25 Countries
Participating in the QIS2 Survey)

Study QIS2). Since the majority of obligations held by the world’s banks are not rated
(see Ferri, et al. (2001)), for example, it is estimated that less than 1,000 European
companies are rated,2° the retention of an unrated risk bucket is a major lapse that
threatens to undermine the risk sensitivity of BIS I1.27 Specifically, actual default data
on nonrated loans puts them closer to the 150% bucket risk weight than the specified
100% risk weight. In addition, low-quality borrowers that anticipate receiving an ex-
ternal credit rating below BB- have an incentive to eschew independent rating agen-
cies altogether, choosing to reduce their costs of borrowing by remaining unrated, but
thereby reducing the availability of credit information available to the market.28

On a more fundamental basis, concern has been expressed about tying capital re-
quirements to external ratings produced by rating agencies. Ratings are opinions about
the overall credit quality of an obligor, not issue-specific audits.?? There is a certain

26For less developed countries, the proportion of companies with external credit ratings is much lower
than for developed countries. Powell (2001) reports that only 150 corporates in Argentina are rated, al-
though the central bank’s credit bureau lists 25,000 corporate borrowers. Thus, Ferri et al. (2001) surmise
that borrowers in less developed countries are likely to suffer a substantial increase in borrowing costs
relative to those in developed countries upon adoption of BIS II.

27Linnell (2001) and Altman and Saunders (2001b) suggest that, at the very least, the unrated classi-
fication risk weight should be 150%. There is evidence that the failure ratio on nonrated loans is similar
to the failure ratio in the lowest (150%) rated bucket; see Altman and Saunders (2001b).

28To mitigate this problem, Griep and De Stefano (2001) suggest that more unsolicited ratings be
used. German bank associations plan to pool credit data so as to address the problem of unrated small
and medium sized businesses. Because of the importance of this market sector to the German economy,
Chancellor Schroder has threatened to veto the BIS II proposal. (See The Economist, November 10,
2001.) Allen (2002b) surveys the special problems of credit risk measurement for middle market firms.

Moody’s in its ratings of about 1,000 banks worldwide uses a complex interaction of seven funda-
mental factors: (1) operating environment (competitive, regulatory, institutional support); (2) ownership
and governance; (3) franchise value; (4) recurring earning power; (5) risk profile (credit, market, liquid-
ity risks, and asset-liability management, agency, reputation, operational, etc.) and risk management; (6)
economic capital analysis; (7) management priorities and strategies. See Cunningham (1999) and
Theodore (1999).
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amount of heterogeneity within each rating class, since a single letter grade is used to
represent a multidimensional concept that includes default probability, loss severity,
and transition risk. Moreover, since ratings agencies try to avoid discrete jumps in rat-
ings classifications, the rating may be a lagging, not a leading indicator of credit qual-
ity (see Reisen and von Maltzan (1999) and Reinhart (2001) for discussions of lags in
sovereign credit ratings, Kealhofer (2000) and Altman and Saunders (2001a) for lags
in publicly traded corporate ratings, and Bongini et al. (2001) for lags in credit ratings
of banks). As ratings change over time, the transaction may be shifted from one risk
bucket to another, thereby injecting excessive volatility into capital requirements (see
Linnell (2001)) and may lead to an increase in systemic risk since, with increased
downgrades in a recession, banks may find their capital requirements peaking at the
worst time (i.e., in the middle of a recession when earnings are relatively weak). In-
deed, there is evidence (see Ferri et al. (2001), Monfort and Mulder (2000), Altman
and Saunders (2001a)) that ratings agencies behave procyclically since ratings are
downgraded in a financial crisis, thereby increasing capital requirements at just the
point in the business cycle that stimulation is required (see Reisen (2000)). Thus, peg-
ging capital requirements to external ratings may exacerbate systemic risk concerns.
Concern about systemic risk may lead to regulatory attempts to influence ratings agen-
cies, thereby undermining their independence and credibility.>? (See Allen and Saun-
ders (2002) for a survey of cyclical effects in credit risk measurement models.)

Although an important advantage of external ratings is their validation by the mar-
ket, the credit rating industry is not very competitive. There are only a handful of
well-regarded rating agencies. This leads to the risk of rating shopping.?! Since the
obligors are free to choose their rating agency, moral hazard may lead rating agen-
cies to shade their ratings upward in a bid to obtain business. Moreover, since there
is no single, universally accepted standard for credit ratings, they may not be com-
parable across rating agencies and across countries. (See discussions in White (2001),
Cantor (2001), Greip and De Stefano (2001).) This is likely to distort capital re-
quirements more in less developed countries, because of greater volatility in less de-
veloped countries (LDC) sovereign ratings, less transparent financial reporting in
those countries, and the greater impact of the sovereign rating as a de facto ceiling
for the private sector in LDCs.32

Finally, banks are also considered “delegated monitors” (see Diamond (1984))
who have a comparative advantage in assessing and monitoring the credit risk of their
borrowers. Indeed, this function is viewed as making banks “special.” This appears
to be inconsistent with the concept underlying the Standardized Model, which essen-
tially attributes this bank monitoring function to external rating agencies for the pur-
poses of setting capital requirements. Adoption of this approach may well reduce
bank incentives to invest time and effort in monitoring, thereby reducing the avail-
ability of information and further undermining the value of the banking franchise.

30Moreover, the usefulness of external ratings for regulatory purposes is questionable since the rating
incorporates the likelihood that the firm will be bailed out by the government in the event of financial dis-
tress. Only Fitch IBCA and Moody’s provide stand-alone creditworthiness ratings, but these cannot be
used to calculate the probability of default (PD); see Jackson et al. (2001).

31Tewell and Livingston (1999) find that Fitch ratings are slightly higher on average than ratings from
S&P and Moody’s. Fitch is the only rating agency that explicitly charges for a rating.

2Moreover, contagious regional financial crises in confidence may lead to excessive downgradings of
sovereign ratings, see Cantor and Packer (1996), Ferri, et al. (2001), and Kaminsky and Schmukler (2001).
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3.4 INTERNAL RATINGS-BASED MODELS FOR CREDIT RISK. Under the IRB ap-
proaches,3? each bank is required to establish an internal ratings model to classify the
credit risk exposure of each activity (e.g., commercial lending, consumer lending,
etc.), whether on or off the balance sheet. For the Foundation IRB Approach, the re-
quired outputs obtained from the internal ratings model are estimates of one-year*
probability of default (PD) and EAD for each transaction. In addition to these esti-
mates, independent estimates of both the loss given default (LGD) and maturity
(M) are required to implement the Advanced IRB Approach. The bank computes
risk weights for each individual exposure (e.g., corporate loan) by incorporating its
estimates of PD, EAD, LGD, and M obtained from its internal ratings model and its
own internal data systems. The model also assumes that the average default correla-
tion among individual borrowers is between 10 and 20% with the correlation a de-
creasing function of PD; see BIS (2001e).3¢
Expected losses upon default can be calculated as follows:

Expected Losses = PD X LGD

where PD is the probability of default and LGD is the loss given default.3” However,
this considers only one possible credit event—default—and ignores the possibility
of losses resulting from credit rating downgrades. That is, deterioration in credit
quality caused by increases in PD or LGD will cause the value of the loan to be writ-
ten down—in a mark-to-market sense—even prior to default, thereby resulting in
portfolio losses (if the loan’s value is marked to market). Thus, credit risk measure-
ment models can be differentiated on the basis of whether the definition of a “credit
event” includes only default (the default mode or DM models) or whether it also in-
cludes nondefault credit quality deterioration (the mark-to-market or MTM models).
The mark-to-market approach considers the impact of credit downgrades and up-
grades on market value, whereas the default mode is only concerned about the eco-
nomic value of an obligation in the event of default. There are five elements to any
IRB approach:

1. A classification of the obligation by credit risk exposure—the internal ratings
model.

3In this article, we focus on the BIS II regulations as applied to on-balance-sheet activities. See
Chapter 15 in Saunders and Allen (2002) for a discussion of the BIS II proposals for off-balance-sheet
activities.

34As noted earlier, the use of a one year time horizon assumes that banks can fully recapitalize any
credit losses within a year. Carey (2001b) argues that a two- to three-year time horizon is more realistic.

35Maturity is the Weighted Average Life of the loan (i.e., the percentage of principal repayments in
each year times the year(s) in which these payments are received). For example, a two year loan of $200
million repaying $100 million principal in year 1 and $100 million principal in year 2 has a Weighted Av-
erage Life (WAL) = [1 X (100/200)] + [2 X (100/200)] = 1.5 years.

36According to Carey (2001b), the January 2001 IRB proposal is calibrated to a 4.75% Tier 1 capital
ratio with a Tier 2 subordinated debt multiplier of 1.3 and a PD error multiplier of 1.2. This results in a
target capital ratio minimum of 4.75 X 1.3 X 1.2 =7.4%. Since the BIS I 8% ratio incorporates a safety
factor for operational risk, it makes sense that the pure credit risk IRB minimum capital requirement
would be calibrated to a number less than 8%.

3IThe format of the IRB approaches is to use PD, LGD and M to determine the loan’s risk weight and
then to multiply that risk weight times the EAD times 8% in order to determine the loan’s capital re-
quirement.
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2. Risk components—PD and EAD for the Foundation model and PD, EAD,
LGD, and M for the Advanced model.

3. A risk weight function that uses the risk components to calculate the risk
weights.

4. A set of minimum requirements of eligibility to apply the IRB approach (i.e.,
demonstration that the bank maintains the necessary information systems to ac-
curately implement the IRB approach).

5. Supervisory review of compliance with the minimum requirements.

(@) Foundation IRB Approach. The bank is allowed to use its own estimate of PD
over a one-year time horizon, as well as each loan’s EAD. However, there is a lower
bound on PD that is equal to three basis points, so as to create a nonzero floor on the
credit risk weights (and hence capital required to be held against any individual loan).
The average PD for each internal grade is used to calculate the risk weight for each
internal rating. The PD may be based on historical experience or even potentially on
a credit scoring model (see Saunders and Allen (2002) for discussions of traditional
credit scoring models as well as newer, more theory-based models). The EAD for on-
balance-sheet transactions is equal to the nominal (book) amount of the exposure out-
standing. Credit mitigation factors (e.g., collateral, credit derivatives or guarantees,
on-balance-sheet netting) are incorporated following the rules of the Standardized
IRB Approach by adjusting the EAD for the collateral amount, less a haircut deter-
mined by supervisory advice under Pillar II. The EAD for off-balance-sheet activi-
ties is computed using the BIS I approach of translating off-balance-sheet items into
on-balance-sheet equivalents mostly using the BIS I conversion factors (see Saunders
(1997), Chapter 20).38 The Foundation IRB Approach sets a benchmark for M, Ma-
turity (or Weighted Average Life of the loan) at three years (in November 2002, this
was changed to 2.5 years). Moreover, the Foundation Approach assumes that Loss
Given Default for each unsecured loan is set at LGD = 50% for senior claims and
LGD = 75% for subordinated claims on corporate obligations.?® However, in No-
vember 2001, the Basel Committee on Banking Supervision presented potential mod-
ifications that would reduce the LGD on secured loans to 45% if fully secured by
physical, non-real estate collateral and 40% if fully secured by receivables.

Under the January 2001 proposal, the Foundation Approach formula for the risk
weight on corporate obligations (loans) is:*?

RW = (LGD/50) X BRW or 12.50 X LGD, whichever is smaller (1)

where the benchmark risk weight (BRW) is calculated for each risk classification
using the following formula:

BRW = 976.5 X N(1.118 X G(PD) + 1.288) X 1 + .0470 X (1 — PD)/PD*#
(2)

38However, there is now a 20% conversion factor for loan commitments maturing in less than one
year. Under BIS I this conversion factor was 0%.

39The Foundation Approach assumes a constant LGD. Altman and Brady (2001) find that LGD is di-
rectly related to PD.

40PD is expressed in decimal format in all formulas.
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The term N(y) denotes the cumulative distribution function for a standard normal
random variable (i.e., the probability that a normal random variable with mean zero
and variance of one is less than or equal to y) and the term G(z) denotes the inverse
cumulative distribution function for a standard normal random variable (i.e., the
value y such that N(y) = z). The BRW formula is calibrated so that a three-year cor-
porate loan with a PD equal to 0.7% and a LGD equal to 50% will have a capital re-
quirement of 8%, calibrated to an assumed loss coverage target of 99.5% (i.e., losses
to exceed the capital allocation occur only 0.5% of the time, or five years in 1,000).4!
Appendix B shows the calibration of equation (2) for retail loans, demonstrating that
the BRW for retail loans is set lower than the BRW for corporate loans for all levels
of PD. Exhibit 3.6 shows the continuous relationship between the BRW and the PD.
Note that this continuous function allows the bank to choose the number of risk cat-
egories in the internal risk rating system, as long as there is a minimum of six to nine
grades for performing borrowers and two grades for nonperforming borrowers.*
Consultation between the Basel Committee on Banking Supervision and the pub-
lic fueled concerns about the calibration of the Foundation Approach as presented in
equations (1) and (2). This concern was galvanized by the results of a Quantitative
Impact Study (QIS2) that examined the impact of the BIS II proposals on the capital
requirements of 138 large and small banks from 25 countries. Banks that would have
adopted the IRB Foundation Approach would have seen an unintended 14% increase
in their capital requirements. Potential modifications were released on November 5,

4IHistorical insolvency for AA (A) rated bonds corresponds to a 99.97% (99.5%) target loss per-
centile, Jackson et al. (2001) use CreditMetrics to show that BIS I provides a 99.9% solvency rate (equiv-
alent to a BBB rating) for a high-quality bank portfolio and 99% (BB rating) for a lower-quality bank
portfolio.

42Treacy and Carey (2000) document that bank internal ratings systems generally have more than 10
rating classifications.
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Exhibit 3.6. Proposed IRB Risk Weights for Hypothetical Corporate Exposure Having LGD
Equal to 50 Percent.
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2001, to lower the risk weights and make the risk weighting function less steep for
the IRB Foundation Approach only. Moreover, the potential modifications (if incor-
porated into the BIS II proposals) would make the correlation coefficient a function
of the PD, such that the correlation coefficient between assets decreases as the PD in-
creases. Finally, the confidence level built into the risk weighting function would be
increased from 99.5% to 99.9%.

The potential modifications to equations (1) and (2) corporate loan risk weight
curves are as follows:

BRW = 12.5 X LGD X M X N[(I — R) % X G(PD)

3)
+ (R/(1 — R))% X G(0.999)]
where
M = 1+ 0.047 X (1 — PD)/PD"*) (4)
R =0.10 X [(1 — exp >"P)/(1 — exp )] + 0.20
5
X[~ (1= exp )1 — exp™) ©
and
RW = (X/50) X BRW (6)

where X = 75 for a subordinated loan, X = 50 for an unsecured loan, X = 45 for a
loan fully secured by physical, non—real estate collateral, and X = 40 for a loan fully
secured by receivables. In equations (3) through (6), exp stands for the natural expo-
nential function, N(.) stands for the standard normal cumulative distribution function
and G(.) stands for the inverse standard normal cumulative distribution function.

Equation (4) denotes the maturity factor M. This is reportedly unchanged from the
BIS II proposals shown in equation (2) in that it is still benchmarked to a fixed three-
year Weighted Average Life of the loan.*3 The correlation coefficient R is computed
in equation (5). The correlation ranges from 0.20 for the lowest PD value to 0.10 for
the highest PD value. This inverse relationship appears to be somewhat counterintu-
itive in that empirically asset correlations increase during systemic crises when PDs
also tend to increase, thereby implying a direct positive (rather than inverse) rela-
tionship between correlation and PD.

Using the potential modifications of November 2001, the BRW is calculated from
equations (3) through (5). The actual risk weight (RW) is then calculated in equation
(6) where RW = (X/50) x BRW and X = the stipulated fixed LGD for each type of
loan. For example, under the potential modifications of November 2001, the LGD
takes on a value of either 40% (if the loan is fully secured by receivables), 45% (if
fully secured by physical, non—-real estate collateral), 50% (if unsecured but senior)
or 75% (if subordinated). Risk-weighted assets are then computed by multiplying the
risk weight times the exposure at default. Finally, the minimum capital requirement
is computed by multiplying the risk-weighted assets times 8%; that is, the minimum
capital requirement on the individual loan = RW X EAD X 8%.

“3In contrast to the Advanced IRB Approach, the Foundation IRB Approach does not input the loan’s
actual maturity into the risk weight calculation.
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Jan. 2001 BIS Il Proposal Nov. 2001 BIS Modified
Probability of Default Capital Requirements Capital Requirements
3 basis points 1.1% 1.4%
10 2.3 2.7
25 4.2 4.3
50 6.4 59
75 8.3 7.1
1% 10.0 8.0
1.25 11.5 8.7
1.50 12.9 9.3
2.00 15.4 10.3
2.50 17.6 1.1
3.00 19.7 11.9
4.00 233 13.4
5.00 26.5 14.8
10.00 38.6 21.0
20.00 50.0 30.0

Notes: The minimum capital requirements shown are a percent of EAD (exposure at default)
assuming LGD = 50%.

Source: BIS (November 5, 2001b).

Exhibit 3.7. Comparison of BIS Il Proposals and Potential Modifications: Capital Re-
quirements under the IRB Foundation Approach

Exhibit 3.7 shows the impact of the November 2001 modified risk weighting
function on the capital requirements under the IRB Foundation Approach. For ex-
ample, an unsecured $100 million loan with a PD of 10% would have s 262% bench-
mark risk weight under the November 2001 modifications, computed using equa-
tions (3) through (6). Since the loan in our example is unsecured, using equation (1)
the RW = (50/50) X BRW = 2.62. Thus, the loan’s minimum capital requirement
would be $100m X .08 X 2.62 = $21 millon. In contrast, Exhibit 3.7 shows that
the same loan’s minimum capital requirement under the January 2001 proposals
would have been $38.6 million. Moreover, under BIS I the capital requirement would
have been $100 million X 8% = $8 million. Exhibit 3.7 also shows that the capital
requirement for the highest-quality (lowest PD) exposures increases slightly in the
modified proposals, whereas the capital requirement for the lowest quality (highest
PD) exposures decreases significantly as compared to the January 2001 BIS II pro-
posals.**

(b) Advanced IRB Approach. Sophisticated banks are encouraged to move from the
Foundation to the Advanced Approach. A primary source for this incentive is the re-
sult of the use of the bank’s actual LGD experience in place of the fixed assumption

44This example is for a single loan. Adjustments for the concentration of the loan portfolio (granu-
larity adjustments) that would measure the portfolio’s level of diversification have been dropped from pil-
lar 1 of the BIS II proposals.
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of a 40, 45, 50, or 75% LGD. Evidence suggests that historical LGD for bank loans
is significantly lower than 50%% and therefore, the shift to the advanced approach is
expected to reduce bank capital requirements by 2 to 3%. However, the quid pro quo
for permission to use actual LGD is compliance with an additional set of minimum
requirements attesting to the efficacy of the bank’s information systems in maintain-
ing data on LGD.

Another adjustment to the Foundation Approach’s BRW is the incorporation of a
maturity adjustment reflecting the transaction’s effective maturity, defined as the
greater of either one year or nominal maturity, which is the weighted average life (=
2 P,/2,P; where P, is the minimum amount of principal contractually payable at
time ¢) for all instruments with a predetermined, minimum amortization schedule.
The maturity is capped at seven years in order to avoid overstating the impact of ma-
turity on credit risk exposure.

The Advanced IRB Approach allows the bank to use its own credit risk mitigation
estimates to adjust PD, LGD, and EAD for collateral, credit derivatives, guarantees,
and on-balance sheet netting. The risk weights for the mark-to-market Advanced IRB
Approach are calculated as follows:

RW = (LGD/50) X BRW(PD) X [1 + b(PD) X (M — 3)] (7)
where b(PD) = [.0235 X (1 — PD)]/[PD** + .0470 X (1 — PD)]  (8)
and BRW is as defined in the Foundation IRB Approach.

The effect of the [1 + b(PD) X (M — 3)] term in equation (7) is to adjust the risk
of loans for its maturity.*® For longer maturity instruments, the maturity adjustments
increase for low PD rated borrowers (i.e., higher quality borrowers). The intuition is
that maturity matters most for low PD borrowers since they can move only in one di-
rection (downward) and the longer the maturity of the loan, the more likely this is to
occur. For high PD (low quality) borrowers who are near default, the maturity ad-
justment will not matter as much since they may be close to default regardless of the
length of the maturity of the loan.*

The Advanced IRB Approach entails the estimation of parameters requiring long
histories of data that are unavailable to most banks.*® Given the costs of developing
these models and databases, there is the possibility of dichotomizing the banking in-

45Carty (1998) find the mean LGD for senior unsecured (secured) bank loans is 21% (13%). Carey
(1998) finds mean LGD of 36% for a portfolio of private placements. Asarnow and Edwards (1995) find
a 35% LGD for commercial loans. Gupton (2000) find a 30.5% (47.9%) LGD for senior secured (unse-
cured) syndicated bank loans. Gupton et al. (2000) obtain similar estimates for expected LGD, but find
substantial variance around the mean.

46This may incorporate a mark to market adjustment. However, the mark to market adjustment in BIS
II does not incorporate the transition risk (deterioration in credit quality) and spread risk (change in the
market price of credit risk) components of a fully mark to market model. There is also an alternative spec-
ification of the H(PD) adjustment based on the default mode assumption.

4TThat is, for loans with maturities longer than three years, the increase in the capital requirement rel-
ative to the BRW decreases as the loan quality deteriorates. This could increase the relative cost of long
term bank credit for low risk borrowers. See Allen (2002a).

48See the Basel Committee on Banking Supervision (1999a) for a survey of current credit risk mod-
eling practices at 20 large international banks located in ten countries.
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dustry into “haves and have-nots.” For example, some anecdotal estimates suggest
that no more than 15 U.S. banks will choose to use either of the IRB approaches.
Moreover, capital requirements are highly sensitive to the accuracy of certain pa-
rameter values; in particular, estimates of LGD and the granularity in PD are im-
portant (see Gordy (2000) and Carey (2000)). Since credit losses are affected by
economic conditions, the model parameters should also be adjusted to reflect ex-
pected levels of economic activity. Thus, the data requirements are so substantial
that full implementation of the Advanced IRB Approach lies far in the future even
for the most sophisticated banks. And when that date comes, regulators will have
commensurate challenges in obtaining the necessary data to validate the banks’
models.

3.5 ASSESSMENT. BIS Il is a potential improvement over BIS I in its sophistication
in measuring credit risk. Moreover, it moves regulatory capital in the direction of
economic capital. However, it is far from an integrated portfolio management ap-
proach to credit risk measurement. Focus on individual ratings classifications
(whether external or internal) prevents an aggregated view of credit risk across all
transactions, and regulatory concerns about systemic risk prevent full consideration
of cross-asset correlations that might reduce capital requirements further.*® Thus,
capital requirements are likely to be higher than economically necessary when con-
sidering actual portfolio correlations®® Moreover, incompatible approaches to assess-
ing the capital adequacy of insurance companies and other nonbanking firms may ob-
scure their impact on financial system instability. In the United States, the insurance
industry and government-sponsored enterprises (such as Fannie Mae and Freddie
Mac), and the Financial Services Authority in the United Kingdom all use a variety
of models, ranging from minimum ratios and stress test survivorship requirements to
dynamic risk-of-ruin scenario analysis, that include both the asset and liability sides
of the balance sheet in order to measure capital requirements.

The Advanced IRB Approach also contains some properties that may distort bank
incentives to manage their credit risk exposure. For example, Allen (2002a) finds that
the maturity adjustment in the Advanced IRB Approach (see equation(7)) creates per-
verse incentives when dealing with loans with maturities greater than three years such
that the loan adjustment factor decreases the loan’s risk weight as the loan quality
(credit rating) declines. Moreover, the Advanced IRB Approach penalizes increases in
LGD more than increases in PD. Exhibit 3.8 uses data from Altman and Saunders
(2001b) to determine the impact of increases in LGD on the Advanced IRB risk
weights for loans with maturity of three years keeping expected losses (i.e., LGD X
PD) constant. For all risk buckets (for illustrative purposes only, the Standardized
Approach’s risk classifications are used), the Advanced IRB risk weights increase as

49Hoggarth, et al. (2001) show that cumulative output losses during systemic crises average 15 to 20%
of annual GDP.

50That is, the IRB frameworks are calibrated to an asset correlation of 0.20, which is higher than ac-
tual correlations that averaged 9 to 10% for eurobonds; see Jackson et al. (2001). The November 2001
potential modifications to BIS II proposals incorporate a correlation coefficient that is inversely related
to the PD. However, Freixas et al. (2000) show that systemic crises may occur even if all banks are sol-
vent.



3.5 SUMMARY 317

Actual Advanced  Advanced
BIS I LGD PD% IRB Risk IRB Risk
Risk Altman &  Altman & Increased  Decreased Weight Weight
Buckets Saunders  Saunders LGD PD% Altman &  using cols.
(1) (2) 3) (4) (5) Saunders 4) & (5)
AAA-AA- 0 0 0 0 0 0
A+ A- 20.714 0.058 25 0.048 3.585 4.327
BBB+ BB- 18.964 0.857 20 0.813 16.315 17.206
Below BB- 28.321 9.787 35 7.919 153.063 189.160

Notes: The LGD and PD values in columns (2) and (3) are taken from Altman and Saunders
(2001b). The LGD and PD values in columns (4) and (5) are adjusted to increase LGD while
keeping expected losses (LGD x PD) constant).

Exhibit 3.8. The Impact of Increases in LGD on Advanced Internal Ratings-Based Risk
Weights under BIS Il Holding Expected Losses Constant

the LGD increases, although the PD decreases offset the LGD increases so as to keep
expected losses constant.

BIS II is based on a prespecified threshold insolvency level; that is, capital levels
are set so that the estimated probability of insolvency of each bank is lower than a
threshold level such as 99.9% (or 0.1% probability of failure per year, or one bank
insolvency every 1,000 years).’! However, there are two potential shortcomings to
this approach from the regulator’s point of view. First, without considering the rela-
tionship between individual banks’ insolvency probabilities. BIS II cannot specify an
aggregate, system-wide insolvency risk threshold (see Acharya (2001)). Second,
there is no information about the magnitude of loss given bank insolvency. The de-
posit insurer, for example, may be concerned about the cost to the deposit insurance
fund in the event that the bank’s capital is exhausted. (See Gordy (2000) for a dis-
cussion of the estimation of the “expected tail loss.”) BIS II addresses neither of these
concerns. However, there is evidence (see Jackson et al. (2001)) that banks hold cap-
ital in excess of the regulatory minimum in response to market pressure; for exam-
ple, in order to participate in the swap market, the bank’s credit quality must be
higher than would be induced by complying with either BIS I or I1.52 Thus, regula-
tory capital requirements may be considered lower bounds that do not obviate the
need for more precise credit risk measurement.

3.6 SUMMARY. The new Basel Accord on bank capital (BIS II) makes capital re-
quirements more sensitive to credit risk exposure. Regulations governing minimum
capital requirements allow the bank to evolve through three steps: (1) The Standard-

S1Tackson et al. (2001) show that BIS II is calibrated to achieve a confidence level of 99.96% (i.e., an
insolvency rate of 0.4%), whereas banks choose a solvency standard 99.9% in response to market pres-
sures. This conforms to observations that banks tend to hold capital in excess of regulatory requirements.

52Jackson et al. (2001) find that a decrease in the bank’s credit rating from A+ to A would reduce swap
liabilities by approximately £2.3 billion.
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ized Model, (2) The Internal Ratings-Based (IRB) Foundation Approach, and (3) The
Advanced IRB Approach. In the Standardized Model, credit risk weights are deter-
mined using external ratings assigned by independent credit rating agencies. For
commercial loans, there are four risk buckets (plus an unrated classification) corre-
sponding to prespecified corporate credit ratings.

The IRB approaches require banks to formulate their own internal ratings models
in order to classify the credit risk of their activities. The Foundation Approach re-
quires that the bank estimate only the probability of default (PD) and the exposure at
default (EAD). There are two additional parameter estimates required to implement
the Advanced Approach: the loss given default (LGD) and the maturity (M). BIS I
requires supervisors to validate the internal models developed by the banks, in con-
junction with enhanced disclosure requirements that reveal more detailed credit risk
information to the market.

APPENDIX A: MAPPING OF S&P, MOODY’S, AND FITCH IBCA
RATINGS

Exhibits 3A.1 through 3A.5 use Standard & Poor’s credit ratings in order to derive
the risk weights under the Standardized Approach. Exhibit 3A.1 shows how Standard
& Poor’s ratings can be mapped onto comparable Moody’s and Fitch IBCA ratings.

Standard & Poor’s Moody’s Fitch IBCA
Credit Rating Credit Rating Credit Rating
AAA Aaa AAA
AA+ Aal AA+
AA Aa2 AA
AA- Aa3 AA-
A+ Al A+
A A2 A
A— A3 A-
BBB+ Baal BBB+
BBB Baa2 BBB
BBB- Baa3 BBB-
BB+ Bal BB+
BB Ba2 BB
BB- Ba3 BB-
B+ B1 B+
B B2 B
B— B3 B—
CCC+ Caal CCC+
CCC Caa2 CCC
CCC- Caa3 CCC-
cC Ca CcC
C C C
D D

Source: BIS (April 30, 2001)

Exhibit 3A.1  Mapping of Standard & Poor’s, Moody’s, and Fitch IBCA Credit Ratings
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APPENDIX B: BIS Il TREATMENT OF RETAIL EXPOSURES UNDER THE
INTERNAL RATINGS-BASED APPROACH

The retail portfolio is defined as a “large number of small, low value loans with ei-
ther a consumer or a business focus, in which the incremental risk of any particular
exposure is small.”>3 (BIS, 2001a), “The Internal Ratings-Based Approach,” p. 59.)
This includes: credit cards, installment loans (e.g., personal finance, education loans,
auto loans, leasing), revolving credits (e.g., overdrafts, home equity lines of credit),
residential mortgages, and small business facilities. To be considered “retail,” the
loans must be managed by the bank as a large pool of fairly homogeneous loans. The
retail loan portfolio is typically divided into segments based on each segment’s PD,
LGD, and EAD. For each loan, the bank determines the EAD and multiplies that by
the risk weight,>* which in turn is dependent on a benchmark risk weight following
the methodology shown in equation (2), but calibrated to different constants as fol-
lows:

BRW = 976.5 X N(1.043 X G(PD) 0.766) X (1 + .0470 X (1 — PD)/PD%*)
(B1)

The term N(y), where y reflects the variables in equation (4), denotes the cumulative
distribution function for a standard normal random variable (i.e., the probability that
a normal random variable with mean zero and variance of one is less than or equal to
y) and the term G(z), where z reflects the term in brackets in equation (B1), denotes
the inverse cumulative distribution function for a standard normal random variable
(i.e., the value y such that N(y) = z). The risk weight formula is calibrated to a three
year retail loan maturity with a LGD = 50%. As for corporate loans, the BRW is sub-
stituted into equation (1) to determine the retail loan’s risk weight. In Exhibit B.1, the
benchmark risk weights for retail loans are compared to the BRW for corporate loans;
both sets of loans assume a three-year maturity and a LGD = 50%. As shown in Ex-
hibit 3B.1, retail loans have lower benchmark risk weights for every value of PD re-
flecting lower minimum captial requirements for the retail sector.>

In July 2002, the Basel Committee on Banking Supervision published potential
modifications to the BIS II proposals for retail obligations. Under the modifications
(if adopted) residential mortgages would have a higher risk weight curve than other
retail exposures, but both retail risk weight curves would be lower than the one spec-
ified in equation (B1) under the BIS II proposals.

The residential mortgage risk weight curve under the IRB Approach is:

BRW = 12.50 X LGD X N[(1 — R) ™% X G(PD) + (R/(1 — R))% X G(0.999)]
(B2)

33BIS 2001, “The Internal Ratings-Based Approach,” p. 59.

54If EAD cannot be determined, the bank can use an estimate of expected losses, or PD X LGD.

55The lower retail capital charges reflect BIS concern that certain retail portfolios may generate ex-
pected margin income sufficient to cover expected losses (EL). Thus, the proposed risk weights, which
cover both EL and UL, may overstate capital requirements.

56There is no distinction between IRB Foundation and Advanced for retail credits.
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Probability of Corporate Loan Retail Loan
Default PD (%) Benchmark Risk Weight Benchmark Weight

0.03 14 6
0.05 19 9
0.1 29 14
0.2 45 21
0.4 70 34
0.5 81 40
0.7 100 50
1 125 64
2 192 104
3 246 137
5 331 195
10 482 310
15 588 401
20 625 479

Notes: Both the corporate and retail loans are calibrated to a 3 year ma-
turity and a LGD = 50 percent.

Source: BIS (2001a), “The Internal Ratings—Based Approach.”

Exhibit 3B.1 Comparison of Benchmark Risk Weights under BIS Internal Ratings—Based
Foundation Approach for Corporate versus Retail Loans: January 2001 Proposal

where the correlation R is calibrated to equal 0.15. As in the BIS II proposals, the
LGD is set at 50% for the IRB Foundation Approach.
The other retail exposures risk weight curve is:

BRW = 12.50 X [LGD X N[(1 — R)~*° X G(PD) + (R/(1 — R))%? 83
X G(0.999)] ®2

where
R =002X(1—eP*PP)/(1 —eP)

+0.17 X [1 = (1 — e ¥*PP) /(1 — e7%)] B9
The impact of the correlation expression in equation (B4) is to decrease the correlation
coefficient at higher levels of PD. Thus, the risk weight for other retail credits is slightly
above the risk weight for residential mortgages at low levels of PD (below 0.50%), but
decreases (relative to the risk weight for residential mortgages) at higher levels of PD,
as a result of the assumed inverse relationship between correlation and PD in equation
(B4). That is, as PD exceeds 0.50%, the correlation on other retail credits calculated
using equation (B4) falls below 0.15, thereby lowering the risk weight and the bank’s
capital requirement for other retail credit as compared to residential mortgages.

The July 2002 proposal introduced a third model for the measurement of bank
capital requirements for revolving credit. Revolving credit has the lowest capital re-
quirement of all three retail credits under the proposed July 2002 IRB. The lower cap-
ital requirements for revolving credit reflect a belief that although retail products
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have higher rates of estimated default and higher loss given default (LGD), the cor-
relation among retail products is lower than among wholesale products. This as-
sumption is reflected in the proposed regulations in two ways. First, the correlation
expression for revolving credits is lower (at each level of PD) than the correlation for
other retail credits (and lower than the correlation for residential mortgages at most
levels of PD). Second, the capital requirement is lowered for revolving exposures to
allow 90% of expected losses to be covered by future income. Thus, the July 2002
IRB proposals for risk weights for revolving credit are:

BRW = 12,50 X LGD X N[1/V/1 — R X G(PD) + (R/V1 — R X G(0.999)]
— (0.90PD X LGD) (BS)

For revolving exposures, the correlation is:

R =0.02X (1 — e 0%PP)(1 — ¢ +0.15

(B6)
X [1 _ (1 _ e—SOXPD)/(l _ 6_50)]

The last term in equation (B5) reduces the capital requirement on revolving cred-
its by 90% of expected losses (PD X LGD). Comparing equation (B6) to (B4) shows
the lower correlation (at each level of PD) for revolving credits as compared to other
retail credits.
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4.1 INTRODUCTION. Foreign investment analysis is the procedure for analyzing
expected cash flows for a proposed direct foreign investment to determine if the po-
tential investment is worth undertaking. In finance literature, foreign investment
analysis is also called capital budgeting. Foreign investment analysis is concerned

401
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with direct (as distinct from portfolio) investments. Examples range from purchase
of new equipment to replace existing equipment, to an investment in an entirely new
business venture in a country where, typically, manufacturing or assembly has not
previously been done. The technique is also useful for decisions to disinvest, that is,
liquidate or simply walk away from an existing foreign investment.

The overall foreign investment decision has two components: the quantitative
analysis of available data (“capital budgeting” proper) and the decision to invest
abroad as part of the firm’s strategic plans. Investments of sufficient size as to be im-
portant are usually conceived initially because they fit into a firm’s strategic plan. The
quantitative analysis which follows is usually done to determine if implementation of
the strategic plan is financially feasible or desirable.

This chapter deals with the quantitative aspects of foreign investment analysis. It
treats, first, the general methodology of capital budgeting, second, the international
complexities of that procedure, and third, the implications of international account-
ing for conclusions reached by that methodology. For convenience, the United States
will be regarded as “home.” However, the principles discussed have relevance for
any home company investing in a foreign land.

An example of the foreign capital budgeting process appears in Appendix A to il-
lustrate how an international project might be evaluated.

4.2 GENERAL METHODOLOGY FOR ONE-COUNTRY CAPITAL BUDGETING. Cap-
ital budgeting is essentially concerned with three types of data: (1) cash outflows
(i.e., project costs) and (2) project cash inflows, both of which are measured over a
period of time, and (3) the marginal cost of capital. This chapter will follow the typ-
ical procedure of using annual time periods, but an analysis could be based on cash
flows for quarters, months, or even days.

(@) Project Cash Outflows (Costs). Project cash outflows refers to the cash cost paid
out to start the project. Usually the outflow for an investment occurs at the time when
the investment is made, which is to say in “year 0” if the project is to be analyzed in
annual time periods. However, other time squences are possible; for example, the
cash outlay could occur over several years, as when a very large hydroelectric plant
is being constructed.

Cash outflows include:

* Cash paid for all new assets purchased.

* Cash paid to prepare a new site. These outlays might be for such costs as grad-
ing, building access roads, or installing utilities.

* Cash paid to dispose of, remove, or destroy old equipment or other assets, or, al-
ternatively, net cash received from the sale of old assets. Cash disbursed or re-
ceived, net of any tax effect, is the relevant flow.

* Cash cost of additional storage and/or transportation facilities needed because of
the new investment. If the new venture necessitates additional warehousing
space or additional transportation equipment (e.g., a new fleet of trucks), these
additional costs must be included as part of the required supporting investment
for the project.
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» Cash payment for any additional engineering or design work to be incurred if a
decision is made to invest. Care must be taken not to include “sunk costs” which
reflect cash outflows already incurred in the process of preparing for the invest-
ment decision. The relevant cash outflows are those incurred from the decision
day forward and only if the project is undertaken.

* The cash opportunity cost of any existing equipment or space allocated to the
project. If a section of a factory is currently idle but would be used for the new
project, the relevant cost is the alternate cash flow that section might generate.
(Could it be subleased to another firm?) If no alternative use exists for the sec-
tion (i.e., it will otherwise sit idle), it has no cash opportunity cost. An ac-
counting allocation of overhead to departments or divisions on the basis of
floor space occupied is not a relevant cost, because it does not involve cash
flow.

* Investment in additional working capital necessitated by the new project, such
as larger cash balances, more inventory, or expanded receivables. These items
might be negative (i.e., a cash recovery) if a replacement project enables the
firm to operate with less cash, inventory, or receivables.

* Qutlays in future years needed to supplement the original investment. Examples
are periodic major overhauls of key assets and costs incurred at the end of the
project to close it. Examples of the latter are the cost of disposing of nuclear
waste or restoring an open pit mining site to a natural state by regrading and re-
planting.

The essence of determining what cash outflows are relevant to the investment de-
cision is to look only at those future cash outflows that will take place because of the
investment decision, and to ignore both earlier cash outflows undertaken for analyti-
cal purposes (sunk costs) and accounting overhead charges which do not represent
additional new cash outflows.

(b) Project Cash Inflows. The relevant cash inflows for any project are those that
will be received by the firm in each future year from the investment. This set of cash
flows must be identified by specific year.

Each annual cash inflow differs from net income for that same period for two gen-
eral reasons:

1. The cash inflows are calculated ignoring noncash expenses, such as deprecia-
tion of assets, or amortization of earlier costs, such as research and develop-
ment (R&D) or prior-service pension costs.

2. The calculation is usually made on the hypothetical assumption that the entire
venture is financed with equity (stockholder) funds and that taxes are thus based
upon such an “all-equity” assumption. Consequently, the income tax calcula-
tion is a hypothetical amount, unless the firm is, in fact, financed without any
debt. (The tax shelter consequences of interest payments are incorporated into
the cost-of-capital calculation.)

A simplified view of a single year’s cash flow calculations is illustrated below.
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Projected Income Statement
with New Investment

Projected Cash Flow Statement
with New Investment

New Sales $ 2,000 New Sales $ 2,000
Cost of goods sold -1,000 Cost of goods sold -1,000
Administrative expenses -200 Administrative expenses -200
Amortization of prior Amortization of prior
service pension costs =50 service pension costs 0
Depreciation -150 Depreciation 0
Total expenses $-1,400 Total cash outflow $-1,200

Earnings before interest Cash flow before

and taxes (EBIT) 600 taxes 800
Interest expense -200
Pretax earnings $ 400 Less hypothetical tax
Income taxes @ 34% -136 on EBIT (.34) (600) $ 204
Net cash flow to
Net earnings $ 264 equity investors $ 596

The project cash flow of $596 can be calculated from the income statement (above left)
by either a top-down or a bottom-up approach.

Top-Down Approach

Cash flow = EBIT — (TAX RATE) (EBIT) + DEPRECIATION + AMORTIZATION
=600 - (.34) (600) + 150 + 50
=596

Bottom-Up Approach

Cash flow = NET INCOME + DEPRECIATION + AMORTIZATION + (1 — TAX RATE) (INTEREST)
= 264 + 150 + 50 + (.66) (200)
=596

The top-down or bottom-up simplification is important, because, in practice, one
or the other is often applied to pro forma income statements for a project as the fastest
way to estimate likely cash flows. Hence, the person doing the calculations is often
an unconscious slave to the accounting methods used in the pro forma analysis, and,
when those methods differ from home country methods, errors are made.

The all-equity method just illustrated is justified for domestic capital budgeting
because the tax shelter created by interest expense is incorporated into the cost-of-
capital calculation. However when this all-equity method is used for an international
project, the project analyst must be aware that only actual foreign taxes paid can be
used as a credit against U.S. taxes levied on grossed up dividends received from the
foreign subsidiary.! The hypothetical tax used for the cash flow calculation is not a
valid base for credit against U.S. taxes.

IThe grossing up of dividends from foreign affiliates to calculate taxable income for U.S. taxes is
treated more fully in Chapter 30 of this book. Suffice it to say that dividends received from foreign op-
erating affiliates are increased (“grossed up”’) by the amount of foreign tax paid on the income which gen-
erated that dividend, a tenative U.S. tax is calculated on this grossed up income, and the actual tax paid
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(c) Cost of Capital. Cost of capital is the discount rate used to equate present and
future cash flows. This discount rate is more properly called the “weighted-average
cost of capital” (WACC). It is found by combining the cost of the firm’s equity with
the cost of its debt in proportion to the relative weight of each in the firm’s optimal
long-term financial structure. More specifically:

k=kEvk0-n2
eV d %

where

= weighted-average cost of capital (WACC), after tax
risk-adjusted cost of equity

= before-tax cost of debt

marginal income tax rate

market value of the firm’s equity

market value of the firm’s debt

= total market value of the firm’s securities (E + D).

SO AR X
|

The essence of this calculation is that the firm determines a mix of debt and equity
for its capital structure such that the resulting weighted average of the costs of equity
and debt are minimized. With interest costs adjusted for the fact that interest is de-
ducted before calculating income taxes, the resultant WACC indicates the minimum
rate of earnings on any project necessary if the value of the firm is to be maintained.
The WACC thus becomes an acceptable “hurdle” rate, usable as a cutoff criteria for
evaluating new projects.

(d) Combining Cash Outflows, Cash Inflows, and the Cost of Capital. Traditionally,
cash outflows, cash inflows, and the weighted-average cost of capital are combined
in one of two ways to determine the feasibility of an investment proposal. The two
approaches are net present value (NPV) and internal rate of return (IRR). The in-
teraction of cash outflows, cash inflows, and the cost of capital is shown in Exhibit
4.1.

The operating rule for the net present value (NPV) approach is:

If present value (cash inflows discounted at the cost of capital) is greater than project
cost (cash outflows discounted at the cost of capital), make the investment because net
present value is positive.

The operating rule for the internal rate of return (IRR) approach is:

If the internal rate of return (the discount rate which equates cash inflows and cash
outflows) is greater than the firm’s weighted-average cost of capital, make the invest-
ment.

in the foreign country is deducted from the tentative U.S. charge in determining the actual additional U.S.
tax paid. The effect of this is that annual earnings retained in foreign countries are taxed only at the for-
eign rate, but the income from which dividends are declared back to the United States is taxed at the
higher of the foreign or the U.S. rate.
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Cash
inflows

Project ‘,,/'E&(’\pa‘e Comi);r‘e“\\* Cost of
Cost Capital

Exhibit 4.1. Interaction of Project Cost, Cash Inflows, and Cost of Capital in Capital
Budgeting Analysis.

Under most conditions, NPV and IRR lead to the same decision. However, differ-
ent decisions may result under certain circumstances, such as when projects of sub-
stantially different lifetimes are compared or when cash flows fluctuate sharply from
year to year. If NPV and IRR give different decisions, NPV is preferable on theoreti-
cal grounds.? Hence, NPV is used in the illustrative example at the end of this chapter.

4.3 INTERNATIONAL COMPLEXITIES. Capital budgeting for a foreign project uses
the one-country framework just described, but with certain adjustments to reflect the
greater complexities in an international situation. Many of the adjustments arise be-
cause of the fact that two separate sovereign nations are involved and the operating
cash flows in the host country are in a different currency than those desired by the
parent company.

(@) Project versus Parent Cash Flows. Project (e.g., host country) cash flows must be
distinguished from parent (e.g., home country) cash flows. Project cash flows gener-
ally follow the domestic, or one-country model, described earlier. However, parent
cash flows reflect all cash flow consequences for the parent company.

(b) Parent Cash Flows Tied to Financing. Because of the above, parent cash flows
depend, in part, on financing. Unlike the domestic situation, financing cannot be kept
separate from operating cash flows. In fact, “clever” financing is often the key to
making an otherwise unattractive foreign investment proposal attractive to the parent
firm. Cash may flow back to the parent because the venture is structured from a fi-
nancial point of view to provide such flows. Fund flows back to the parent on inter-
national projects arise from any of the following, which must be incorporated into the
original investment agreement:

* Dividends.
* Royalties.

ZReaders should consult a standard domestic financial management text for an explanation of why
NPV is theoretically superior to IRR.
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* License fees.

* Interest on parent-supplied debt.

* Principal repayment of parent-supplied debt.

* Liquidating dividends.

* Transfer prices paid on goods supplied by the parent.
* Transfer prices paid on goods sent to the parent.

* Overhead charges.

* Recovery of assets at project end (i.e., terminal value).

Note that depreciation is not a cash flow to the parent.

(c) Foreign Exchange Forecasts Needed. An explicit forecast is needed for future
exchange rates. Future cash flows in a foreign currency have value to the parent
only in terms of the exchange rates existing at the time funds are repatriated, or val-
ued if they are not repatriated. Hence, an exchange rate forecast is necessary. In ad-
dition, the investment decision must consider the possibility, if not the probability,
of unanticipated deviations between actual ending exchange rates and the original
forecast.

(d) Long-Range Inflation Must Be Considered. Over the extended period of years an-
ticipated by most investments, inflation will have three effects on the value of the op-
eration: (1) inflation will influence the amount of local currency cash flows, both in
terms of the amount of local money received for sales and paid for expenses and in
terms of the impact local inflation will have on future foreign competition: (2) infla-
tion will influence the future foreign exchange rates used to measure the parent com-
pany’s value of local currency cash flows; and (3) inflation will influence the real cost
of financing choices between domestic and foreign sources of capital.

(e) Subsidized Financing Must Be Explicitly Treated. Subsidized financing available
from the host government must be explicitly treated. If a host country provides sub-
sidized financing at a rate below market rates, the value of that subsidy must be con-
sidered. If the lower rate is built into a cost-of-capital calculation, the firm is making
an implicit assumption that the subsidy will continue forever. It is preferable to build
subsidized interest rates into the analysis by adding the present value of the subsidy
rather than by changing the cost of capital.

(f) Political Risk Must Be Considered. The host government may change its attitude
towards foreign influence or control over some segments of the local economy. This
may be through sudden revolution, or it may result from a gradual evolution in the
political objectives of the host goverment. Political risk is also important in deter-
mining the terminal value, because politics may impose a specific ending date which
negates use of an infinite horizon for valuation purposes. If a specific ending date is
mandated, the value received on that date may be extremely difficult to anticipate. In
the context of premiums for political risk, diversification among countries may cre-
ate a portfolio effect such that no single country need bear the higher return that
would otherwise be imposed if that country were the only location of a foreign in-
vestment.
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4.4 ACCOUNTING IMPLICATIONS FOR THE METHODOLOGY. The key concept
in this section is that accounting principles and policies that are used in a particular
country are likely also to be used in developing pro forma financial statements for a
particular project. These pro forma financial statements, in turn, are likely to be the
database from which financial executives estimate future cash flows as they try to de-
termine whether or not the proposed project has a positive or a negative net present
value. If financial executives are not aware of how the foreign accounting system dif-
fers from the home system, they may base their analysis on faulty cash flow data.

Accounting differences can be grouped by type. Specifically, we can think of (1)
asset costs which become expenses as they are allocated to specific time periods, (2)
operating costs of the current time period which do not flow through in the calculation
of current income, (3) changes in the recorded amount of debt not matched by cash
payments, and (4) basic differences in underlying accounting principles and methods.

Some of these differences are relevant only when estimating cash flows for a phys-
ical investment, such as a new machine or a building. Others are relevant only when
investing in an entire foreign corporation, in which case past and pro forma financial
statements may be the base for estimating future cash flows.

Accounting differences, by type, are discussed in the following paragraphs.

(@) Asset Cost Allocation to Income Periods

(i) Fixed Asset Depreciation. Variations between historical cost depreciation and
some types of replacement cost depreciation lead to different net income calcula-
tions. The difference in depreciation method may influence income tax payments and
consequently cash flow after taxes.

(i) Inventory Costing. Variations between historical costing and replacement cost-
ing, and also between first in, first out (FIFO) and last in, first out (LIFO) as alterna-
tive methods of historical costing, have an influence on reported income, on taxes on
that reported income, and on income allocation between time periods. The first two of
these influence measures of cash flow, and the third influences the timing of total cash
flow, with a possible consequence for any valuation method based on discounting.

(iii) Amortization of Purchased Goodwill. In some countries, purchased goodwill is
amortized, reducing net income and possibly income taxes. However, goodwill amor-
tization is not a cash cost. In other countries, purchased goodwill cannot be amor-
tized. In either case, cash flow must be adjusted to account for the amortization or
nonamortization of goodwill, or any similar cost. Such amortization, it will be noted,
is a noncash expense similar to depreciation.

(iv) Asset Revaluation. In some high-inflation countries, such as Argentina, Brazil,
and Israel, fixed assets are revalued upward to bring accounts closer to reality. The
related expenses, such as depreciation, are also restated. Care must be taken not to let
such revaluations influence estimates of cash flow.

(b) Nonallocation of Current Operating Costs

(i) Charges of Expenses to Reserves. In many countries, arbitrary reserves are created,
against which certain expenses are charged. Examples are reserves for bad debts and
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reserves for pensions or other unfunded retirement obligations. In some cases a non-
specific “reserve for contingencies” is created against very vague future uncertainties.
The intent is often to manipulate income (called “income smoothing”) by arbitrarily
subtracting from good years and adding to bad years. The creation of such reserves
reduces reported net income without reducing cash flow, and the charging of expenses
to the reserves usually involves a cash outflow not recorded in the current year.

(ii) Deferred Taxes Shown as a Liability. Treatment varies among countries between
reported incomes taxes for accounting purposes and actual income taxes paid. The
difference usually arises when additional expenses (such as extra depreciation or a
credit for taxes paid) are allowed by the government as a “tax incentive” but are not
recognized as current income by the accounting process. In any case, a bottom-up
calculation which approximates cash flow from the sum of net income and noncash
expenses must include as additional cash flow any increase in the deferred tax liabil-
ity, because actual payments are less than the accrued expense. The capital-budget-
ing process must recognize the possibility of different treatment of actual and accrued
taxes in various countries.

(iii) Flow Through of Translation Gains. Translation gains which flow through in-
come statements or which are taken directly to a cumulative translation reserve must
be subtracted because they do not reflect cash flows. In the United States, under
Statement of Financial Accounting Standards (SFAS) No. 8, which was issued in
1975, translation gains or losses were recognized in current quarterly income. This
rule was replaced by SFAS No. 52 in 1981, under which translation gains and losses
are charged to a reserve account and not passed through the income statement. Each
country has its own approach, not only as to #ow to measure such gains and losses
but also where to record the gains and losses. An analyst evaluating a foreign project
from past financial records must be sure that measures of cash flow exclude that im-
pact of translation gains and losses.

(iv) Severance Pay If the Foreign Affiliate Is Closed. In many countries, local social
laws require severance pay of up to several years’ annual earnings for workers who
are released. Thus, if a firm decides to close a foreign operation, it may face a large
cash outflow related to severance benefits to workers who lose their jobs. Such sev-
erance payments represent a large cash outflow in the last year of a project and must
be considered carefully, not only when a decision to stop operations is made but also
when an operation that has some risk of economic failure is started.

(c) Debt Changes Not Matched by Cash Payments

(i) Foreign Exchange Translation Gains or Losses on Long-Term Debt. 1f a project is fi-
nanced with foreign currency debt, the book amount of that debt will change as for-
eign exchange rates change. The resulting charge or gain may show as a decrease or
an increase in current income, depending upon the translation rules in effect. How-
ever, restatement of the book amount of debt has no cash flow implications until the
year in which the debt is repaid.

(i) Noncapitalization of Financial Leases. Some countries in the world, such as the
United States, require that financial leases be capitalized as debt on the balance sheet.
In other countries, financial leases are not capitalized. A change in accounting proce-
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dure, under which both assets and debts are increased by the present value of a fi-
nancial lease, will change the apparent cash outflow (amount of assets required) with-
out any real change being needed. Amortization of a financial lease obligation may
also vary from a strict measurement of the cash needed for lease payments. An
awareness of such variations is essential.

(d) Other

(i) Changes in Accounting Principles and Methods Without Prior Year Change. Many
countries switch from one accounting principle to another, say, from one type of de-
preciation assumption to another, without adjusting financial statements for the prior
year. Under these conditions, measures of both income and cash flow from one year
to another are not meaningful. Because depreciation is a noncash expense which is
often added back to obtain cash flow, as in the bottom-up example given earlier, and
because income taxes paid depend in part on the depreciation approach used, a
change in depreciation method in future years may have cash flow implications. If the
change is made to augment (“dress up”) reported income, the cash flow implication
may be negative because of the tax impact.

(ii) Treatment of Unconsolidated Subsidiaries. Unconsolidated subsidiaries are
recorded differently in different countries. In some countries, unconsolidated sub-
sidiaries are carried at original historical cost (rather than at equity, as in the United
States). Hence, earnings of the foreign subsidiary are reported only when received as
dividends, rather than when earned. Retained earnings in the subsidiaries, and thus
subsidiary cash flow less cash dividends, are concealed. This has two consequences:
(1) some cash flow from a consolidated perspective is kept secret, and (2) variations
in dividend payments from nonconsolidated subsidiaries can be used to conceal vari-
ations in earnings and/or cash flow in the parent entity. In periods when the parent
entity itself has abnormally low earnings, dividends from subsidiaries may be used
to bolster reported earnings.

The 2001-2002 scandal at Enron Corporation in the United States was a separate
type of misstatement. Nonconsolidated subsidiaries were written up, creating a non-
realized increase in earnings that was used to justify pumped-up stock prices.

(iii) Blocked Funds. If cash flow in the host country is blocked so that it is not avail-
able for dividends and consequently for reinvestment elsewhere in the world system,
the value of that cash flow in a capital budgeting context can be questioned. Although
no treatment can necessarily be considered “correct,” often blocked cash is valued as
if it were reinvested in the local economy at a nominal risk-free rate and then repa-
triated at a much later date. If repatriation of blocked cash flows is not expected,
those funds should have no value in the capital budgeting analysis.

4.5 SUMMARY International investment analysis is based on analysis of expected
future cash flows from a foreign direct investment. The database for estimating fu-
ture cash flows is often current and recent past financial statements. In addition, fu-
ture cash flows depend on local accounting and tax treatment of profits and expenses.
The essential difference between domestic and international investment analysis is
that estimates of future cash flows are in different currencies and depend on local ac-
counting methods. Those methods often differ from one country to another.



APPENDIX A 4 ¢ 11

This chapter has described the investment analysis, or capital budgeting process,
for both a home country and an international project, and it has explained how dif-
ferent accounting procedures will influence the cash flow estimate.

To illustrate the process, an example is given in Appendix A. A more detailed sum-
mary of principal accounting differences around the world is provided in Chapter 12.

APPENDIX A: ILLUSTRATIVE INTERNATIONAL CAPITAL BUDGETING EXAMPLE

To illustrate complexities than can arise in the analysis of a foreign investment
proposal, a capital budgeting analysis for Cacau do Brasil, S.A., a proposed invest-
ment in a chocolate factory in Belém, Brazil. is presented. The U.S. parent will in-
vest the entire equity of R$56,000,000, or US$20,000,000 at the current exchange
rate of R$2.80 = US$1.00. (“R$” is the symbol for Brazil’s currency, the real.)

If established, Cacau do Brasil, S.A. will have an initial balance sheet as shown in
Exhibit 4A.1.

Cacau do Brasil is expected to operate as follows:

* Sales. Unit sales will grow at 3% per annum. Initial unit sales will be 25,000
tons, and the initial sales price will be R$5,000 per ton. Initial labor cost is
R$2,000 per ton and initial local material will cost R$200 per ton. Cacau do

CACAU DO BRASIL, S.A.
Initial Balance Sheet, Year 0
(In Thousands of Brazilian Reals)

Cash R$ 5,685 Long-term debt R$ 24,000

Accounts receivable 6,250

Inventory 8,065

Net plant & equipment 60,000 Common stock equity 56,000
R$ 80,000 R$ 80,000

Note 1: Net plant and equipment will be depreciated on a straight line basis over eight
years, with no salvage value.

Note 2: Long-term debt of R$24,000,000 will be the sole obligation of Cacau do Brasil and
will not be guaranteed by the U.S. parent. The regular market interest rate for a Brazilian
real debt of this type is 14%, but Cacau do Brasil is borrowing at a subsidized interest rate
of 5% per annum arranged by Brazilian development authorities. The debt will be paid off
in five equal annual installments of R$5,543,000, payable at the end of each year, calcu-
lated as follows (rounded to one thousand reals):

End of Interest at 5% Total Principal Remaining
year Principal per Annum Service Reduction Balance
1 24,000 1,200 5,543 4,343 19,657
2 19,657 983 5,543 4,560 15,097
3 15,097 755 5,543 4,788 10,309
4 10,309 515 5,543 5,028 5,281
5 5,281 262 5,543 5,281 —0-

Exhibit 4A.1. Initial Balance Sheet.
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Brasil will import material from the United States having an initial cost of R$360
per ton of output. Administrative expenses in the first year will be R$20 million.

* Customers. All production will be sold to unaffiliated buyers in Europe and the
United States at sales prices denominated in Brazilian reals.

* Brazilian inflation. Brazilian prices are expected to rise as follow:

Raw material costs: +2% per annum
Labor costs: +5% per annum
General Brazilian prices: +4% per annum
Cacau do Brasil sales prices +4% per annum

» Exchange rate forecasting. U.S. inflation is expected to be 2% per annum.
Using the theory of purchasing power parity, the U.S. parent expects the real to
drop in U.S. dollar value steadily in proportion to the ratio of Brazilian to U.S.
inflation, calculated as follows: 1.04/1.02 = 1.0196078, or approximately 1.96%
per annum greater inflation in Brazil. Consequently the exchange rate forecast,
by purchasing power parity, is:

Year O: R$ 2.8000/$
Year 1: R$ 2.8000 x 1.0196 = R$ 2.8549/$
Year 2: R$ 2.8549 x 1.0196 = R$ 2.9109/$
Year 3: R$ 2.9109 x 1.0196 = R$ 2.9680/$
Year 4: R$ 2.9680 x 1.0196 = R$ 3.0262/$
Year 5: R$ 3.0262 x 1.0196 = R$ 3.0855/$%
Year 6: R$ 3.0855 x 1.0196 = R$ 3.1460/$

* Discount rate. The U.S. parent has determined that the appropriate discount
rate for the Brazilian project is 24% per annum. It will use this rate both within
Brazil (project evaluation) and from its own U.S. point of view (parent evalua-
tion).

» Working capital. Year-end accounts receivable will be equal to 5% of sales of
the year just finished. Year-end inventory balances will be maintained at 10% of
expected variable costs for the following year. The initial cash balance of
R$5,685,000 will be allowed to increase with retained cash flow in Brazil.

» Terminal value. The U.S. parent expects to sell the subsidiary as a going con-
cern after five years for a price equal to the remaining net book value of fixed
assets plus the full value of ending working capital (cash, receivables, and in-
ventory).

* Royalties. Aroyalty fee of 5% of sales revenue will be paid by Cacau do Brasil
to the U.S. parent each year. This fee creates taxable income in the United
States.

» Taxes. Brazilian corporate income taxes are 40%, with no additional dividend
withholding tax. The U.S. corporate tax rate is 34%.

* Parent exports. Components imported by Cacau do Brasil from its U.S. parent
have a direct manufacturing cost in the United States equal to 90% of their trans-
fer price to Cacau do Brasil. Hence, the U.S. parent earns a dollar cash profit and
cash flow in the United States equal to 10% of all sales to Cacau do Brasil.
Brazilian production and sales will not cause any loss of sales by the U.S. par-
ent from any other operation elsewhere in the world.

* Dividends. The U.S. parent intends to have Cacau do Brasil declare 75% of its

accounting profit as dividends each year. Brazilian authorities have approved
this level of remittance.
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CACAU DO BRASIL, S.A.

Revenue, Expenses, and Profit for Years 1 Through 5
(In Thousands of Brazilian Reals, Except for Unit Costs)

Year Year Year Year Year
1 2 3 4 5

Revenue

1. Unit volume (g = 3%) 25,000 25,750 26,522 27,318 28,138

2. Unit price (g = 4%) 5,000 5,200 5,408 5,624 5,849

3. Total sales revenue 125,000 133,900 143,431 153,636 164,579
Unit variable costs

4. Local labor (8 =5%) 2,000 2,100 2,205 2,315 2,431

5. Local material (g = 2%) 200 204 208 212 216

6. U.S. parent (note 1) 1,028 1,068 1,113 1,156 1,203

7. Variable cost/unit 3,228 3,372 3,526 3,683 3,850

8. Total variable costs 80,700 86,829 93,517 100,612 108,331
Cost and Profit Data

9. Gross profit (3-8) 44,300 47,071 49,914 53,024 56,248
10. Royalties (5% x Sales) 6,250 6,695 7,172 7,682 8,229
11. Administration (g = 4%) 20,000 20,800 21,632 22,497 23,397
12. Depreciation 7,500 7,500 7,500 7,500 7,500
13. Earnings before

interest and
taxes (EBIT) 10,550 12,076 13,610 15,375 17,122

14. Interest expense 1,200 983 755 515 262
15. Pretax income 9,350 11,093 12,855 14,860 16,860
16. 40% Brazilian tax -3,740 -4,437 -5,142 -5,944 -6,744
17. Net income 5,610 6,656 7,713 8,916 10,116
18. Cash dividends @75% 4,207 4,992 5,785 6,687 7,587

Note 1: U.S. raw material supplied will rise in dollar price at 2% per annum with U.S. infla-
tion. The real equivalent on a per unit basis is calculated as follows. The sixth-year calcula-
tion is necessary for forecasting fifth year inventory.

Year Year Year Year Year Year
1 2 3 4 5 6

Unit sales price

in$ (g=2%) $360 $367 $375 $382 $390 $397
Exchange rate 2.8549 2.9109 2.9680 3.0262 3.0855 3.1460
Unit cost

in reals 1,028 1,068 1,113 1,156 1,203 1,249
Exhibit 4A.2. Revenue, Expense, and Profit Report: Five Years.

Cacau do Brasil’s pro forma income statement for the first year of operations is
shown as column 1 of Exhibit 4A.2. The remainder of Exhibit 4A.2 shows expected
income accounts over the following five years in accordance with the expectations
and guidelines described above.
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Exhibit 4A.2 shows a growing annual revenue, accompanied by increased costs.
Line 17 indicates that the project is profitable in every year, and line 18 shows the ex-
pected cash dividend to the U.S. parent.

Exhibit 4A.3 shows the annual increase in accounts receivable, inventory, and
cash balances. Note that receivables levels are based on sales of the past year, while
inventory levels depend on expected sales for the following year. This means that
variable costs for the sixth year must be calculated to determine inventory required
at the end of the fifth year.

Exhibit 4A.4 shows the current asset balances after five years of operations—bal-
ances that are necessary to calculate the terminal value.

Exhibit 4A.5 shows the calculation of terminal value at the end of five years. Ter-
minal value is equal to the ending net book value of plant and equipment, plus end-
ing current assets. Obviously a terminal value many years in the future is subjective,
and other methods of estimating this future value are possible. At the end of five
years the U.S. parent expects to sell Cacau do Brazil for R$65,753,000 as derived in
Exhibit 4A.5.

The present value of the subsidized loan is calculated in Exhibit 4A.6. The essence
of the calculation is that the actual payments, based on equal annual payments that
amortize the principal and that pay interest at 5%, are discounted at 14%, the inter-
est rate that would have been paid on a similar nonsubsidized loan. The present value
of the subsidy (in year 0) is R$4,970,000.

PROJECT VALUATION

Exhibit 4A.7 shows that the present value of operating inflows, calculated on an all-
equity basis, is R$61,671,000. To this must be added the net present value of the sub-
sidized loan, calculated in Exhibit 4A.6, which is R$4,970,000. Subtracting the orig-
inal outlay of R$56,000,000 leaves a positive net present value of R$10,641,000.
From the point of view of the project, the investment is worthwhile.

The fact that Cacau do Brasil has a positive net present value of R$10,641,000
as a domestic project means that the project is a reasonable use of economic re-
sources within Brazil. It also suggests that a domestic Brazilian corporation would
find the project worthwhile, although of course a domestic corporation might not
be able to sell production outside of Brazil as easily as the subsidiary of a foreign
corporation with worldwide operations. In other words, the technology and mar-
keting ability of the U.S. parent add to the cash generating ability of Cacau do
Brasil.

A positive project net present value, however, does not mean that the investment
is worthwhile from the parent’s perspective. A separate calculation based on cash
flows from and to the parent company is necessary. Such a calculation is shown in
Exhibit 4A.8.

PARENT VALUATION

The value of Cacau do Brasil, S.A. to its U.S. parent is calculated in Exhibit 4A.8 to
be a negative US$1,567,000. As designed, the investment is not worthwhile from the
point of view of the U.S. parent.
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CACAU DO BRASIL, S.A.

Working Capital and Cash Accumulation

(In Thousands of Brazilian Reals)

Year Year Year Year Year
1 2 3 4 5
Accounts Receivables
1. Sales revenue 125,000 133,900 143,431 153,636 164,579
2. Required A/R @ 5% of
past year’s sales 6,250 6,695 7,172 7,682 8,229
3. Increase over
prior balance None 445 477 510 547
Inventory
4. Variable costs 80,700 86,829 93,517 100,612 108,331
5. Required inventory
@ 10% of next year's
variable costs! 8,683 9,352 10,061 10,833 11,657
6. Increase over
prior year's balance 618 669 709 772 824
Cash Balances
7. Net income
(Exhibit 4A.2,line 17) 5,610 6,656 7,713 8,916 10,116
8. Earnings retained
(25% of net income) 1,403 1,664 1,928 2,229 2,529
9. Plus depreciation +7,500 +7,500 +7,500 +7,500 +7,500
10. Less increase in
accounts receivable
(line 3 above) None —445 —477 -510 -547
11. Less increase in
inventory
(line 6 above) -618 -669 -709 -772 -824
12. Addition to
cash balance
from operations 8,285 8,050 8,242 8,447 8,658
13. Less repayment of
debt principal, from
Note 2, Exhibit 4A.1 —4,343 -4,560 —4,788 -5,028 -5,281
14. Net addition to
cash balance 3,942 3,490 3,454 3,419 3,377
Note 1: Variable costs in the sixth year are calculated as follows:
Sixth year labor (1.05)(2,431) = $2,553
Sixth year local material. (1.02)216) = 220
Sixth year U.S. material, from Note 1, Exhibit 4A.2 1,249
Total unit variable costs $4,022
Times volume (1.03(28,138) x 28,982
Total sixth year variable costs $116,566

Exhibit 4A.3. Working Capital and Cash Accumulation.
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CACAU DO BRASIL, S.A.
Current Asset Balances After Five Years
(In Thousands of Brazilian Reals)

Cash AR Inventory
1. Initial balance 5,685 6,250 8,065
2. Year 1 addition 3,942 0 618
3. Year 2 addition 3,490 445 669
4. Year 3 addition 3,454 477 709
5. Year 4 addition 3,419 510 772
6. Year 5 addition 3,377 547 824
7. Ending balances 23,367 8,229 11,657

Note 1: Initial operating cash balance is from Exhibit 4A.1. Additions to cash balances are
from line 14 of Exhibit 4A.3. Additions to receivables and inventory balances are from lines

3 and 6 of Exhibit 4A.3.

Exhibit 4A.4. Current Asset Values After Five Years.

CACAU DO BRASIL, S.A.
Terminal Value at the End of Five Years

Original cost of net plant and equipment:
Less depreciation for five years @ R$7,500,000/yr.

Net book value of plant and equipment

Plus ending cash balance (Exhibit 4A.4, line 7)

Plus ending receivable balance (Exhibit 4A.4, line 7)
Plus ending inventory (Exhibit 4A.4, line 7)

Terminal value at end of year 5

AN U A WWw N —

R$ 60,000,000
-37,500,000
R$ 22,500,000
+23,367,000
+ 8,229,000
+11,657,000

R$ 65,753,000

Exhibit 4A.5. Terminal Value at the End of Five Years.

CACAU DO BRASIL, S.A.
Present Value (PV) of Subsidized Loan
(In Thousands of Brazilian Reals)

Year Year Year Year Year Year
0 1 2 3 4 5
1. Principal +24,000
2. Loan payments from
Note 2 of Exhibit 4A.1: -5,543 5,543 5,543 -5,543 -5,543
3. 14% PV factor: 1.0000 0.8772 0.7695 0.6750 0.5921 0.5194
4. PV of each payment +24,000 -4,862 -4,265 3,742 -3,282 -2,879

5. Net PV of all payments  + 4,970

Exhibit 4A.6. Present Value of Subsidized Loan.
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CACAU DO BRASIL, S.A.
Project Net Present Value, All-Equity Basis
(In Thousands of Brazilian Reals)

Year Year Year Year Year Year
0 1 2 3 4 5
1. Earnings before interest and
taxes Exhibit 4A.6, line 13) 10,550 12,076 13,610 15,375 17,122
2. Less 40% income taxes' -4,220 -4,830 -5,444 -6,150 -6,849
3. All-equity net income 6,330 7,246 8,166 9,225 10,273
4. Plus depreciation +7,500 +7,500 +7,500 +7,500 +7,500
5. Less increase in receivable
balance Exhibit 4A.5,line 6) None —445 —477 -510 -547
6. Less increase in inventory
balance(Exhibit 4A.5,line 9) -618 -669 -709 -772 -824
7. Plus terminal value
(Exhibit 4A.5,line 6) 65,753
8. Net project cash flow 13,212 13,632 14,480 15,443 82,155
9. 24% P.V. factor 0.8065 0.6504 0.5245 0.4230 0.3411
10. PV of annual inflows 10,655 8,866 7,595 6,532 28,023
11. Sum of PV of inflows +61,671
12. PV of subsidized loan
(Exhibit 4A.6,line 5) +4,970
13. Original outflow -56,000
14. Net present value +10,641

Note 1: Brazilian income taxes shown on line 2 are not actual taxes paid, but are rather the
taxes that would have been paid had Cacau do Brasil, S.A. been financed entirely with eq-

uity. However only actual taxes paid, rather than hypothetical taxes based on an all-equity

assumption, are allowable as a credit against U.S. taxes on dividends received.

Exhibit 4A.7. Project Net Present Value, All-Equity Basis.

This value is different both in amount and, in this instance, in sign, from value as

a project because different cash flows are being measured. The major differences are:

* Total cash flow versus dividends. From a project point of view, all cash gener-

ated contributes to value because it is available within Brazil. From a parent
point of view, cash in Brazil has no value until received by the U.S. parent in the
United States. That is, retained earnings and funds equal to depreciation charges
are valued at once in the host country, Brazil, but only when and if recovered (or
completely available to be recovered) in the parent country, the United States.

Free cash flow. Free cash flow (cash flow greater than needed for day-to-day
operations) is valued at the time received in the project approach, but only when
remitted to the parent company as a liquidating dividend from a parent point of
view.

* Royalties. Royalties and similar charges paid by Cacau do Brasil to its U.S. par-

ent are not part of cash flow in the project valuation (in fact, they are an out-
flow), but are an important portion of the value to the U.S. parent. This suggests
that if the parent exports sufficient items of value to its foreign subsidiary, the
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CACAU DO BRASIL, S.A.
Net Present Value—Parent Perspective
(In Thousands of Brazilian Reals or U.S. Dollars)

Year Year Year Year Year Year
0 1 2 3 4 5
In Brazilian Reals
1. Brazilian royalties
(Exhibit 4A.2, line 10) 6,250 6,695 7,172 7,682 8,229
2. U.S. tax @ 34% -2,125 2,276 -2,438 -2,612 -2,798
3. Net royalty 4,125 4,419 4,734 5,070 5,431
4. Brazilian dividend
(Exhibit 4A.2, line 18) 4,207 4,992 5,785 6,687 7,587
5. Terminal value
Exhibit 4A.5,line 6) 65,753
6. Total cash flow to parent 8,332 9,411 10,519 11,757 78,771
8. Forecast exchange rate 2.8549 2.9109 2.9680 3.0262  3.0855
In U.S. Dollars
9. Cash flow from Brazil 2,918 3,233 3,544 3,885 25,529
10. Export contribution' 594 624 657 688 724
11. Total dollar inflow. 3,512 3,857 4,201 4,573 26,253
12. 24% PV factor 0.8065 0.6504 0.5245 0.4230 0.3411
13. Present value of inflows 2,832 2,509 2,203 1,934 8,955
14. Sum of present value
of inflows +18,433
15. Less original outflow -20,000
16. Net present value -1,567
Note 1: U.S. parent’s dollar profit on exports to Brazil:
Year Year Year Year Year
1 2 3 4 5
Unit sales price
in dollars(g = 2%) $ 360 $ 367 $ 375 $ 382 $ 390
Unit volume 25,000 25,750 26,522 27,318 28,138
Dollar revenue $9,000 $9450 $9946 $10,435 $10,974
Contribution to pretax
profit (10%) 900 945 995 1,043 1,097
Less U.S. 34% tax -306 =321 -338 -355 -373
Net cash contribution
to parent $ 594 $ 624 § 657 $ 688 $ 724
Exhibit 4A.8. Net Present Value: Parent Perspective.

project may be worthwhile to the parent even if it should fail to pass the project

net present value criteria.

* Subsidized loan. The present value of the subsidized loan does not show as a
cash flow to the parent because the loan is reflected in increased cash retention
by the subsidiary over the five years. The parent benefits only from the higher

terminal value and free cash recovered.
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Other significant factors, not present in this case but nevertheless important from
an overall point of view in considering foreign capital investments are:

» Foreign exchange rate forecast. Along forecast of future foreign exchange rates
is necessary, and various predictions are possible.

* Income grossed up for parent country taxation. In the present case in which the
Brazilian corporate income tax rate is 40% and the U.S. rate is only 34%, no
grossed-up calculation is needed. No additional U.S. income tax liabilities are
incurred on dividends from Brazil.

In many instances, however, parent overall cash flow may be influenced by how
the project interacts with other international ventures. Under present U.S. tax law
(which could be changed), dividends from operations in countries where the income
tax rate is above the U.S. tax rate generate “excess” (i.e., lost) tax credits. These ex-
cess tax credits can be used only if dividends of a similar nature are declared from
other subsidiaries operating in jurisdictions where the tax rate is below the U.S. tax
rate. Thus the high taxes of one foreign jurisdiction can be combined with the low
taxes of another foreign jurisdiction to minimize overall total U.S. taxes levied on the
total post-tax dividends received from all foreign countries.

Because the negative net present value of US$1,567,000 is comparatively small,
relative to the overall size of the project, management’s task might be to seek out
some other combination of investment costs (perhaps subcontracting part of produc-
tion), revenue (perhaps raising sales prices in some markets), or operating costs (per-
haps using a different degree of technology or automation to reduce costs) that will
generate a positive net present value. Another possibility would be to increase the
transfer price on items sold by the U.S. parent to Cacau do Brazil.

Any such steps would have cash flow consequences for Cacau do Brazil as well as
its U.S. parent. However a finance manager should be a “doer” rather than just a pas-
sive analyst of data collected from others, so the finance manager should participate
actively in the search for another combination of cash flows that would lead to ex-
pected positive net present values for both project and parent.

Management might also decide to go ahead, in spite of the calculated negative net
present value, for reasons of global strategy. One way of expressing this in financial
terms is to acknowledge that some long-run global advantage can be achieved with
the Brazilian subsidiary that can not be quantified as estimated cash flows. Some will
argue that the introduction of such subjectivity destroys the rigor of the net present
value approach to capital budgeting. Others will argue that recognition of long-run
nonquantifiable strategic goals is an important part of management’s judgment and
hence is vital to success. The latter will say one should not be a slave to a quantita-
tive approach, but should use it only as a valuable guide.

3For a detailed explanation of this pooling of tax credits, see pp. 497-501 of David K. Eiteman, Arthur
L. Stonehill, and Michael H. Moffett, Multinational Business Finance, 9th ed. Boston: Addison-Wesley-
Longman, 2001.
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5.1 INTRODUCTION. The financial management of the nonfinancial firm is tradi-
tionally divided between treasury activities and controller activities. Simplistically,
this is a distinction between cash flow (treasury) and financial reporting (controller).
Controller activities such as end-of-month closings, internal reporting and forecast-
ing, and external financial reporting have become increasingly automated. Continu-
ing advances in the field of information technology, combined with the increasing
focus by management on the future rather than the historical details of the account-
ing past, have led to a larger role for treasury within financial management.

*Additional research assistance was provided by Timothy Magnusson.
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As firms have expanded the global scope of their operations, and as global finan-
cial markets have increased their pace and volatility, the complexity of international
treasury has expanded exponentially. Globalization, combined with the expanding
scope of business reengineering, including the financial functions of the firm, have
placed new demands on treasury to add value to the business. Many working in the
field of treasury management today might argue that it is an area of significantly un-
derdeveloped potential; the treasury function in many firms today is often under-
staffed and underinvested. To use the business parlance of the day, the treasury which
is not keeping pace with the best practices of the day may be leaving a lot of money
on the table.

This chapter provides a detailed overview of the principle purpose and practices
of international treasury management. Although it is increasingly difficult to differ-
entiate international from domestic treasury, understanding the unique responsibili-
ties and challenges presented by multinational operations for treasury management is
our primary goal. After explaining the basic dimensions of treasury in practice, we
focus on the two areas of most general application: multinational cash management
and multinational currency management. Throughout this chapter we suggest main-
taining a classical financial focus: Cash flow is king.

5.2 TREASURY MANAGEMENT. The treasury function of the firm might well be
best explained in the context of its issue of identification, cash flow. Treasury opera-
tions have traditionally focused on two dimensions of business, the settlement of cash
flows associated with sales, and the funding of the firm’s general operations. This is
in essence a balance sheet focus. A more comprehensive treasury organization has,
however, evolved in the past decade in which the focus of management activity has
followed the economic factors which drive firm value, corporate-wide cash flow. This
modern treasury organization focuses on a different financial statement, the statement
of cash flows, and is now in the process of adapting to the complex environment and
cash flows of the global business.

(@) Traditional Treasury. Treasuries have historically focused their organizational
form and manpower needs on the labor-intensive process of collections. As illus-
trated in Exhibit 5.1, the organization devoted significant resources to the conversion
of collections into cash, a constant substitution of one liquid current asset into pure
cash. This functional role was passive and reacted to the cash flows which were cre-
ated by the business; treasury’s role was quite clearly that of an overhead body for
funding and settlement. There was no expectation of value-added activity from the
treasury organization.

In addition to the basic cash management settlement function, treasury was
charged with the funding of the firm. This meant that treasury would plan for and
gain access to the funds necessary for the continued growth of the firm. Treasuries
therefore worked closely with banking institutions and other credit-granting organi-
zations which would create and maintain adequate access to affordable funding. Cap-
ital structure goals were basically the maintenance of a maturity match, the balanc-
ing of maturity of the useful life of assets with the funding of the individual
obligations. An aggressive treasury organization was one which managed the matu-
rity of the debt portfolio for interest expense—accepting repricing and refunding
risks along the way—in the hopes of any competitive advantages which might accrue
to the firm through lower capital costs.
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Exhibit 5.1. The Traditional Treasury Function of Cash Management Settlement.

Efficient treasury operations consider every element that affects the operating
unit’s ability to collect, disburse, and manage the cash resources available to it. This
includes the whole cash cycle, from sales to the payment of trade obligations. The
following steps must be taken to minimize interest and administration costs:

1. Conserve cash resources.

2. Ensure adequate liquidity at the lowest overall cost for payments.

3. Invest surplus funds for highest return.

4. Protect operating returns from fluctuations in the foreign exchange market.

All within the constraints of maintaining good customer, bank, and supplier relations.

(b) Treasury Implementation. Implementation of treasury is a three-step process:
(1) planning; (2) processing and control; and (3) investment and financing.

(i) Planning. ~ Cash planning is short- and long-term forecasting encompassing
everything that may affect cash flow. It requires timely collection of a great deal of
information about inflows expected from recurring and nonrecurring sources, and
about obligations that have to be met in the immediate and more distant future. The
aim is to match inflows and outflows, thus reducing dependence on borrowed funds
to meet maturing obligations. This is particularly important for organizations that are
sensitive to daily cash flow and the cost and frequency of borrowing.

Good cash organization is based directly on the time value of money and recog-
nizes that a dollar received and put to use today is worth more than a dollar tomor-
row. In practice it means maximum acceleration of inflows, stringent regulation of
outflows, and constant diversion of spare cash into profitable investment—not peri-
odically but routinely, every day, and occasionally overnight. Good cash organization
makes it normal to meet obligations with funds that were earning interest up to the
last moment before disbursement. It also means having funds ready to gain every
available advantage by prompt payment.

An integral component of the planning process is a thorough understanding of the
firm’s cash flow conversion cycle. The three components of the cycle, days payments
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outstanding (DPO), days of inventory outstanding (DIO), and the days sales out-
standing (DSO), are all indicators of how cash flows move through the business
process from cash to sales back to cash.!

The cash management process involves the forecasting, timing, and management
of receipts and disbursements. With the receipts or cash inflow established, sales and
accounts receivable are forecasted. In the disbursement process, analysis is pursued
to pinpoint the timing and value of cash outflows. The inflows and outflows are
matched as accurately as possible before surpluses of either are used by the financ-
ing or investment functions. The firm’s information and control system is integral to
this process; timely information is critical for accurate planning of cash flows. The
role of information technology in treasury, either domestic or international, is likely
the single largest area of concern to treasury organizations today.

(i) Processing and Control. Planning and organization depend heavily on timely, ac-
curate, and detailed information. The first step in matching receipts and disburse-
ments is a detailed and itemized knowledge of transactions. The next stage is to en-
sure that things happen as they should. That is control. The type of control required
depends on whether the treasury function is centralized or decentralized. The degree
of centralization is dependent on the size and complexity of the corporate structure
as well as the degree of computerization of the financial data. Whether to centralize
or decentralize is generally based on considerations such as: (1) industry characteris-
tics, type of business and cash flow; (2) corporation size, type of sale, diversification
of business, products, operating locations; (3) complexity of the firm’s organizational
structure; and (4) the corporate financial policy.

(iii) Investment and Financing. To approach an ideal cash management system, it is
necessary to devise and maintain a corporate investment policy that is the best com-
promise between yield and liquidity. In order to position funds properly, a cash man-
ager must: (1) know the amounts of incoming cash from recurring and nonrecurring
sources; (2) match cash requirements to sources of funds; (3) arrange to acquire funds
if necessary; and (4) formulate short-term investment programs for surplus funds.
The basic objective is to put all cash, over all time periods, long and short, to the best
active use. It is easy to lose sight of this overall objective because there are so many
factors in a complete treasury management program, and it is easy to become preoc-
cupied with one or two.

Once a consolidated cash position is achieved, timely decision must be made
about surplus funds and/or obligations to be met. Concerning surplus receipts, the
main criteria are the type of investments (e.g., treasury bills, foreign exchange), date
of maturity (24 hours to 6 months), and yield. With regard to disbursement require-
ments, the Treasurer must decide whether funds are to be generated from the corpo-
rate cash flow or externally sourced. The exact nature of the financial vehicle, period
of time, and interest rates must be determined.

! An example of how important simple planning of cash flow needs can be is that of the United States
Postal Service. Through cash forecasting, the U.S. postal service was able to reduce average cash on hand
from $7 billion to between $1 and $2 billion in 1995. This, in conjunction with significant changes such
as allowing customers to use credit cards and electronic transfers, has resulted in a significant downsiz-
ing in the postal balance sheet, and a 1995 profit of $1.8 billion.
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These investment and financing decisions must be viewed in terms of financial
risk, flexibility, and opportunity cost. Financial risk measures the ability of the firm
to meet future debt service obligations. Flexibility is the company’s ability to alter a
course of action in order to meet future unspecified financial requirements in an un-
defined financial market. In today’s quick changing economic conditions, opportu-
nity cost is an uncompromising yardstick, that is, the maximum profit that could have
been obtained had cash been applied to some other use.

Although adequate for the time, the disassociation between the two functions—the
lack of a theoretical or managerial linkage between asset management and funding
strategy, and the lack of a general financial strategy focus for the firm—have proven
inadequate for the modern multinational.

(c) Modern Treasury. Whereas the traditional treasury activities focused solely on
the conversion of collections into cash, the modern view of treasury is a much more
proactive management of the entire business process, the management of the cash
flows which create firm value. This is an assertive managerial approach akin to a
view of the firm as a statement of cash flows. An indirect statement of cash flows di-
vides the cash flows of the firm into three distinct areas: operating cash flows, in-
vesting cash flows, and financing cash flows. This singular document captures the
essence of the modern cash management cum treasury management activities.

* Operating cash flows are those arising from the true business line. In an indirect
statement of cash flows, this is net income from operations plus depreciation
less net additions to net working capital (current asset changes less current lia-
bility changes). The principal source of cash for investing in long-lived assets is
from operations.

The fundamental requirement for creating corporate value is by making good
investment in long-lived assets. When firms do not generate enough cash inter-
nally—through their operations, they either cut investment more drastically than
their competitors do or they are forced to turn to external markets for the requi-
site funding (financing cash flows). The effective management of the company’s
operating cash flows is called working capital management.

* [nvesting cash flows arise from the capital investment analysis and acquisition
needs of the firm. Firms evaluating new capital asset acquisitions (capital budg-
eting), mergers, or other independent business unit valuations (much of which
historically was out-sourced to the investment banking sector) are conducted
within this functional treasury area.

*» Financing cash flows are those arising from the funding of the firm. Funding de-
cisions such as debt issuance, form, maturity structure, restructuring, and divi-
dend policies would all fall within the analytical and management capabilities
of this treasury function.

The statement of cash flow highlights the modern view of the treasurer as a work-
ing capital manager. The modern view of treasury extends beyond funding to the full
gamut of working capital management, including collections and concentration ac-
counts, debt restructuring, financial risk management, to integrating data systems
into the production processes of the firm. Working capital is the money invested by
the business in those things—products, services—which are to be sold, and includes
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money spent on the purchase of materials, the processing of goods, and the overhead
incurred for the period that the goods are being processed. In fact, business itself rep-
resents the investment of cash.? The business therefore recycles cash, turning it into
goods, labor, and overhead, so that it can cycle back into cash. The more time it takes
to complete the cash-revenue cycle, and the more working capital that is invested
during this period, the greater the financing costs and the lower the profits of the
firm.3

Working capital management is therefore the management and funding of a phys-
ical/financial process. Mechanically, working capital management is the conversion
of:

Contract Manufacture Booking/AR Settlement

Cash  Materials  Work-in-progress Final goods Shipping Cash

Although traditionally described as the cash conversion cycle, modern treasury
management requires that the activities described here in the cycle of cash to sales to
cash be simultaneously managed with the short-term funding cycle on the right hand
side of the balance sheet. This integration of asset and liability management in the
context of maximizing value-enhanced sales of the business line is the emerging
challenge to treasury as a strategic business partner.

This emerging strategic role is a departure from traditional resource commitment
in the treasury organization. The traditional functions of treasury have expanded to
three with the addition of strategic value; the three treasury activities today are ad-
ministrative, transaction, and strategic. The administrative activity of treasury, the
record keeping and financial statement contribution, has been greatly reduced in re-
cent years by the reengineering of business and financial processes, the redefinition
of what data and financial records are essentially needed for record keeping of the
past and for record/plankeeping for the future, and the introduction of technology
which eliminates much of the work. Transactions activity, the time, manpower, and
other resources devoted to the processing and completion of managerial treasury ac-
tivities on an ongoing basis, is also seeing substantial reduction as a result of the in-
tegration of technology into the financial process. It is the third treasury activity, the
strategic function, which is as yet the most undeveloped, yet most promising in pro-
viding additional value to the firm.

As illustrated in Exhibit 5.2, administration was the consuming activity in treas-
ury in the recent past. Currently, the introduction of technology for the documenta-
tion of treasury activities has resulted in a significant reduction in administrative ac-
tivity burdens, but transaction activity has not been as successfully computerized. A
contributing factor to the current dominance of transaction activity has been the ex-
pansion of risk management activities of all kinds—foreign exchange, interest, and
commodity prices—which in times past was not widespread. The challenge for the

2The concept that a business is basically the investment of cash is highlighted by the Ethnic Chinese
expression for investment which roughly translates the concept of “investment” as “cash which is
asleep;” the problem is always the reconversion of an investment back into cash (waking it up).

30ne example of this in practice is American Standard, a U.S.-based multinational which has estab-
lished a goal of zero net working capital in order to minimize the size of its balance sheet and reduce cap-
ital needs to the bare minimum.
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Exhibit 5.2. The Changing Resource Use of Treasury Activities: The Evolution of Adminis-
trative, Transaction, and Strategic Activity in Treasury Management.

treasury of the future is to achieve the goal of increased resource utilization for the
benefit of the business—strategic activity—while the total treasury burden continues
to contract (the sum of the three activities). The shifting of resources from the tradi-
tional administrative and transaction roles to strategic activities will put treasury staff
and functions into a business partnership with the other business units of the firm.
This is the ideal, and is the goal of treasury managers worldwide.

(d) Treasury Organization. Although people manage, not organizational structures
(or charts), the generic organizational structure used by multinational firms to organ-
ize their financial management activities is a good place to start in understanding the
multitude of activities required of management. The “typical” organizational chart of
a multinational firm’s treasury department—if there is such a thing as typical—might
appear as that in Exhibit 5.3, illustrating the functional vice presidents and frequent
staffing below the vice president level. The international treasury is actually more
“typical” than the superstructure in which it falls.

In principle and in order, the activities focus on the financial strategy and decision-
making of the firm (corporate finance), the management of the cash flows of the firm
(cash management), the funding of the firm (capital markets), the tax planning func-
tions of the firm as they are understood across all functional areas (tax management),
and the international financial activities of the firm (international treasury). Obvi-
ously there are as many organizational charts and combinations of vice presidents, di-
rectors, managers, and assistants, as there are firms, but this minimum requirement
list serves as representative of the underlying functional areas required of all treasury
departments.

Exhibit 5.3 also illustrates a fairly typical mix of function and geography in the in-
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Vice President
& Treasurer
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Director, Western Director, Latin Director, Global Director, Global
European Region American Region Cash Management FX Management

Exhibit 5.3. Modern Treasury Organization.

ternational treasury. Larger multinational firms will often possess such a large num-
ber of foreign subsidiaries and affiliates that they are frequently managed both on the
regional level (in this case Western Europe and Latin America) as well as by the basic
functions (cash management, foreign exchange, and foreign exchange risk manage-
ment). Regional treasuries are often needed as an intermediate step between the
sparsely staffed foreign affiliate, its dependence on other regional affiliates, and the
needs of the parent to coordinate and centrally manage financial and operational ac-
tivity.* However, there is frequently a duplication in responsibility and activity, both
between the regional treasury offices and global cash and foreign exchange manage-
ment, as well as between international treasury and the other first level treasury man-
agement activities such as cash management and capital markets.

As firms expand and evolve, the nature of the individual industry of the firm, or
the corporate goals of the specific firm, may require that specific treasury functions
evolve and expand more rapidly than others.

» U.S.-based multinationals with manufacturing operations in the U.S. territory of
Puerto Rico, a special office or director of Section 936 tax management regard-
ing the specific tax benefits under the U.S. internal revenue service code section
936 often are required.

* Firms with substantial cross-border trade or payments with firms domiciled in
nonconvertible currency environments may require a full-time staff member de-
voted to countertrade and other nonmonetary exchange business lines.

* Firms involved in large scale capital intensive projects financed with heavy par-
ticipations of debt, may create entire treasury staff expertise in project finance.

4For North American-based multinational firms, it is not uncommon to have intensive subsidiary op-
erations in Western Europe and Latin or South America. Regional treasuries representing these activities
are therefore common and heavily utilized due to commonality of time zones and market activity. The
Far East or Asian Pacific, however, is uneven in industrial and financial market developments, causing
many of these same multinationals to manage these individual affiliates on a selective basis, although
rarely from the parent office direct.
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* Firms that are searching for value-added activities within the firm (spinoffs, re-
structuring) or from outside the firm (mergers and acquisitions) are developing
in-house expertise in valuation and investment banking which was previously
outsourced.

* Cash flow can be disrupted by movements in external factors such as exchange
rates, commodity prices, and interest rates. Ensuring that these external prices
do not adversely impact the firm’s ability to make value-enhancing investments
is the domain of financial risk management.

All of these examples reflect the treasury services required of an increasingly
strategic, proactive, value-added role for treasury.

(e) Treasury Drivers. A number of trends have emerged in the 1990s that are driv-
ing change in the treasury function. The reexamination of business processes, reengi-
neering, the adoption of new technology and electronically linked business partner-
ing, and the changing view of finance’s role in the global firm are now causing drastic
changes in the way treasury looks and works.

Activities can be subdivided into three major classifications: administrative, trans-
action, and strategic. Administrative activities focus on the reporting dimensions.
Transaction activities include working capital concerns (A/R, A/P, etc.), and have
themselves fallen under considerable scrutiny in the past few years as firms have
reengineered many of their financial functions. The strategic dimensions of treasury
activities, for example, treasury operating as an internal consultant to line functions
or business units, treasury acting as a focal point for intelligence gathering regarding
the currency and interest rate positions and sensitivities of major competitors, are all
relatively new additions to the role of treasury. They are, however, the primary future
direction of treasury managerial resource use and attention.

Treasury may be treated as a cost center, a service center, or a profit center, though
the latter is relatively rare and of considerable debate as to its appropriateness.’ Be-
cause most treasury departments are cost centers, they are typically small in man-
power resources and large in capital/technology commitments. This point cannot be
overstated; treasury organizations today are attempting to expand the scope and so-
phistication of their activities with higher-powered people, and higher-powered
processes. For example, many of the transaction-based activities which have occu-
pied manpower in the past such as the processing of accounts receivable and payable
have now been automated. An efficient treasury function today requires sophisticated
human and capital resources alike.®

Technology is also having real functional and organizational impacts on treasury.
The development of real-time systems has had a profound impact on the cash man-
ager’s ability to execute the three-step implementation process outlined above. The

A 1995 survey by Price Waterhouse of 386 corporate treasuries indicated that 7 percent considered
their treasury a profit center, 67 percent a service center, 19 percent a cost center, and 7 percent not de-
fined.

SWT Grace & Company, a $5.8 billion U.S.-based multinational, restructured treasury operations in
1993, expanding treasury staff to 17 from a mere 3 in 1990. In addition to the restructuring of reporting
guidelines (tax management now reports to the treasurer instead of the controller), the scope of activity
has been expanded to include both foreign exchange and interest rate risk management, requiring new
highly trained staff and computerized system support.
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most important real-time system innovation is that of electronic data interchange
(EDI), a cross-industry standard format for data transmission between customers,
suppliers, and firms. EDI involves the conversion of paper documents such as pur-
chase orders, invoices, checks, to electronic form. This electronic transmission ex-
pedites the processing of all stages of not only the settlement process, but more
comprehensively the entire business process. In addition, EDI allows for more ac-
curate and timely information on interfirm transactions, as well as for traditional fi-
nancial and market data for balance reporting and cash management between the
firm and its domestic and foreign banking business partners. Most importantly, EDI
has allowed many firms to reduce funds invested in inventory, improve cash dis-
bursement forecasting through more accurate and timely shipping notices, and al-
lowed more disbursement forecasting through more accurate and timely shipping
notices, and allowed more precise prenegotiated payment terms with suppliers and
customers.

The second real-time innovation is that of electronic funds transfer (EFT) systems.
These systems, such as the automated clearing house (ACH) and the corporate trade
payments (CTP) systems, allow a much more efficient use of capital resources. These
systems, in conjunction with the Society for Worldwide Interbank Financial
Telecommunications (SWIFT), allow efficient utilization of financial resources re-
gardless of their physical or time-zone locale. The ability to routinely access and ma-
nipulate capital market information and balances—although still somewhat an ideal
rather than a reality—can potentially allow the modern treasury to add value by al-
lowing the business to support the same basic operating cash flows with fewer finan-
cial resources (financing cash flows).

The final force driving treasury change is globalization; the globalization of the
organization, the business, and the financial markets themselves. Outside of the pre-
viously identified risks associated with international operations—currency risks—the
financial management requirements of the multinational enterprise have essentially
doubled the stakes of adequate treasury management.

5.3 INTERNATIONAL TREASURY MANAGEMENT. Multinational firms develop
their international treasuries as business demands. As the scope of the firm’s global
operations expand, so do the specific functions and structures of international treas-
ury. Again, although there are no rules as to the stages of global treasury develop-
ment, a simple three-stage approach captures much of the variety of developments.

(a) Stage 1. Representative of firms with active exporting and/or importing of
goods, the early stages of dealing with international operations typically includes two
primary areas:

1. Foreign exchange management
2. Basic international cash management

The establishment of only one or two foreign affiliates initiates the need to pursue
improved cash management as the firm explores repatriation of profits and other cash
flow-based decisions. International tax management is often added to the scope of
work of the domestic tax management division of treasury, although issues of inter-
national taxation are complex and material to the firm’s financial results. (For more
on international taxation, see Chapter 30.)
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(b) Stage 2. As multinational operations expand, international treasury continues to
expand so that it is often duplicating all domestic treasury functional areas.

» Foreign exchange risk management, reporting and analysis of derivative posi-
tions

» Multinational cash management, netting, pooling, and bank relations
* International tax management and earnings repatriation
* International capital markets, subsidiary funding, capital structure

It is often at this stage, prior to the firm truly addressing the organizational and
functional conflicts, in which many of the worst treasury management practices arise.
The firm has outgrown the effectiveness of its managerial structure.

(c) Stage 3. A large multinational firm now reflects both the scope of its global ac-
tivities through functional areas (foreign exchange, cash management, etc.) but is
also highly regionalized, requiring regional treasury specialists or managers in addi-
tion to a redefinition of the functional financial overlap and duplication problems
arising under Stage #2.”

Although foreign currency management, foreign exchange risk management, and
international tax management are the most widely recognized unique features of in-
ternational treasury, managing the cash flow process within the multinational firm is
first priority. The fact that many of the cash flows are denominated in multiple cur-
rencies (the subject of the following section on currency management) complicates
the process significantly.

But the complexity of issues in international treasury defies simple categorization.
Note the variety of functional areas which are working in combination in the follow-
ing sample of an international treasury problem:

In countries such as Italy and Switzerland withholding tax rules will strongly influence
the choice of technique. A Dutch company, for example, was confronted with recurring
deficit situations of its subsidiaries in Italy. A zero balancing structure would result in
intercompany loans from the treasury (located in the Netherlands) to the Italian sub-
sidiaries. The average lending amount over a year would be US$2,000,000 on which
10% debit interest would be charged. On the US$200,000 interest payment, 10% with-
holding tax (according to the treaty between Italy and the Netherlands) would be de-
ducted. This US$20,000 would result in an actual cost for the treasury because the loan
would be financed by a credit facility in the Netherlands, which would lead to the un-
availability of settlement opportunities within the Dutch corporate income tax system.
Faced with this scenario the company decided to re-evaluate their original zero balanc-
ing structure.®

It is readily apparent that all the financial functions—cash management, foreign
exchange management, centralized versus decentralized management and control

TWestinghouse recently restructured Treasury from one which had grown international to one which
is international. Prior to restructuring, Westinghouse’s treasury had six primary areas: banking, credit and
collections, corporate finance, domestic cash management, pension, and international. After restructur-
ing, treasury was reduced to five areas, global capital markets, global cash management, pension, project
finance, corporate finance, and had reduced total positions from 109 to 40.

8“International Liquidity Management: Efficiency Through Creativity,” by Marcel Van Eijk, Treasury
Management International, Special Report, 1995.
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(the whole, the region, the individual affiliate), disbursements, tax—influence the
management process.

5.4 INTERNATIONAL CASH MANAGEMENT. The typical multinational firm pos-
sesses cash flows between the parent and its subsidiaries, the subsidiaries and their
suppliers, the subsidiaries and their customers, and between subsidiaries themselves,
all of which are generally processed through banking institutions.

(@) International Cash Management Goals. The theory of international cash man-
agement is the same as that of domestic cash management: the maximization of the
firm’s financial resources is achieved by effectively receiving payments as fast as
possible while taking advantage of all liability provisions, payable periods, which are
low in cost. Simply put, the business would prefer to conduct the same level of busi-
ness activity with an ever-decreasing balance sheet. The complex part is not the the-
ory, but the practice.

There are two primary reasons why cash is transferred across national boundaries.
First, for the payment for resources used such as materials, technology (fees), prop-
erty rights (royalties), financing and debt service (principal and interest), or invested
capital (dividends). The second reason is for the effective deployment or reposition-
ing of funds in order to obtain higher rates of return, assure accessibility to funds,
minimize currency risk, minimize total capital invested in working capital forms, and
to minimize the global tax bill of the firm.

(b) Mechanics of International Cash Management. The international cash manage-
ment techniques employed for the payments depend on whether the payment is to be
associated with a related or unrelated third party. The primary distinction arises from
the ability of the parent to dictate or coordinate cash flow payment methods and tim-
ing between internal units, often without true market incentives (such as discounts),
as opposed to third-party payments which are obviously less controllable.

The sample U.S.-based multinational in Exhibit 5.4 illustrates a common “map”
to the cash flow structure of a global firm. The subsidiaries in France and Spain are
each individually faced with the common cash management and working capital
management all firms everywhere face—traditional domestic treasury. The primary
conduit for cash management in each country is the utilization of local banking and
cash management services.” International treasury, either through a regional treasurer
or through a representative of the parent company, would typically consider and eval-
uate any of the following potential techniques for the management of payments with
unrelated parties:

* Timing of billing
» Use of lockboxes or intercept points
* Negotiated value dates

9The electronic data interchange (EDI) and electronic funds transfer (EFT) systems in Western Eu-
rope are relatively sophisticated compared to the majority of similar systems worldwide. The barrier is
often not the linkage of real time cash management between the customers and suppliers in the local mar-
ket with the subsidiary, but rather the cross-border linkages, including the parent.



5.4 INTERNATIONAL CASH MANAGEMENT 5+ 13

FRANCE

||
- Subsidiary
- Suppliers

UNITED STATES

U.S. Bank Affiliate
in France

|

U.S. Based Multinational: § | U.S. Bank: Primary Bank Internal Bank/
Parent Firm to the Parent Firm Reinvoicing Center

-
U.S. Bank Affiliale

in Spain
P Subsidiary
- Suppliers

SPAIN

~s o @

=S o m

Exhibit 5.4. International Cash Management: U.S.-Based Multinational with French and
Spanish Subsidiaries.

* EDI and EFT avenues
* Same-day value basis transfers

The parent firm, its treasury staff, and bank representatives would in turn also be
responsible for gaining whatever scale and scope benefits which may be derived from
managing the related-party payments, the cash flows that are intrafirm:

* Leading and lagging of payments

* In-house factoring

* Bilateral or multilateral netting of payments
* EDI and EFT avenues

* In-house banking/reinvoicing

The last item on the list requires additional discussion. The multinational frame-
work illustrated in Exhibit 5.4 includes the potential creation of an in-house bank, a
unit that could borrow and lend between units of the firm, offering competitive mar-
ket rates for credit/investment that could be managed more effectively given proper
cash planning throughout the multinational.

Each of the two cash management goals could be more effectively achieved with
this type of structure, more effective cash management by either using excess cash
flow from some units to supplement cash needs in other units (in-house banking), and
to reposition funds for tax and foreign exchange management through repricing and
invoicing (reinvoicing center). This comes at varying degrees of cost; in-house bank-
ing can often be achieved with acceptable separable costs, the savings often easily
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justifying the independent structure. The reinvoicing center, however, is not for
everyone, given its separate incorporation needs and staffing if it is going to be ef-
fective in the repricing and taking title to intrafirm goods flows.

The sample firm in Exhibit 5.4 also illustrates one of the primary complexities of
international cash management—the need to work through and manage a dual- or
multiple-bank system. The payments by customers to the subsidiaries are typically
processed through a local bank. Payments between the subsidiary and the parent,
however, are frequently processed through branches, correspondents, or affiliates of
the parent’s primary bank back in the United States.!? The U.S. bank affiliate struc-
ture serves as the primary conduit for real-time information regarding the cash flows
and balances within the foreign markets. Typically, the U.S.-based parent will moni-
tor cash balances in its foreign local banks (French and Spanish in Exhibit 5.4)
through the electronic reporting systems of its U.S.-parent bank. There is at present
a highly competitive marketplace for cash management system sales by many banks
in New York and London to provide these services to the corporate public. Unfortu-
nately, the systems are still years away from providing the technological and real-
time accuracy, access, and comprehensiveness which the ideal multinational treasury
system would require.

(c) Techniques for Effective Deployment of Funds. The firm of Exhibit 5.4 would,
depending on the magnitude of cash flow differences between the two foreign sub-
sidiaries and the operational and financial linkages between subsidiaries and parent,
make varying levels of effort to reduce the total cash stock and cost within the sys-
tem. This international cash management/banking activity might take one of two
forms, cash concentration or cash pooling.

Cash pooling is exactly what it sounds like, a commingling of cash flows or bal-
ances between affiliate operations. Pooling is often readily available in-country, but
can be quite complex to establish and run cross-country. Cash pooling can take a va-
riety of forms, including notional pooling and zero balancing, each of which requires
the establishment of a master account in each country over the individual affiliate ac-
counts. Notional pooling (also commonly referred to as interest compensation) is
when interest charges are calculated on a notional pool of cash—the master account,
although the individual balances are not intermixed. Individual balances are mathe-
matically pooled for the calculation of master account interest expense/charges. Zero
balancing refers to a structure in which funds are transferred from the subsidiary ac-
counts each day to the master account in order to maintain an end-of-day zero-bal-
ance on the affiliate level. Although many treasurers prefer a structure in which no
physical transfer is made, the notional pooling approach, both techniques are finan-
cially equivalent.

Cash concentration is the establishment of a cross-border master account to which
all individual foreign affiliates have access. Essentially the creation of an internal
bank, the cash concentration account can be constructed to allow access to funds, and
accept payment of funds, in a variety of currencies. It may be constructed within the
framework of a cash pooling structure, or independently formed so that multiple cur-
rencies are accessible to multiple units in multiple markets. Although beyond the

10There is a growing consensus among international treasurers that an established local bank gener-
ally provides better services for processing of payments with domestic firms.



5.5 FOREIGN EXCHANGE MANAGEMENT 515

scope of this chapter on international treasury management, the complexity of estab-
lishing a truly cost-effective cross-border cash concentration system would require a
combination of tax management, cash management, and foreign exchange manage-
ment. At the heart of such a system would be the minimization of cross-border cash
payments, by currency, achieved through either bilateral or multilateral netting of ob-
ligations. Aside from the complexity of terminology involved, the complexity of
gaining real-time access to the information necessary for the attainment of true effi-
ciencies is frequently prohibitive.

The reporting and monitoring system for global cash management should be de-
signed to ensure that the firm, on a global basis, can hold overall cash balances to a
minimum, avoid political and foreign exchange risk, minimize net interest expense,
and minimize costs associated with transactions, bank float, and the general move-
ment of funds. Transaction costs associated with global cash management are gener-
ally minimized by minimizing the number of transactions. The reports should include
the following from the overseas operations: daily bank account records, activity
schedules and fees, disbursements and collections, deposits and payments, negotiated
bank arrangements (value dates), intragroup receivables and payables, and a cash
budget for the appropriate time period ahead (including anticipated use of overdraft
facilities). From the overseas banks, ledger balances and value balances should be
available.

(d) Barriers to Effective International Cash Management. What are the factors that
make a comprehensive and effective international cash management system difficult
to implement and manage? A partial list would include the following:

* Differences and discrepancies in national bank rules, regulations, and practices
» National restrictions on netting, leads and lags, and hedging practices

* Limited local banking services

» Few standards for pricing of banking services

* Chronic informational failures such as confirmation delays

* National differences in corporate payment practices and customs

* Local credit restrictions, rationing of access to local borrowing or investing
alternatives

This formidable list is the playing field of the international cash manager. Al-
though new and sophisticated electronic services are introduced daily by banks, the
firm with multinational operations in far-flung parts of the globe faces a difficult and
often time-consuming task of efficiently managing the firm’s source of value—cash
flow.

5.5 FOREIGN EXCHANGE MANAGEMENT. Foreign exchange management and in-
ternational cash management share the same basic goals, centralization and concen-
tration. The multinational firm’s foreign affiliates and subsidiaries (similar to those
shown in Exhibit 5.4) possess their own individual currencies of cash flow (func-
tional currency). Many of these affiliates are often not equipped, both in staffing and
expertise, to effectively manage the currency transactions and risks which arise. The
consensus in industry today is that the international treasury of the parent company,
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through centralization, can provide value-added processing and expertise to the sub-
sidiary without absolving the subsidiary from responsibility of aiding in the effective
management of currency exposures. The international treasury is a combination in-
ternal consultant, banker, and parent.

Concentration is the effective use of techniques for handling the everyday and not
so everyday currency transaction and exposure management needs of the firm as a
whole. Techniques such as netting of cross-border currency cash flows can signifi-
cantly reduce the frequency of transactions, allowing fewer and larger individual cur-
rency purchases and hedge purchases. The economies of scale are appreciable, and
the increased control results in better company-wide reporting, forecasting, and sub-
sequent management of cash flows by currency in the short to medium term.

The components to the design and implementation of an international currency
management program in the multinational involves

 Establishing risk management guidelines (exposure identification, list of au-
thorized instruments, required minimum or maximum hedge coverage)

* Separation of front-office and back-office roles, responsibilities, and personnel
* Position monitoring and performance measurement

Treasury today is expected to take a much more proactive role in the management
of the firm’s multinational cash flows. This concerns not only the more efficient use
of cash as a whole, but in the management of the currency of denomination of those
cash flows within the multinational—all in the context of adding value to the inter-
nal and external customer. Once the currency risk management system within the
multinational is designed, management and control of operations is critical to its suc-
cess. Many of the derivative-related fiascos in recent years are traceable to nonexist-
ent or inadequate specification of procedures and controls or simply management dis-
cipline in the implementation of risk management. Recent surveys indicate that still
over 20 percent of major multinationals have no formal controls over treasury oper-
ations.

(@) Risk Management Guidelines. Senior management of the firm, from the treasurer’s
office to the chief financial officer, to the senior management group, to board and audit
committee, must establish clear and simple guidelines by which currency risk manage-
ment must abide.!! (For a detailed treatment of this subject, see Chapter 6.)

These guidelines should include the requirements for exposure identification, al-
lowable instruments for use, and required exposure coverage. Exposure identifica-
tion, the specification of which types of exposures are to be managed (backlogs, bal-
ance sheet-related, translation, economic exposures, foreign currency-denominated
bids, anticipated exposures, etc.) is fundamental to control of a risk management pro-

pricewaterhouseCoopers’ recent treasury survey indicated varying degrees of formal controls in
treasury operations among major multinational firms. Foreign currency exposure management seems to
be actually controlled more often than interest rate risk management. Among survey respondents, 87 per-
cent indicated currency transaction exposure management controls, 63 percent on translation exposure
management, and 43 percent on economic exposure management. Interest rate risks, however, were not
as diligently watched. Only 74 percent of survey respondents indicated explicit controls over interest rate
risk management, while investment management was explicitly controlled by over 84 percent of the
firms.
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gram. By isolating what will and will not be the subject of hedging will effectively
limit the scale of the exposure management program. A list of accepted financial in-
struments which treasury is authorized to use for risk management is also important
to control of operations given the ever-growing list of second-generation risk man-
agement products, many of which have complex valuation and exposure profiles.
Even a short list today would need to determine the firm’s policy toward the use of
forwards, purchased options, written options, complex options, structured products,
and straight interest rate swaps and cross-currency interest rate swaps. (See Chapter
7.) Finally, the firm’s risk management guidelines should address the desirability of
any minimum or maximum exposure coverage, by exposure size (amount), or by per-
centage required forward cover (e.g., 50% forward cover required on all booked ex-
posures of $100,000 or more).

(b) Front-Office/Back-Office Division. There is little debate among treasury man-
agers worldwide that the one critical element to preventing risk management system
failures is the separation of front office activities, the design and construction of cur-
rency-related activities (transactions, hedging strategies), and back-office activities,
the booking and settlement of transactions and hedging activity. Many treasuries are
now outsourcing their back-office activities as an additional physical and fiduciary
step in preventing any conflict or system failure. Regardless of whether these duties
are carried out by internal or external personnel, it is fundamental that the duties be
carried out by different personnel, with different upward-reporting requirements in
the organization, and be physically separated if at all possible.!2

(c) Position Monitoring and Performance Measurement. Once a currency risk man-
agement program is under way, treasury must monitor all positions and periodically
measure its own performance against some benchmark.

Position monitoring is a critical issue facing many treasuries today as a result of
the increased use of derivative products, many of which are difficult to mark-to-mar-
ket on a frequent basis. This difficulty is a combination of the complexity of the in-
strument’s valuation, and the timeliness and appropriateness of critical inputs, such
as market volatilities, which are integral to the determination of true value. Position
monitoring must be pursued in parallel for all outstanding (identified) exposures, and
for the structured instruments, positions, or derivatives used for the hedging of such
exposures. For decentralized multinationals with foreign exchange risk management
at the subsidiary or regional level, it is necessary for the parent and the subparent to
be aware of these position values on a daily basis if possible. This requires the abil-
ity by treasury to mark-to-market all outstanding positions with contemporaneous
market data. A number of major information vendors such as Reuters now provide
the software and information linkages that allow constant mark-to-market valuation
of all positions.

Performance measurement is a topic of some debate. Recent surveys indicate that
nearly 30% of all treasuries do not consider performance measurement or other

I2The subject of separation of strategy and confirmation/settlement has of course gained enormous at-
tention after the fall of Baring Brothers which was nearly single-handedly the result of Mr. Nick Leeson’s
control over both front- and back-office job duties, allowing fraud and abuse and, in the case of the old-
est investment bank in London, failure.
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benchmarking activities as important. Given the increasing role of treasury, and its
ability to leverage its activities for the betterment or detriment of the firm’s overall
profitability, performance measurement is critical to adequate controls and effective
management. Foreign exchange benchmarks such as fully covered and no-cover in-
dicators allow international treasury a continuing set of metrics which may be used
to reevaluate hedging policies. Treasury, once accepted as a value-added component
of the firm, must be held to similar standards and industry practices (best practices)
if it is to truly contribute to the value of the business.

5.6 SUMMARY: THE EMERGING VALUE-ADDED ROLE OF TREASURY. As domestic
and international treasury operations evolve, reducing redundancy and focusing in-
creasingly on efficiencies which are cross-border, cross-currency, and cross-function,
the role of treasury expands as a source of value to the company as a whole. But there
are many managerial challenges ahead, as many treasuries today are as yet unpre-
pared for true global treasury effectiveness, requiring rethinking and restructuring
treasury operations. Redundancy between domestic and international treasury func-
tions, the need to add staff prepared for the expanding complexity of risk manage-
ment activities and instruments, as well as the continuing impact of global telecom-
munications and technological support are continuing items on the treasury to-do list.
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6.1 INTRODUCTION. “Corporate” exchange risk refers to the adverse effects that
unanticipated exchange rate changes can have on the value of the firm. This chapter
explores the impact of currency fluctuations on cash flows, on assets and liabilities,
and on the real business of the firm. At the onset, some basic questions must be an-
swered: What is exchange risk, how does exposure relate to it, and why is it of im-
portance to corporates at all? If foreign exchange risk is an issue that corporations
have to deal with, we need to know how they identify and measure their currency ex-
posure and, based on the nature of the exposure and the firm’s ability to forecast cur-
rencies, what exchange risk management strategy they should employ. Finally, guid-
ance is necessary regarding which of the various tools and techniques of the foreign

6°1
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exchange market they should employ: forwards and futures; options or the specifica-
tion of debt and assets? The chapter concludes by suggesting a framework that can
be used to find the appropriate hedging instrument for a certain type of exposure.

In order to lay the foundations for the following sections, it is important to under-
stand what foreign exchange risk in the context of a corporation is, and how it relates
to the concept of exposure. Exchange risk originates from the (random) fluctuations
of foreign exchange rates. It can be measured by the variance of the value of mone-
tary as well as real assets and liabilities and the operating income of a company that
is caused by unanticipated changes in the exchange rates. The emphasis here is on
unexpected changes, as anticipated changes in the foreign exchange rate—as well as
all other available information—are already reflected in market prices. In most cur-
rencies there exist futures or forward exchange contracts whose prices give firms an
indication of where the market expects currencies to go. And these contracts offer the
ability to lock in the anticipated change.

Exchange rate volatility is by itself a necessary, but not sufficient, condition for
foreign exchange risk: Indeed, some firms may not be affected by foreign exchange
rate changes at all. Thus, what is required is to assess foreign exchange exposure that
quantifies the sensitivity of the value of assets, liabilities, and operating income with
respect to exchange rate variations. The concept of exposure describes the effect that
exchange rate changes have on these values: It is the value at risk. Therefore, it is ul-
timately foreign exchange exposure that is relevant for each individual corporation.
One of the consequences of this conclusion is that a corporation may decide to take
operating measures that alter its exposure as one way to manage the underlying ex-
change risk (Levi, 1996).

From this notion of exchange risk, several complex issues arise. First, the right
perspective has to be determined: From the company’s point of view, it could well be
that there are offsetting positions elsewhere in the firm, so exchange risk might not
matter because there is no exposure. But how about future cash flows that are not yet
contractually fixed but anticipated? For nonfinancial firms these future cash flows re-
flect the basis of their current value! Thus, they should surely be part of the analysis,
too, when determining the corporate risk profile.

Last but not least, the company belongs to its shareholders. Therefore, it might be
appropriate to look at the issue from their perspective, that is, maximization of share-
holder wealth, as postulated by modern finance. Yet the impact of any given currency
change on shareholder value is difficult to assess; and frankly, the empirical evidence
linking exchange rate changes to stock prices is weak.

Moreover, the shareholder who has a diversified portfolio may find that the nega-
tive effect of exchange rate changes on one firm is offset by gains in other firms; in
other words, exchange risk is diversifiable. Thus, an investor may be concerned with
such a risk. This means that one has to investigate whether—and if so, why—it
makes sense to deal with foreign exchange risk on the corporate level at all.

6.2 SHOULD FIRMS MANAGE FOREIGN EXCHANGE RISK? Some firms refrain
from active management of their foreign exchange, even though they understand that
exchange rate fluctuations can affect their earnings and value. They make this deci-
sion for a number of reasons.

First, managers do not take time to understand the issue. They consider any use of
risk management tools, such as forwards, futures, and options, as speculative. Or they
argue that such financial manipulations lie outside the firm’s field of expertise. “We
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are in the business of manufacturing slot machines, and we should not be gambling
on currencies.” Perhaps they are right to fear abuses of hedging techniques, but re-
fusing to use forwards and other instruments may expose the firm to substantial spec-
ulative risks.

Second, managers claim that exposure cannot be measured. They are right—cur-
rency exposure is complex and can seldom be gauged with precision. But, as in many
business situations, imprecision should not be taken as an excuse for indecision.

Third, they say that the firm is hedged. All transactions such as imports or exports
are covered with forward contracts, and foreign subsidiaries finance in local curren-
cies. This ignores the fact that the bulk of the firm’s value comes from transactions
not yet completed, so that transactions hedging is a very incomplete strategy.

Fourth, they say that the firm does not have any exchange risk because it does all
its business in dollars (or yen, or whatever the home currency is). But a moment’s
thought will make it evident that even if you invoice French customers in dollars,
when the euro drops, your prices will have to adjust or you’ll be undercut by local
competitors. So revenues are influenced by currency changes.

Fifth, they argue that doing business is risky and the firm gets rewarded for bear-
ing risks, business and financial. What this argument overlooks is that investors may
reward the firm for risks in which the outcome, while uncertain, is expected to be
positive. That is rarely the case in financial market bets in which the outcome tends
to reflect odds that are 50-50.

Finally, they assert that the balance sheet is hedged on an accounting basis—es-
pecially when the “functional currency” is held to be the dollar. The misleading sig-
nals that balance sheet exposure measures can give are documented in later sections
of this paper.

But is there any economic justification for a “doing nothing” strategy? Modern
principles of the theory of finance suggest prima facie that the management of cor-
porate foreign exchange exposure may neither be an important nor a legitimate con-
cern for corporate managers. More specifically, Modigliani and Miller have demon-
strated that in the absence of taxes, information asymmetries, transactions cost, and
other market imperfections, a company’s investment and financing decisions are in-
dependent of each other. Consequently, since value creation takes place on the asset
side of the balance sheet (namely through realization of positive net present value
projects), risk management as part of the firm’s financing policies cannot create value
per se. These lines of thought suggest that the investor, who might be able to manage
exposure to financial risks more efficiently by properly diversifying his or her in-
vestment portfolio, should do risk management. Unless firms have a comparative ad-
vantage in the management of exposure relative to investors, for example, on the
basis of transactions or information costs, there is no reason why firms should deal
with this issue.

Furthermore, foreign exchange risk management might simply not matter because
of certain equilibrium conditions in international markets for both financial and real
assets as another line of reasoning suggests. These conditions include the relationship
between relative price levels of goods in different markets and exchange rate
changes, also known as Purchasing Power Parity (PPP), and between interest rates
and foreign exchange rates, usually referred to as the International Fisher Effect
(IFE) (see next section).

However, this view of corporate risk management is at odds with reality as well
as recent theoretical insights into corporate finance. Empirically, many firms, finan-
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cial as well as nonfinancial, can be observed to devote efforts and resources to the re-
duction of risk. Obviously, corporations do concern themselves with the variability
of their earnings or market value. As documented by a survey of derivatives usage,
U.S. nonfinancial firms quite often even employ derivatives in order to hedge prima-
rily anticipated (77%) or firm—commitment (80%) transactions with the overall ob-
jective of minimizing the fluctuations in the company’s cash flows (67%) (Bodnar,
Hayt, Marston, and Smithson, 1995). Also, there is some evidence (Jorion, 1990, and
Barton, Bodnar, and Kaul, 1994) suggesting that stock prices are adversely affected
by foreign exchange changes.

The observed relevance and importance of risk management to corporations has
led also to the development of positive theories that try to explain this phenomenon.
Turning the classic Modigliani-Miller Theorem around, one can argue that if finan-
cial policies affect corporate value, it must be because of their impact on transaction
costs, taxes, information asymmetries, or investment decisions. Thus it is that the
model’s assumptions may not hold that establishes the case for corporate risk man-
agement.

There are two conditions that a corporate hedging strategy has to meet in order to
be justified on economic grounds: There have to be benefits to the company’s share-
holders greater than the cost of that hedging strategy; and risk management on the
corporate level must be the way to realize these benefits at least cost. In general, this
can be the case if risk management increases the expected cash flows from the firm
to shareholders and/or if the discount rate that is applied to calculate the cash flow’s
present value is lowered. As will be shown most of the value of hedging is generated
from an increase in cash flows rather than a decrease in the discount rate.

Analyzing first the risks shareholders bear and the benefits that can be derived
from corporate hedging, it follows that there are arguments that do justify risk man-
agement at the corporate level for the benefit of shareholders (although the potential
gain might in most cases be quite small). Assuming (domestically) well-diversified
investors, most of the value to shareholders will come from corporate hedging in case
it functions as a means to substitute for international diversification: Corporate risk
management can have the effect of international diversification in that certain risks,
for example, oil price risk, could be transferred abroad, thus reducing the exposure
in both countries. If this hedging transaction is associated with a fixed cost, the firm
will be able to accomplish the hedge at a lower cost than the individual investors, that
is, the firm has to take some action anyway in the course of its normal business. Also
risk sharing with privately held companies might be beneficial for investors if they
could not trade these firms otherwise.

Apart from these direct effects on shareholders’ wealth—often difficult to prove
because of the diversity of individual investors’ interests and preferences—there are
several benefits that come from corporate hedging that affect the value of the com-
pany and thus the wealth of all shareholders. The existence of taxes represents one
argument in favor of corporate hedging, provided the tax code is nonlinear. At first
shown in detail by Smith and Stulz (1985), expected corporate after tax income and
thus cash flows to the shareholders increase with lower volatility of pretax income in
the presence of convex tax structures. Since risk management policies aim at the re-
duction in earnings variance, they effectively reduce the company’s average long tax
rate and create gains that shareholders could not realize otherwise.

A reduction in corporate income variability is a value-creating activity for another
reason. The idea is that higher volatility of firm value implies a higher probability of
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situations where financial distress or even bankruptcy are encountered. Wages, debt
service, and other fixed claims have to be met by the corporation regardless of its
profitability. With higher variance of corporate earnings it is therefore more likely
that situations arise where income is too low to serve fixed financial commitments,
thus getting the company into financial distress. These negative events, however,
have special, discrete costs associated with them. There are direct cost such as bank-
ruptcy proceeding and legal cost, as well as indirect cost that come in many different
manifestations. They result in higher contracting costs with suppliers, customers, and
employees. Management’s attention will be less focused on value-creating opera-
tions; profitable investment opportunities may be passed up due to increased diffi-
culties in raising the necessary funds. By stabilizing the income stream to the corpo-
ration, corporate hedging activities reduce the probability of financial distress. Thus,
as with taxes, expected corporate value is increased to the advantage of shareholders.
Risk management, by reducing the firm’s costs of financial distress, also increases the
corporation’s debt capacity. This leads to a higher optimal debt—equity ratio which
means benefits from increased tax shields.

Another important argument to support the concept of corporate hedging has been
brought forth: Under often realistic conditions of additional costs, such as under-
writing fees, and so on, the variability of funds generated by the company will have
undesirable effects on its investment and/or financing policies in that it increases
their volatility, too (Froot, Scharfstein, and Stein, 1993). As a result, investment op-
portunities with positive net present values (NPVs) might be passed up as a result of
a shortage of funds available or outside financing will be necessary. A corporate risk
management program creates value to shareholders in that it ensures that the com-
pany always has sufficient funds to make value-enhancing investments independent
of otherwise disrupting movements of external factors.

Risk management can also mitigate the problem of conflicting interests between
shareholders and bondholders of the firm. If the company is highly leveraged and
firm value is low, profitable investment opportunities might be passed up because
shareholders have little interest in undertaking these projects since their benefits ac-
crue to bondholders (this is known as the “underinvestment problem”). They might,
however, be interested in taking on high-risk, high-return projects as this will trans-
fer wealth from bondholders to shareholders. Higher variability of firm value will in-
crease the value of the shareholders’ claims because the value of their call option in-
creases with higher volatility of the underlying assets’ value. Bondholders try to limit
such behavior via bond covenants. As hedging can reduce the variability of firm
value, it is apt to mitigate the conflicts between shareholders and bondholders, be-
cause situations where firm value is low are avoided or appear less frequently (Levi
and Serecu, 1991).

Two additional aspects arise in the context of employee compensation and its link-
age to the performance of the employing firm: Whereas the dependence of the em-
ployees’ income on corporate performance basically represents a hedge for owners of
small corporations, this effect is rather negligible for large corporations in which
shareholders hold diversified portfolios. On the contrary, if the company has more
stable income streams due to its hedging activities and does not have to link its em-
ployees’ income to its revenue, it does not have to compensate its employees for tak-
ing on some of its risks either. Thus, the savings in the wage bill goes to the share-
holders.

Tying management compensation to the firm’s performance raises yet a second
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issue. Various measures of corporate performance (such as earnings of the stock
price) often represent a basis for upper-management compensation. As hedging re-
duces the impact of risks that are not under management control on these measures,
it makes the incentive structure more effective. By the same token, managers have
only limited ways to diversify their personal stake given their large interest in the per-
formance of the company. Moreover, since managerial success or ability is hard to
estimate, corporate performance measures will almost by necessity serve as proxies
for management evaluation. As a consequence, managers will favor lower variability
of firm value (unless their compensation increases with higher volatility, as for ex-
ample with stock options) in order not to lose the present value of their future income
from their current employer. This however may raise the problem that the optimal
risk management strategy to managers is not necessarily the best for the firm, an issue
which can be solved by separating the actually implemented risk management policy
from that used as a base for management compensation (Fite and Pfleiderer, 1995).

Finally, there usually exist information asymmetries between the firm’s manage-
ment and the market. Hedging can help securities analysts to get a more precise esti-
mate of the value of the firm’s assets assuming that the firm’s exposure is not entirely
known to market participants. It then represents an alternative to information disclo-
sure which has the advantage that investors do not have to go through the difficulty
of analyzing all relevant information in order to get a comprehensive picture of the
company’s exposure. Also, the higher quality of information about the firm enables
management to do a much better job at risk management than the individual investor
could do. As will be shown in the material that follows, the assessment of exposure
to exchange rate fluctuations requires detailed estimates of the susceptibility of net
cash flows to unexpected rate changes (Dufey and Srinivasulu, 1984).

All the above considerations basically rest on the assumptions that equilibrium
such as PPP and IFE do not hold, since if they did, hedging would not be necessary.
Whereas these equilibriums tend to persist in the long run, they do not in the short
run. Therefore, risk management does matter to corporations if shareholder value is
to be maximized. An important result and consequence is that a passive strategy to-
ward risk can be quite costly in that it means to take on certain risks on purpose.
Hedging considerations are at the same time interdependent with general business
planning, as there are different ways to affect exposure: measures that affect exposure
per se and measures that reduce risk by establishing offsetting (financial) positions.
In addition, companies are now focused more on consolidated measures of risk, in-
cluding interest rate and commodity and credit risk, instead of segmenting currency
risk into a bucket of its own. The most popular methods are variants on value-at-risk
(VaR) or its flow equivalent, cash flow-at-risk (Smithson, 1998, and Jorion, 2000).

6.3 ECONOMIC EXPOSURE, PURCHASING POWER PARITY, AND THE INTERNA-
TIONAL FISHER EFFECT. Exchange rates, interest rates, and inflation rates are
linked to one another through a classical set of relationships at the level of the econ-
omy that have import for the nature of foreign exchange risk at the level of the firm
also. These relationships are: the Purchasing Power Parity Theorem, which describes
the linkage between inflation rates differentials and exchange rates changes; the In-
ternational Fisher Effect, which ties interest rate differences to exchange rate expec-
tations; and the Unbiased Forward Rate Theory, which relates the forward exchange
rate to exchange rate expectations. These relationships, along with two other “parity”
linkages, are illustrated in Exhibit 6.1.
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Exhibit 6.1. Key Parity Relationship of International Finance that Affect Corporate Ex-

change Risk Exposure.

The Purchasing Power Parity (PPP) theorem can be stated in different ways, but
the most common representation links the changes in exchange rates to those in rel-
ative price indices in two countries:

Rate of change of exchange rate = Difference in inflation rates

The relationship is derived from the basic idea that, in the absence of trade restric-
tions, changes in the exchange rate mirror changes in the relative price levels in the
two countries. Therefore, under conditions of free trade, prices of similar commodi-
ties cannot differ between two countries by more than the transfer cost, because ar-
bitrageurs will take advantage of such situations until price differences are elimi-
nated. This “Law of One Price” leads logically to the idea that what is true of one
commodity should be true of the economy as a whole—the price level in two coun-
tries should be linked through the exchange rate—and hence to the notion that ex-
change rate changes are tied to inflation rate differences.

The International Fisher Effect (IFE) states that the interest rate differential will
exist only if the exchange rate is expected to change in such a way that the advantage
of the higher interest rate is offset by the loss on the foreign exchange transaction.

The IFE can be written as follows:

Expected rate of change of the exchange rate = Interest rate differential

In practical terms, the IFE implies that while an investor in a low-interest country can
convert his funds into the currency of the high-interest country and get paid a higher
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rate, his gain (the interest rate differential) will be offset by his expected loss because
of foreign exchange rate changes.

The Unbiased Forward Rate Theory asserts that the forward exchange rate is the
“best” estimate of the expected future spot rate. While it is consistent with the effi-
cient market theory that asserts that all relevant information is reflected in prices, in-
cluding forwards and futures, market efficiency allows the existence of factors that
can introduce a “bias” in the forward price of foreign exchange. However, in the ab-
sence of such factors, it is difficult to claim that systematic and regular biases exist
that would not be taken advantage of by professional market participants and, thus,
eliminated. Indeed, the best empirical evidence of ex post data demonstrates that risk
premiums exist, but they are time variant, exhibiting a largely random pattern.

For risk management, therefore, there is little choice but to act as if ex ante, the
forward is an unbiased predictor of the expected future spot rate in all those curren-
cies where there are no factors such as exchange controls, excess external indebted-
ness, or other identifiable reasons that would rationalize a reasonably systematic risk
premium. In the absence of such influences, the unbiased forward rate theory can be
stated simply:

Expected exchange rate = Forward exchange rate

Now we can summarize the impact of unexpected exchange rate changes on the
internationally involved firm by drawing on these parity conditions. Given sufficient
time, competitive forces and arbitrage will neutralize the impact of exchange rate
changes on the returns to assets; due to the relationship between rates of devaluation
and inflation differentials, these factors will also neutralize the impact of the changes
on the value of the firm. This is simply the principle of Purchasing Power Parity and
the Law of One Price operating at the level of the firm. On the liability side, the cost
of debt tends to adjust as debt is repriced at the end of the contractual period, re-
flecting (revised) expected exchange rate changes. And returns on equity will also re-
flect required rates of return; in a competitive market, these will be influenced by ex-
pected exchange rate changes. Finally, the unbiased forward rate theory suggests that
locking in the forward exchange rate offers the same expected return as remaining
exposed to the ups and downs of the currency—on average, it can be expected to err
as much above as below the forward rate.

In the long run, it would seem that a firm operating in this setting will not experi-
ence net exchange losses or gains. However, because of contractual or, more impor-
tantly, strategic commitments, these equilibrium conditions rarely hold in the short and
medium term. Moreover, the preceding equilibrium conditions refer to economic rela-
tionships across all markets in the entire economy, which does not necessarily mean
that they hold for the individual firm that operates in a specific segment of the market.
Therefore, the essence of foreign exchange exposure and, significantly, its manage-
ment, are made relevant by these deviations, which may be temporary or structural.

6.4 IDENTIFYING EXPOSURE. The first step in management of corporate foreign
exchange risk is to acknowledge that such risk does exist and that managing it is in
the interest of the firm and its shareholders. The next step, however, is much more
difficult: the identification of the nature and magnitude of foreign exchange exposure.
In other words, identifying what is at risk, and in what way. The focus here is on the
exposure of nonfinancial corporations, or rather the value of their assets. This re-
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minder is necessary because most commonly accepted notions of foreign exchange
risk hedging deal with assets; that is, they are pertinent to (relatively simple) finan-
cial institutions where the bulk of the assets consists of (paper) assets that have con-
tractually fixed returns (i.e., fixed income claims, not equities). Clearly, such time-
honored hedging rules as “finance your assets in the currency in which they are
denominated” applies in general to banks and similar firms. However, nonfinancial
business firms have, as a rule, only a relatively small proportion of their total assets
in the form of receivables and other financial claims. Their core assets consist of in-
ventories, equipment, special-purpose buildings, and other tangible assets, often
closely related to technological capabilities that give them earnings power and thus
value. Unfortunately, real assets (as compared to paper assets) are not labeled with
currency signs that make foreign exchange exposure analysis easy. Most importantly,
the location of an asset in a country is, as we shall see, an all too fallible indicator of
their foreign exchange exposure.

The task of gauging the impact of exchange rate changes on an enterprise begins
with measuring its exposure, the amount, or value, at risk. This issue has been
clouded because financial results for an enterprise tend to be compiled by methods
based on the principles of accrual accounting. Unfortunately, this approach yields
data that frequently differ from those relevant for business decision making, namely
future cash flows and their associated risk profiles. As a result, considerable efforts
are expended, both by decision makers as well as students of exchange risk, to rec-
oncile the differences between the point-in-time effects of exchange rate changes on
the enterprise in terms of accounting data, referred to as accounting or translation ex-
posure, and the ongoing cash flow effects, which are referred to as economic expo-
sure. (See also Coppe, Graham, and Koller, 1996.) Both concepts have their ground-
ing in the fundamental concept of transactions exposure. The relationship between
the three concepts is illustrated in Exhibit 6.2. While exposure concepts have been
aptly analyzed elsewhere in this Handbook, some basic concepts are repeated here to
make the present chapter self-contained.

Measures of translation exposure have a grounding in simple transactions expo-
sure. But economic exposure deals with exchange rate effects on future transactions.

THE EXPOSURE TRIANGLE

Transactions
Exposure

Translation Economic
Exposure Exposure

Exhibit 6.2. Three Concepts of Exposure. Measures of translation exposure have a ground-
ing in simple transactions exposure, but economic exposure deals with exchange rate effects
on future transactions.




6+10 MANAGEMENT OF CORPORATE FOREIGN EXCHANGE RISK

(a) Transaction Exposure. The typical illustration of transaction exposure involves
an export or import contract giving rise to a foreign currency receivable or payable.
On the surface, when the exchange rate changes, the value of this export or import
transaction will be affected in terms of the domestic currency. However, when ana-
lyzed carefully, it becomes apparent that the exchange risk results from a financial
investment (the foreign currency receivable) or a foreign currency liability (the loan
from a supplier) that is purely incidental to the underlying export or import transac-
tion; it could have arisen in and of itself through independent foreign borrowing and
lending. Thus, what is involved here are simply foreign currency assets and liabili-
ties, whose value is contractually fixed in nominal terms. While this traditional analy-
sis of transactions exposure is correct in a narrow, formal sense, it is really relevant
for financial institutions only. With returns from financial assets and liabilities being
fixed in nominal terms, they can be shielded from losses with relative ease through
cash payments in advance (with appropriate discounts), through the factoring of re-
ceivables, or more conveniently via the use of forward exchange contracts, unless un-
expected exchange rate changes have a systematic effect on credit risk. However, the
essential assets of nonfinancial firms have noncontractual returns, that is, revenue and
cost streams from the production and sale of their goods and services that can re-
spond to exchange rate changes in very different ways. Consequently, they are char-
acterized by foreign exchange exposure very different from that of firms with con-
tractual returns.

(b) Accounting Exposure. The concept of accounting exposure arises from the need
to translate accounts that are denominated in foreign currencies into the home cur-
rency of the reporting entity. Most commonly the problem arises when an enterprise
has foreign affiliates keeping books in the respective local currency. For purposes of
consolidation, these accounts must somehow be translated into the reporting currency
of the parent company. In doing this, a decision must be made as to the exchange rate
that is to be used for the translation of the various accounts. While income statements
of foreign affiliates are typically translated at a periodic average rate, balance sheets
pose a more serious challenge.

To a certain extent this difficulty is revealed by the struggle of the accounting pro-
fession to agree on appropriate translation rules and the treatment of the resulting
gains and losses. A comparative historical analysis of translation rules may best il-
lustrate the issues at hand. Over time, U.S. companies have followed essentially four
types of translation methods, summarized in Exhibit 6.3. These four methods differ
with respect to the presumed impact of exchange rate changes on the value of indi-
vidual categories of assets and liabilities. Accordingly, each method can be identified
by the way in which it separates assets and liabilities into those that are “exposed”
and are, therefore, translated at the current rate, that is, the rate prevailing on the date
of the balance sheet, and those whose value is deemed to remain unchanged, and
which are, therefore, translated at the historical rate.

The current/noncurrent method of translation divides assets and liabilities into
current and noncurrent categories, using maturity as the distinguishing criterion; only
the former are presumed to change in value when the local currency appreciates or
depreciates vis-a-vis the home currency. Supporting this method is the economic ra-
tionale that foreign exchange rates are essentially fixed but subject to occasional ad-
justments that tend to correct themselves in time. This assumption reflected reality to
some extent, particularly with respect to industrialized countries during the period of
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MEASURES OF ACCOUNTING EXPOSURE

Current/ Monetary/

Noncurrent Nonmonetary Temporal Current
ASSETS
Cash C C C C
Marketable Securities

(At Market Value) C C C C

Accounts Receivable C C C C
Inventory (At Cost) C H H C
Fixed Assets H H H C
LIABILITIES
Current Liabilities C C C C
Long Term Debt H C C C
Equity Residual Residual Residual Residual

Adjustment Adjustment Adjustment Adjustment

Note: In the case of Income Statements, sales revenues and interest are generally translated at
the average historical exchange rate that prevailed during the period; depreciation is trans-
lated at the appropriate historical exchange rate. Some of the general and administrative ex-
penses as well as cost-of-goods-sold are translated at historical exchange rates, others at cur-
rent rates.

“C” = Assets and liabilities are translated at the current rate,or rate prevailing on the date
of the balance sheet.
“H” = Assets and liabilities are translated at the historical rate.

Exhibit 6.3. Methods of Translation for Balance Sheets.

the Bretton Woods system. However, with subsequent changes in the international fi-
nancial environment, this translation method has become outmoded; only in a few
countries is it still being used.

Under the monetary/nonmonetary method all items explicitly defined in terms of
monetary units are translated at the current exchange rate, regardless of their matu-
rity. Nonmonetary items in the balance sheet, such as tangible assets, are translated
at the historical exchange rate. The underlying assumption here is that the local cur-
rency value of such assets increases (decreases) immediately after a devaluation
(revaluation) to a degree that compensates fully for the exchange rate change. This is
equivalent of what is known in economics as the Law of One Price, with instanta-
neous adjustment.

A similar but more sophisticated translation approach supports the so-called tem-
poral method. Here, the exchange rate used to translate balance sheet items depends
on the valuation method used for a particular item in the balance sheet. Thus, if an
item is carried on the balance sheet of the affiliate at its current value, it is to be trans-
lated using the current exchange rate. Alternatively, items carried at historical cost
are to be translated at the historical exchange rate. As a result, this method synchro-
nizes the time dimension of valuation with the method of translation. As long as for-
eign affiliates compile balance sheets under traditional historical cost principles, the
temporal method gives essentially the same results as the monetary/nonmonetary
method. However, when “current value accounting” is used, that is, when accounts
are adjusted for inflation, then the temporal method calls for the use of the current ex-
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change rate throughout the balance sheet. The temporal method provided the con-
ceptual base for the first influential translation standard, Financial Accounting Stan-
dard Board’s (FASB’s) Standard 8 (FAS 8).

The temporal method points to a more general issue: the relationship between
translation and valuation methods for accounting purposes. When methods of valua-
tion provide results that do not reflect economic reality, translation will fail to rem-
edy that deficiency, but will tend to make the distortion very apparent. To illustrate
this point: companies with estate holdings abroad financed by local currency mort-
gages found that under FAS 8 their earnings were subject to considerable translation
losses and gains. This came about because the value of their assets remained con-
stant, as they were carried on the books at historical cost and translated at historical
exchange rates, while the value of their local currency liabilities increased or de-
creased with every twitch of the exchange rate between reporting dates.

In contrast, U.S. companies whose foreign affiliates produced internationally
traded goods (e.g., minerals or oil) felt comfortable valuing their assets on a dollar
basis. Indeed, this latter category of companies was the one that did not like the tran-
sition to the current/current method at all. Here, all assets and liabilities are translated
at the exchange rate prevailing on the reporting date. They found the underlying as-
sumption that the value of all assets (denominated in the local currency of the foreign
affiliate) would change in direct proportion to the exchange rate change did not re-
flect the economic realities of their business.

In order to accommodate the conflicting requirements of companies in different
situations and still maintain a semblance of conformity and comparability, in the
early 1980s the FASB issued Standard 52, replacing Standard 8. FAS 52, as it is
commonly referred to, uses the current/current method as the basic translation rule.
At the same time, it mitigates the consequences by allowing companies to move
translation losses directly to a special subaccount in the net worth section of the bal-
ance sheet, instead of adjusting current income. This latter provision may be viewed
as a mere gimmick without much substance, providing at best a signaling function,
indicating to users of accounting information that translation gains and losses are of
a nature different from items normally found in income statements.

A more significant innovation of FAS 52 is the “functional” currency concept,
which gives a company the opportunity to identify the primary economic environ-
ment and select the appropriate (functional) currency for each of the corporation’s
foreign entities. This approach reflects the official recognition by the accounting pro-
fession that the location of an entity does not necessarily indicate the currency rele-
vant for a particular business. Thus, FAS 52 represents an attempt to take into ac-
count the fact that exchange rate changes affect different companies in different
ways, and that rigid and general rules treating different circumstances in the same
manner will provide misleading information. In order to adjust to the diversity of real
life, FAS 52 had to become quite complex. The following provides a brief road map
to the logic of that standard.

In applying FAS 52, a company and its accountants must make two decisions in
sequence. First, they must determine the functional currency of the entity whose ac-
counts are to be consolidated. For all practical purposes, the choice here is between
local currency and the U.S. dollar. In essence, there are a number of specific criteria
that provide guidelines for this determination. As usual, extreme cases are relatively
easily classified: A foreign affiliate engaged in retailing local goods and services will
have the local currency as its functional currency, while a “border plant” that receives
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the majority of its inputs from abroad and ships the bulk of the output outside of the
host country will have the dollar as its functional currency. If the functional currency
is the dollar, foreign currency items on its balance sheet will have to be restated into
dollars and any gains and losses are moved through the income statement. If the func-
tional currency is determined to be the local currency, however, a second issue arises:
whether the entity operates in a high-inflation environment. High-inflation countries
are defined as those whose cumulative three-year inflation rate exceeds 100%. In that
case, essentially the same principles as in FAS 8 are followed. In the case in which
the cumulative inflation rate falls short of 100%, the foreign affiliate’s books are to
be translated using the current exchange rate for all items, and any gains or losses are
to go directly as a charge or credit to the equity accounts.

FAS 52 and subsequent edicts on hedge accounting and accounting for derivatives
contain a number of other fairly complex provisions regarding the treatment of hedge
contracts, the definition of transactional gains and losses, and the accounting for in-
tercompany transactions. In essence, it allows management much more flexibility to
present the impact of exchange rate variations in accordance with perceived eco-
nomic reality; by the same token, such flexibility provides greater scope for manipu-
lation of reported earnings, and it reduces comparability of financial data for differ-
ent firms. Companies’ abuse of derivatives in the 1990s led to a revised standard,
called FAS 133. This statement established accounting and reporting standards for de-
rivative instruments, including certain derivative instruments embedded in other con-
tracts (collectively referred to as derivatives), and for hedging activities. It requires
that an entity recognize all derivatives as either assets or liabilities in the statement of
financial position and measure those instruments at fair value. If certain conditions
are met, a derivative may be specifically designated as (a) a hedge of the exposure to
changes in the fair value of a recognized asset or liability or an unrecognized firm
commitment, (b) a hedge of the exposure to variable cash flows of a forecasted trans-
action, or (c) a hedge of the foreign currency exposure of a net investment in a for-
eign operation. The purpose of this is simple—to clarify situations in which a com-
pany’s earnings are fluctuating as a result of what is, in effect, speculation—but its
application has proved controversial. See Exhibit 6.4 and the chapter on this subject.

(c) Critique of the Accounting Model of Exposure. Even with the stronger logic of
FAS 52 and the discipline of FAS 133, users of accounting information must be
aware that there are three systemic sources of error that can mislead those responsi-
ble for exchange risk management:

1. Accounting data do not capture all commitments of the firm that give rise to ex-
change risk.

2. Because of the historical cost principle, accounting values of assets and liabil-
ities do not reflect the respective contribution to total expected net cash flow of
the firm.

3. Translation rules do not distinguish between expected and unexpected ex-
change rate changes.

Conceptually, though, it is important to determine the time frame within which the
firm cannot react to (unexpected) rate changes by raising prices; changing markets
for inputs and outputs; and/or adjusting production and sales volumes. Sometimes, at
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[1]The accounting for changes in the fair value of a derivative (that is, gains and losses) de-
pends on the intended use of the derivative and the resulting designation.

* For a derivative designated as hedging the exposure to changes in the fair value of a
recognized asset or liability or a firm commitment (referred to as a fair value hedge), the
gain or loss is recognized in earnings in the period of change together with the offset-
ting loss or gain on the hedged item attributable to the risk being hedged. The effect of
that accounting is to reflect in earnings the extent to which the hedge is not effective in
achieving offsetting changes in fair value.

¢ For a derivative designated as hedging the exposure to variable cash flows of a fore-
casted transaction (referred to as a cash flow hedge), the effective portion of the deriv-
ative's gain or loss is initially reported as a component of other comprehensive income
(outside earnings) and subsequently reclassified into earnings when the forecasted
transaction affects earnings. The ineffective portion of the gain or loss is reported in
earnings immediately.

e For a derivative designated as hedging the foreign currency exposure of a net invest-
ment in a foreign operation, the gain or loss is reported in other comprehensive income
(outside earnings) as part of the cumulative translation adjustment. The accounting for
a fair value hedge described above applies to a derivative designated as a hedge of the
foreign currency exposure of an unrecognized firm commitment or an available-for-sale
security. Similarly, the accounting for a cash flow hedge described above applies to a
derivative designated as a hedge of the foreign currency exposure of a foreign-currency-
denominated forecasted transaction.

* For a derivative not designated as a hedging instrument, the gain or loss is recognized
in earnings in the period of change.

Under this Statement, an entity that elects to apply hedge accounting is required to establish
at the inception of the hedge the method it will use for assessing the effectiveness of the hedg-
ing derivative and the measurement approach for determining the ineffective aspect of the

hedge.

Source: Financial Accounting Standards Board.

Exhibit 6.4. FAS 133, Accounting for Derivative Instruments and Hedging Activities.

least one of these reactions is possible within a relatively short time; at other times,
the firm is “locked in” through contractual or strategic commitments extending con-
siderably into the future. Indeed, those firms that are free to react instantaneously and
fully to adverse (unexpected) rate changes are not subject to exchange risk. A further
implication of the time-frame element is that exchange risk stems from the firm’s po-
sition when its cash flows are, for a significant period, exposed to (unexpected) ex-
change rate changes, rather than the risk resulting from any specific international in-
volvement. Thus, companies engaged purely in domestic transactions but who have
dominant foreign competitors may feel the effect of exchange rate changes in their
cash flows as much or even more than some firms that are actively engaged in ex-
ports, imports, or foreign direct investment.

Regarding the first point, it must be recognized that, normally, commitments en-
tered into by the firm in terms of foreign exchange (e.g., a purchase or a sales con-
tract) will not be booked until the merchandise has been shipped. At best, such obli-
gations are shown as contingent liabilities. More importantly, accounting data reveal
very little about the ability of the firm to change costs, prices, and markets quickly.
Alternatively, the firm may be committed by strategic decisions such as investment
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in plant and facilities. Such “commitments” are important criteria in determining the
existence and magnitude of exchange risk.

The second point surfaced in our discussion of the temporal method: whenever
asset values differ from market values, translation, however sophisticated, will not
redress this original shortcoming. Thus, many of the perceived problems of FAS 8
had their roots not so much in translation, but in the fact that in an environment of
inflation and exchange rate changes, the lack of current value accounting frustrates
the best translation efforts.

Finally, translation rules do not take account of the fact that exchange rate changes
have two components: (1) expected changes that are already reflected in the prices of
assets and the cost of liabilities (relative interest rates); and (2) the unexpected devi-
ations from the expected change that constitute the true sources of risk. The signifi-
cance of this distinction is clear: Managers have already taken account of expected
changes in their decisions. The basic rationale for corporate foreign exchange expo-
sure management is to shield net cash flows, and thus the value of the enterprise,
from unanticipated exchange rate changes.

This thumbnail sketch of the economic foreign exchange exposure concept has a
number of significant implications, some of which seem to be at variance with fre-
quently used ideas in the popular literature and apparent practices in business firms.
Specifically, there are implications regarding the question of whether exchange risk
originates from monetary or nonmonetary transactions, a reevaluation of traditional
perspectives such as “transactions risk,” and the role of forecasting exchange rates in
the context of corporate foreign exchange risk management.

(d) Contractual versus Noncontractual Cash Flows. An assessment of the nature of
the firm’s assets and liabilities and their respective cash flows shows that some are
contractual, that is, fixed in nominal, monetary terms. Such returns, earnings from
fixed interest securities and receivables, for example, and the negative returns on var-
ious liabilities are relatively easy to analyze with respect to exchange rate changes:
when they are denominated in terms of foreign currency, their terminal value changes
directly in proportion to the exchange rate change. Thus, with respect to financial
items, the firm is concerned only about net assets or liabilities denominated in for-
eign currency, to the extent that maturities (actually, “durations” of asset classes) are
matched.

What is much more difficult, however, is to estimate the impact of an exchange
rate change on assets with noncontractual return. While conventional discussions of
exchange risk focus almost exclusively on financial assets, for trading and manufac-
turing firms at least, such assets are relatively less important than others. Indeed,
equipment, real estate, buildings, and inventories make the decisive contributions to
the local cash flow of those firms (in fact, companies frequently sell financial assets
to banks, factors, or “captive” finance companies in order to leave banking to bankers
and instead focus on the management of core assets!). And returns on such assets are
affected in quite complex ways by changes in exchange rates. The most essential con-
sideration is how the prices and costs of the firm will react in response to an unex-
pected exchange rate change. For example, if prices and costs react immediately and
fully to offset exchange rate changes, the firm’s cash flows are not exposed to ex-
change risk since they will be affected in terms of the base currency. Thus, the value
of noncontractual assets is not affected.

Inventories may serve as a good illustration of this proposition. The value of an
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inventory in a foreign subsidiary is determined not only by changes in the exchange
rate, but also by a subsequent price change of the product—to the extent that the un-
derlying cause of this price change is the exchange rate change. Thus, the dollar value
of an inventory destined for export may increase when the currency of the destina-
tion country appreciates, provided its local currency prices do not decrease by the full
percentage of the appreciation.

The effect on the local currency price depends, in part, on competition in the mar-
ket. The behavior of foreign and local competitors, in turn, depends on capacity uti-
lization, market share objectives, likelihood of cost adjustments, and a host of other
factors. Of course, firms are not only interested in the value change or the behavior
of cash flows of a single asset, but rather in the behavior of all cash flows. Again,
price and cost adjustments need to be analyzed. For example, a firm that requires raw
materials from abroad for production will usually find its streams of cash outlays
going up when its local currency depreciates against foreign currencies. Yet the de-
preciation may cause foreign suppliers to lower prices in terms of foreign currencies
for the purpose of maintaining market share.

(e) Currency of Denomination versus Currency of Determination. One of the con-
cepts of modern international corporate finance is the distinction between the cur-
rency in which cash flows are denominated and the currency that determines the size
of the cash flows. In the example in the previous section, it does not matter whether,
as a matter of business practice, the firm may contract, be involved in, and pay for
each individual shipment in its own local currency. If foreign exporters do not pro-
vide price concessions, the cash outflow of the importer behaves just like a foreign
currency cash flow; even though payments are made in local currency, they occur in
greater amounts. As a result, the cash flow, even while denominated in local currency,
is determined by the relative value of the foreign currency. The functional currency
concept introduced in FAS 52 is similar to the “currency of determination, * but not
exactly the same. The currency of determination refers to revenue and operating ex-
pense flows, respectively; the functional currency concept pertains to an entity as a
whole and is, therefore, less precise.

To complicate things further, the currency of recording, that is, the currency in
which the accounting records are kept, is yet another matter. For example, any debt
contracted by the firm in foreign currency will always be recorded in the currency of
the country where the corporate entity is located. However, the value of its legal ob-
ligation is established in the currency in which the contract is denominated.

It is possible, therefore, that a firm selling in export markets may record assets and
liabilities in its local currency and invoice periodic shipments in a foreign currency
and yet, if prices in the market are dominated by transactions in a third country, the
cash flows received may behave as if they were in that third country. To illustrate: A
Brazilian firm selling coffee to West Germany may keep its records in reals, invoice
in European euros, and have euro-denominated receivables, and physically collect
euro cash flow, only to find its revenue stream behaves as if it were in U.S. dollars!
This occurs because euro prices for each consecutive shipment are adjusted to reflect
world market prices which, in turn, tend to be determined in U.S. dollars. The sig-
nificance of this distinction is that the currency of denomination is (relatively) read-
ily subject to management discretion, through the choice of invoicing currency.
Prices and cash flows, however, are determined by competitive conditions which are
beyond the immediate control of the firm.
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Yet another dimension of exchange risk involves the element of time. In the very
short run, virtually all local currency prices for real goods and services (although not
necessarily for financial assets) remain unchanged after an unexpected exchange rate
change. However, over a longer period of time, prices and costs move inversely to
spot rate changes; the tendency is for Purchasing Power Parity and the Law of One
Price to hold.

In reality, this price adjustment process takes place over a great variety of time pat-
terns. These patterns depend not only on the products involved, but also on market
structure, the nature of competition, general business conditions, government poli-
cies such as price controls, and a number of other factors. Considerable work has
been done on the phenomenon of “pass-through” of price changes caused by (unex-
pected) exchange rate changes. And yet, because all the factors that determine the ex-
tent and speed of pass-through are very firm-specific and can be analyzed only on a
case-by-case basis at the level of the operating entity of the firm (or strategic busi-
ness unit), generalizations remain difficult to make. Exhibit 6.5 summarizes the firm-
specific effects of exchange rate changes on operating cash flows.

WHAT IS ECONOMIC EXPOSURE?

Let us offer an example. PDVSA, the Venezuelan state-owned oil company, recently set up an
oil refinery near Oslo, Norway, for shipment to Germany and other continental European
countries. The firm planned to invoice its clients in euros, the currency unit of the European
Union. The treasurer is considering sources of long term financing. In the past all long-term
finance has been provided by the parent company, but working capital required to pay local
salaries and expenses has been financed in Norwegian kroner. The treasurer is not sure
whether the short-term debt should be hedged, or in what currency to issue long term debt.

This is an example of a situation where the definition of exposure has a direct impact on
the firm's hedging decisions.

Translation exposure has to do with the location of the assets, which in this case would be
a totally misleading measure of the effect of exchange rate changes on the value of the unit.
After all, the oil comes from Venezuela and is shipped to Germany: its temporary resting
place, be it a refinery in Oslo or a tanker en route to Germany, has no import. Both provide
value added, but neither determine the currency of revenues. So financing should definitely
not be done in Norwegian kroner.

Transactions exposure has to do with the currency of denomination of assets like accounts
receivable or payable. Once sales to Germany have been made and invoicing in euros has
taken place, PDVSA Norway has contractual, euro-denominated assets that should be fi-
nanced or hedged with euros. For future sales, however, PDVSA Norway does not have ex-
posure to the euro. This is because the currency of determination in the oil business is the U.S.
dollar.

Economic exposure is tied to the currency of determination of revenues and costs. Since
the world market price of oil is dollars, this is the effective currency in which PDVSA's future
sales to Germany are made. If the euro rises against the dollar, PDVSA must adjust its euro
price down to match those of competitors like Aramco. If the dollar rises against the euro,
PDVSA can and should raise prices to keep the dollar price the same, since competitors
would do likewise. Clearly the currency of determination is influenced by the currency in
which competitors denominate prices.

The conclusion is, therefore, that the Norwegian subsidiary of a Venezuelan company
whose sales to Germany are invoiced in euros should do its long term financing in U.S. dol-
lars, to hedge the effective currency of exposure.

Exhibit 6.5. Exposure Concepts: Currency of Location versus Currency of Denomination
versus Currency of Determination.
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6.5 MANAGING ECONOMIC EXPOSURE

(@) Economic Effects of Unanticipated Exchange Rate Changes on Cash Flows. From
this analytical framework, some practical implications emerge for the assessment of
economic exposure. First of all, the firm must project its cost and revenue streams
over a planning horizon that represents the period of time during which the firm is
“locked in,” or constrained from reacting to (unexpected) exchange rate changes. It
must then assess the impact of a deviation of the actual exchange rate from the rate
used in the projection of costs and revenues.

Subsequently, the effects on the various cash flows of the firm must be netted over
product lines and markets to account for diversification effects wherein gains and
losses could cancel out, wholly or in part. The remaining net loss or gain is the sub-
ject of economic exposure management. For a multiunit, multiproduct, multinational
corporation, the net exposure may not be very large at all because of the many off-
setting effects. By contrast, enterprises that have invested in the development of one
or two major foreign markets are typically subject to considerable fluctuations of
their net cash flows, regardless of whether they invoice in their own or in the foreign
currency.

Normally, the executives within business firms who can supply the best estimates
of these effects of unanticipated currency changes in future operating cash flows tend
to be those directly involved with purchasing, marketing, and production. Finance
managers who focus exclusively on credit and foreign exchange markets may easily
miss the essence of corporate foreign exchange risk (see Exhibit 6.6).

(b) Financial versus Operating Strategies for Hedging. When operating (cash) in-
flows and (contractual) outflows from liabilities are affected by exchange rate
changes, the general principle of prudent exchange risk management is: any effect on
cash inflows and outflows should cancel out as much as possible. This can be
achieved by maneuvering assets, liabilities, or both. Copeland and Yoshi, whose
study of currency hedging found transactions hedging to be of little value, assert,
“relocating plants and adjusting pricing often provide the best hedge against foreign
exchange risk” (Copeland and Yoshi, 1996). When should operations—the asset
side—be used?

We have demonstrated that exchange rate changes can have tremendous effects on
operating cash flows. Does it not therefore make sense to adjust operations to hedge

For practical purposes, four questions capture the extent of a company's foreign exchange ex-
posure:

1. How quickly can the firm adjust prices to offset the impact of an unexpected exchange rate
change on profit margins?

2. How quickly can the firm change sources for inputs and markets for outputs? Or, alterna-
tively, how diversified are a company's factor and product markets?

3. To what extent does the firm have the ability to switch markets and sources quickly?

4. Do changes in the volume of sales, associated with unexpected exchange rate changes,
have an impact on the value of assets?

Exhibit 6.6. Practical Measures of FX Exposure.
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against these effects? Many companies, such as Japanese auto producers, are now
seeking flexibility in production location, in part to be able to respond to large and
persistent exchange rate changes that make production much cheaper in one location
than another. Among the operating policies are the shifting of markets for output,
sources of supply, product lines, and production facilities as a defensive reaction to
adverse exchange rate changes. Put differently, deviations from purchasing power
parity provide profit opportunities for the operations-flexible firm. This philosophy is
epitomized in the following quotation.

It has often been joked at Philips that in order to take advantage of currency movements,
it would be a good idea to put our factories aboard a supertanker, which could put down
anchor wherever exchange rates enable the company to function most efficiently . . . In
the present currency markets . . . [this] would certainly not be a suitable means of trans-
port for taking advantage of exchange rate movements. An airplane would be more in
line with the requirements of the present era.

The problem is that Philips’s production could not fit into either craft. It is obvious
that such measures will be very costly, especially if undertaken over a short span of
time. It follows that operating policies are not the tools of choice for exchange risk
management. Hence, operating policies that have been designed to reduce or elimi-
nate exposure will be undertaken only as a last resort, when less expensive options
have been exhausted.

As firms face foreign exchange risk, they try to reduce this cause of cash flow
volatility through either financial or operative hedging. The strengths of financial
hedging are the great ease with which the hedge can be modified according to the
changing exposure of the firm. However, liquid markets for financial hedging instru-
ments in some currencies exist for short maturities only. Operative hedging is clearly
more costly to implement and less flexible, but it provides the company with a natu-
ral hedging mechanism that is very appealing: if revenues and their costs are gener-
ated in the same currency and move in tandem because they are determined by the
same factors, exchange risk is eliminated “automatically” (Logue, 1995). Last but not
least, within the political environment of the firm’s management, conflicts of respon-
sibility and blame for hedging losses between treasury and operating departments
(production, purchasing, sales) are being minimized. Firms seem to be using finan-
cial instruments more frequently in order to hedge exposures in the short run,
whereas operative hedging is used to insure against long run exposures (Chowdhry
and Howe, 1996).

It is not surprising, therefore, that risk management focuses not on the asset side,
but primarily on the liability side of the firm’s balance sheet. Exhibit 6.7 provides a
summary of the steps involved in managing economic exposure. Whether and how
these steps should be implemented depends first on the extent to which the firm
wishes to rely on currency forecasting to make hedging decisions, and second on the
range of hedging tools available and their suitability to the task. These issues are ad-
dressed in the next two sections.

6.6 GUIDELINES FOR CORPORATE FORECASTING OF EXCHANGE RATES. Acade-
mics and practitioners have sought to discover the determinants of exchange ever
since there were currencies. Many students have learned about the balance of trade
and that the more a country exports, the more demand there is for its currency, and
the stronger is its exchange rate. In practice, the story is a lot more complex. Re-



6+20 MANAGEMENT OF CORPORATE FOREIGN EXCHANGE RISK

STEPS IN MANAGING ECONOMIC EXPOSURE
1. Estimation of planning horizon as determined by reaction period (time dependence of ex-
posure).

2. Determination of expected future spot rate (depending on state of FX market, usually for-
ward rate).

3. Estimation of expected revenue and cost streams, given the expected spot rate.

4. Estimation of effect on revenue and expense streams for unexpected exchange rate
changes (exposure estimation).

5. Choice between hedging and positioning (depending on state of FX market)

6. Choice of appropriate type of hedging instrument/strategy (cash market, derivatives, arbi-
trage considerations).

7. Determination of specific characteristics of hedging instrument (duration, denomination,
options)

8. Estimation of amount of hedging instrument required.

9. Decision about “residual” risk: consider adjusting business strategy/operations.

Exhibit 6.7. Steps in Managing Economic Exposure.

search in the foreign exchange markets has come a long way since the days when in-
ternational trade was thought to be the dominant factor determining the level of the
exchange rate. Monetary variables, capital flows, rational expectations, and portfolio
balance are all now understood to factor into the determination of currency values in
a floating exchange rate system. Many models have been developed to explain and to
forecast exchange rates. No model has yet proved to be the definitive one, probably
because the worlds’ economies and financial markets are undergoing constant rapid
evolution.

Corporations nevertheless avidly seek ways to predict currencies, in order to de-
cide when to hedge and when not to hedge. The models typically fall into one of the
following categories: political event analysis, fundamental, or technical analysis.

Academic studies in international finance, in contrast, find strong empirical sup-
port for the role of arbitrage in global financial markets, and for the view that ex-
change rates exhibit behavior that is characteristic of other speculative asset markets:
They react to news. Rates are far more volatile than changes in underlying economic
variables; they are moved by changing expectations, and hence are difficult to fore-
cast. In a broad sense they are “efficient” but tests of efficiency face inherent obsta-
cles in testing the precise nature of this efficiency directly.

The simplistic “efficient market” model is the unbiased forward rate theory intro-
duced earlier. It says that the forward rate equals the expected future level of the spot
rate. Because the forward rate is a contractual price, it offers opportunities for spec-
ulative profits for those who correctly assess the future spot price relative to the cur-
rent forward rate. Specifically, risk neutral players will seek to make a profit if their
forecast differs from the forward rate, so if there are enough such participants, the
forward rate will always be bid up and down until it equals the expected future spot.
Because expectations of future spot rates are found on the basis of presently avail-
able information (historical data) and an interpretation of its implication for the fu-
ture, they tend to be subject to frequent and rapid revision. The actual future spot rate
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Exhibit 6.8. The Unbiased Forward Rate Theory. This theory says, in effect, that the forward
rate follows a random walk; this implies that the spot rate follows a random walk with drift.

may therefore deviate markedly from the expectation embodied in the present for-
ward rate for that maturity.

As is indicated in Exhibit 6.8, in an efficient market the forecasting error will be
distributed randomly, according to some probability distribution, with a mean equal
to zero. An implication of this is that today’s forecast, as represented by the forward
rate, is equal to yesterday’s forward plus some random amount. In other words, the
forward rate itself follows a random walk.!

Another way of looking at these is to consider them as speculative profits or
losses: what you would gain or lose if you consistently bet against the forward rate.
Can they be consistently positive or negative? A priori reasoning suggests that this
should not be the case. Otherwise, one would have to explain why consistent losers
do not quit the market, or why consistent winners are not imitated by others or do
not increase their volume of activity, thus causing adjustment of the forward rate in
the direction of their expectation. Barring such explanation, one would expect that
the forecast error is sometimes positive, sometimes negative, alternating in a ran-
dom fashion, driven by unexpected events in the economic and political environ-
ment.

Rigorously tested academic models have cast doubt on the pure unbiased forward
rate theory of efficiency, and demonstrated the presence of speculative profit oppor-

INote that when we say the forward rate follows a random walk, we mean the forward for a given de-
livery date, not the rolling three-month forward. Since the only published measure of a forward rate for
a given delivery date is the price of a futures contract, the latter serves as a proxy to test the proposition
that the forward rate should fluctuate randomly.
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tunities for certain currencies during specified periods (for example, by the use of
“filter rules “). However it is also logical to suppose that speculators will bear foreign
exchange risk only if they are compensated with a risk premium. Are the above zero
expected returns excessive in a risk-adjusted sense? Given the small size of the bias
in the forward exchange market and the magnitude of daily currency fluctuations, the
answer is “probably not.”

As a result of their finding that the foreign exchange markets are among the
world’s most efficient, academics argue that exchange rate forecasting by corpora-
tions, in the sense of trying to beat the market, plays a role only under very special
circumstances. Indeed, few firms actively decide to commit real assets in order to
take currency positions. Rather, they get involved with foreign currencies in the
course of pursuing profits from the exploitation of a competitive advantage. Instead
of being based on currency expectations, this advantage is based on expertise in such
areas as production, marketing, the organization of people, or other technical re-
sources. If someone does have special expertise in forecasting foreign exchange
rates, such skills can usually be put to use without incurring the risks and costs of
committing funds to other than purely financial assets. Most managers of nonfinan-
cial enterprises concentrate on producing and selling goods; they should find them-
selves acting as speculative foreign exchange traders only because of an occasional
opportunity encountered in the course of their normal operations.

Only when foreign exchange markets are systematically distorted by government
controls on financial institutions do the operations of trading and manufacturing firms
provide an opportunity to move funds and gain from purely financial transactions.
Exhibit 6.9 offers a flowchart of criteria for forecasting and hedging decisions.

Forecasting exchange rate changes, however, is important for planning purposes.
To the extent that all significant managerial tasks are concerned with the future, an-
ticipated exchange rate changes are a major input into virtually all decisions of en-
terprises involved in and affected by international transactions. However, the task of
forecasting foreign exchange rates for planning and decision-making purposes, with
the purpose of determining the most likely exchange rate, is quite different from at-
tempting to beat the market in order to derive speculative profits.

Expected exchange rate changes are revealed by market prices when rates are free
to reach their competitive levels. Organized futures or forward markets provide in-
expensive information regarding future exchange rates, using the best available data
and judgment. Thus, whenever profit-seeking, well-informed traders can take posi-
tions, forward rates, prices of future contracts, and interest differentials for instru-
ments of similar risk (but denominated in different currencies) provide good indica-
tors of expected exchange rates. In this fashion, an input for corporate planning and
decision making is readily available in all currencies where there are no effective ex-
change controls. The advantage of such market-based rates over “in-house” forecasts
is that they are both less expensive and more likely to be accurate. Those who tend
to have the best information and track record determine market rates; incompetent
market participants lose money and are eliminated.

The nature of this market-based expected exchange rate should not lead to con-
fusing notions about the accuracy of prediction. In speculative markets, all decisions
are made on the basis of interpretation of past data; however, new information sur-
faces constantly. Therefore, market-based forecasts rarely will come true. The actual
price of a currency will either be below or above the rate expected by the market. If
the market knew which would be more likely, any predictive bias quickly would be
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Exhibit 6.9. Decision Criteria for Currency Forecasting and Hedging.

corrected. Any predictable, economically meaningful bias would be corrected by the
transactions of profit-seeking transactors.

The importance of market-based forecasts for a determination of the foreign ex-
change exposure of the firm is that of a benchmark against which the economic con-
sequences of deviations must be measured. This can be put in the form of a concrete
question: How will the expected net cash flow of the firm behave if the future spot
exchange rate is not equal to the rate predicted by the market when commitments are
made? The making of this kind of forecast is completely different from trying to out-
guess the foreign exchange markets.

6.7 TOOLS AND TECHNIQUES FOR THE MANAGEMENT OF FOREIGN EXCHANGE
RISK. In this section we consider the relative merits of several different tools for
hedging exchange risk, including forwards, futures, debt, swaps, and options. We will
use the following criteria for contrasting the tools.
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First, there are different tools that serve effectively the same purpose. Most cur-
rency management instruments enable the firm to take a long or short position to
hedge an opposite short or long position. Thus, one can hedge a yen payment using
a forward exchange contract, or debt in yen, or futures or perhaps a currency swap.
In equilibrium the cost of each will be the same, according to the fundamental rela-
tionships of the international money market as illustrated in Exhibit 6.1. They differ
in details like default risk or transactions costs, or if there is some fundamental mar-
ket imperfection.

Second, tools differ in that they hedge different risks. In particular, symmetric
hedging tools like futures cannot easily hedge contingent cash flows: options may be
better suited for the latter.

(@) Foreign Exchange Forwards. Foreign exchange is, of course, the exchange of
one currency for another. Trading or “dealing” in each pair of currencies consists of
two parts, the spot market, where payment (delivery) is made right away (in prac-
tice this means usually the second business day), and the forward market. The rate
in the forward market is a price for foreign currency set at the time the transaction
is agreed to but with the actual exchange, or delivery, taking place at a specified
time in the future. While the amount of the transaction, the value date, the payments
procedure, and the exchange rate are all determined in advance, no exchange of
money takes place until the actual settlement date. This commitment to exchange
currencies at a previously agreed exchange rate is usually referred to as a forward
contract.

Forward contracts are the most common means of hedging transactions in foreign
currencies, as the example in Exhibit 6.10 illustrates. The trouble with forward con-
tracts, however, is that they require future performance, and sometimes one party is
unable to perform on the contract. When that happens, the hedge disappears, some-
times at great cost to the hedger. This default risk also means that many companies
do not have access to the forward market in sufficient quantity to fully hedge their
exchange exposure. For such situations, futures may be more suitable.

(b) Currency Futures. Outside of the interbank forward market, the best-developed
market hedging exchange rate risk is the currency futures market. In principle, cur-
rency futures are similar to foreign exchange forwards in that they are contracts for
delivery of a certain amount of a foreign currency at some future date and at a known
price. In practice, they differ from forward contracts in important ways.

One difference between forwards and futures is standardization. Forwards are for

Janet Fredericks, Foreign Exchange Manager at Murray Chemical, was informed that Murray
was selling 25,000 tons of naphtha to Canada for a total price of C$11,500,000, to be paid
upon delivery in two months' time. To protect her company, she arranged to sell 11.5 million
Canadian dollars forward to the Royal Bank of Montreal. The two-month forward contract
price was US$0.6785 per Canadian dollar. Two months and two days later, Fredericks re-
ceived US$7,802,750 from RBM and paid RBM C$11,500,000, the amount received from
Murray's customer.

Exhibit 6.10. Hedging with a Forward Contract.
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any amount, as long as it’s big enough to be worth the dealer’s time, while futures
are for standard amounts, each contract being far smaller than the average forward
transaction. Futures are also standardized in terms of delivery date. The normal cur-
rency futures delivery dates are March, June, September, and December, while for-
wards are private agreements that can specify any delivery date that the parties
choose. Both of these features allow the future contract to be tradable.

Another difference is that forwards are traded by phone and telex and are com-
pletely independent of location or time. Futures, on the other hand, are traded in or-
ganized exchanges such as the LIFFE in London, SIMEX in Singapore, and the IMM
in Chicago.

The most important feature of the futures contract is not its standardization or trad-
ing organization but the time pattern of the cash flows between parties to the trans-
action. In a forward contract, whether it involves full delivery of the two currencies
or just compensation of the net value the transfer of funds takes place once: at matu-
rity. With futures, cash changes hands every day during the life of the contract, or at
least every day that has seen a change in the price of the contract. This daily cash
compensation feature largely eliminates default risk.

Thus, forwards and futures serve similar purposes, and tend to have identical rates,
but differ in their applicability. Most big companies use forwards; futures tend to be
used whenever credit risk may be a problem.

(c) Foreign Currency Debt. Debt, borrowing in the currency to which the firm is ex-
posed or investing in interest-bearing assets to offset a foreign currency payment, is
a widely used hedging tool that serves much the same purpose as forward contracts.
Consider an example.

In Exhibit 6.10, Fredericks sold Canadian dollars forward. Alternatively, she
could have used the Eurocurrency market to achieve the same objective. She would
borrow Canadian dollars, which she would then change into francs in the spot mar-
ket, and hold them in a U.S. dollar deposit for two months. When payment in Cana-
dian dollars was received from the customer, she would use the proceeds to pay
down the Canadian dollar debt. Such a transaction is termed a “money market
hedge.”

The nominal (not the expected) cost of this money market hedge is the difference
between the Canadian dollar interest rate paid and the U.S. dollar interest rate
earned. According to the Interest Rate Parity Theorem, the interest differential equals
the forward exchange premium, the percentage by which the forward rate differs
from the spot exchange rate. So the cost of the money market hedge should be the
same as the forward or futures market hedge, unless the firm has some advantage in
one market or the other. Indeed, in an efficient market, one would expect even the
anticipated cost of hedging to be zero. This follows from the unbiased forward rate
theory.

The money market hedge suits many companies because they have to borrow any-
way, so it simply is a matter of denominating the company’s debt in the currency to
which it is exposed. That is logical but if money market hedge is to be done for its
own sake, as in the example just given, the firm ends up borrowing from one bank
and lending to another, thus losing on the spread. This is costly, so the forward hedge
would probably be more advantageous except where the firm had to borrow for on-
going purposes anyway.
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(d) Currency Options. Many companies, banks, and governments have extensive
experience in the use of forward exchange contracts, whereas currency options—or
option contracts in general— are still used far less frequently. However, as market
participants have developed a better understanding of option pricing, trading, and
hedging of options positions over the last couple of years, the use of options has be-
come more frequent. But when comparing options with forwards and futures, one has
to be aware of the fact that these types or categories of financial instruments have
very different characteristics and hence serve very different purposes.

With a forward contract, one can lock in an exchange rate for the future. There are
a number of circumstances, though, where it may be desirable to have more flexibil-
ity than a forward contract provides. For example, a computer manufacturer in Cali-
fornia may have sales priced in U.S. dollars or in euros in Europe. Depending on the
relative strength of the two currencies, revenues may be realized in either euros or
dollars. In such a situation, the use of forward and futures would be inappropriate:
There is no point in hedging a position that does not exist. What is needed in this sit-
uation is a foreign exchange option that represents the right to exchange currency at
a predetermined rate.

A foreign exchange option is a contract for future delivery of a currency in ex-
change for another, where the holder of the option has the right, but not the obliga-
tion to buy (or sell) the currency at an agreed price, the strike or exercise price. The
right to buy is a call; the right to sell is a put. For such a right the option buyer pays
a price called the option premium. The option seller receives the premium and is
obliged to make (or take) delivery at the agreed-upon price if the buyer exercises his
option. In some option contracts, the instrument being delivered is the currency it-
self; in others, a futures contract on the currency. American options permit the
holder to exercise at any time before the expiration date; European options only on
the expiration date; Asian options have an exercise price that represents an average
rate.

Futures and forwards are contracts in which two parties oblige themselves to ex-
change an asset under specified conditions in the future, which makes them useful to
hedge or to convert known currency or interest rate exposures. An option, in contrast,
offers flexibility in that its holder can decide at any point in time whether he wants
to exercise the option now or later, sell it, or let it expire without exercise. Options
are often compared to insurance because of their asymmetric payoff structure that
“keeps the upside potential while eliminating downside risk.” This view, however,
represents a misconception of the true nature of this type of financial instrument. Op-
tions can be properly used for hedging purposes, that is, for risk reduction, only if the
exposure the firm faces has been an option-type character, too. In the above example,
the computer manufacturer has effectively granted a currency option to his European
customers, giving them the choice to pay in U.S. dollars or euros. Therefore, he can
offset his exposure to unanticipated changes in the exchange rate by an equivalent
currency option.

In the presence of currency exposures, however, for example, caused by foreign
currency receivables or liabilities, the use of options has to be regarded as position
taking, that is, speculating. Although there may be nothing wrong about speculating
per se, it should not, but often is, done under the guise of hedging. Speculating means
taking a position against the market; thus, a person who speculates puts money at risk
under the premise that he or she has superior information than professional market
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makers. In contrast to linear instruments like futures and forwards, the value of an
option does not depend on the price of the underlying instrument alone, but also on
its volatility and the remaining time to expiration. As a consequence, using currency
options in the absence of a matching exposure means speculation with respect to one
or more of these determinants. Therefore, just having a view on the currency’s di-
rection that is different from the forward rate would simply suggest taking a position
via the forward or futures market. But if one’s expectation of volatility deviates from
the market, futures do not work any more, but options are needed. Indeed, currency
options provide the only convenient means of hedging or positioning ‘“volatility
risk,” as their price is directly influenced by the outlook for a currency’s volatility:
the more volatile, the higher the price of the option.

Corporate uses of currency options vary widely. Some multinational companies
use options to hedge transaction exposures, that is, currency risk from transactions
that have already been booked as payables or receivables. Others use them as a shield
against currency risk of future transactions (economic exposure). If companies bid
for overseas contracts, they face what is called “contingent exposures,” a risk with
respect to unexpected currency changes that arises only in case the company wins the
contract. Still other companies try to bet against the market by taking a position with
respect to the direction of currency changes or the expectation of volatility. A general
obstacle to the use of options might still be the fact that the purchase of an option—
as opposed to futures and forwards which are just mutual agreements—has to be paid
for, thus drawing management’s attention to the employment of this financial instru-
ment and requiring justification of its usefulness. An attempt to hide or avoid outlays
for such option premiums leads treasury departments to adopt more risky strategies
that involve the simultaneous sale of an option—with the concomitant downside
risks.

6.8 CONCLUSION. This chapter offers the reader an introduction to the complex
subject of the measurement and management of foreign exchange risk. We began by
noting some problems with interpretation of the concept, and entered the debate as to
whether and why companies should devote active managerial resources to something
that is so difficult to define and measure.

Accountants’ efforts to put an objective value on a firm involved in international
business has led many to focus on the translated balance sheet as a target for hedg-
ing exposure. As was demonstrated, however, there are numerous realistic situations
where the economic effects of exchange differ from those predicted by the various
measures of translation exposure. In particular, we emphasized the distinctions be-
tween the currency of recording, the currency of denomination, and the currency of
determination of a business.

After giving some guidelines for the management of economic exposure, the chap-
ter addressed the thorny question of how to approach currency forecasting. We sug-
gested a market-based approach to international financial planning, and cast doubt on
the ability of the corporation’s treasury department to outperform the forward ex-
change rate.

The chapter then turned to the tools and techniques of hedging, contrasting the ap-
plications that require forwards, futures, money market hedging, and currency op-
tions. In Exhibit 6.11, we present a sketch of how a company may approach the ex-
change management task, based on the principles laid out in this chapter.
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Exhibit 6.11. Management of Corporate Foreign Exchange Exposure.
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7.1 INTRODUCTION. Most economic agents, such as firms and investors, face
foreign exchange or interest rate risk when they have future cash inflows or outflows
arising from their capital investments, operations, and financing. The main factors
that determine the magnitude of these flows, foreign exchange rates, and interest
rates, both real (i.e., net of inflation) and nominal, are volatile. Indeed, there is a close
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correspondence between foreign exchange and interest rates. Hence, one of the im-
portant tasks of financial management is to reduce the exposure of the agent to for-
eign exchange and interest rate risk using various financial instruments.

For instance, if a firm needs to convert its foreign currency inflows or borrow
money at a future point in time, it can hedge its exposure to an increase in these rates
in a number of ways. The principal instruments available for the hedging of foreign
exchange and interest rate risk are discussed in the following subsections.

(@) Forward Contracts. A foreign exchange forward contract is an agreement made
today to deliver or take delivery of a specified amount of foreign currency in ex-
change for domestic currency, on a future date at a fixed exchange rate. An interest
rate forward or a forward rate agreement (FRA) is a contract made now to pay or re-
ceive the difference between the future rate of interest and a fixed interest rate on a
specified principal amount, over a given loan period. In the absence of changes in
credit risk, an FRA can be thought of as an agreement to borrow or lend money in the
future at a fixed agreed rate of interest.

(b) Futures Contracts. Futures contracts are standardized contracts on foreign ex-
change and interest rates that are traded on a futures exchange. They are based on the
delivery of a specified amount of foreign currency or an interest-bearing security at
a future date. Thus, both forward and futures contracts are agreements to deliver or
take delivery of a specified quantity of an asset on a future date at a prespecified
price. However, the important difference between forward and futures contracts is
that the latter are marked-to-market on every trading day.

(c) Option Contracts. Interest rate options give the holder the right to receive the
difference between the future rate of interest and a fixed interest rate, known as the
strike rate, on a specified principal amount, over a given loan period. Again, in the
absence of credit risk, an interest rate option can be thought of as the right to borrow
or lend at a fixed rate. Note that in contrast to forward contracts, the holder of the op-
tion is not obliged to borrow or lend at the agreed rate, if market interest rates change
to a level that is unfavorable to the holder of the option.

Foreign exchange options confer on the holder the right to buy or sell a specified
amount of foreign currency at a fixed exchange rate, the strike rate, in exchange for
domestic currency. As in the case of interest rate options, the option holder would ex-
change the foreign currency only if the previously fixed strike rate is favorable in re-
lation to the prevailing market rate.

Many firms and investors have cash flows denominated in multiple currencies.
For firms involved in transnational trade, manufacture, and financing, these cash
flows may be related to the purchase of capital equipment or raw materials, and the
sale of finished products, or financing flows relating to borrowing and lending. In
the case of investors, these cash flows may be related to their investments and the re-
turn from the investments, as well as the cash flows for consumption. Cash flows in
various foreign currencies may be hedged using forward/futures or option contracts,
for short horizons. For longer maturities, it may be necessary to use foreign currency
swaps, caps, and floors. A foreign currency swap is a portfolio, or a series, of for-
eign currency forward contracts over multiple periods. Similarly, a foreign currency
cap or floor can be defined in terms of a series of call or put options on the foreign
currency.
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Borrowers often require money over longer periods of time (e.g., from 5 years to
as long as 100 years). To hedge over longer periods, borrowers can use an interest rate
swap contract or an interest rate cap or floor contract. A swap is a portfolio, or series,
of interest rate forward contracts covering successive borrowing periods. Likewise, an
interest rate cap or floor is a series of interest rate option contracts. Most interest rate
risk management is done with FRA/futures and swap, cap and floor contracts.

Many hedging contracts, such as forward contracts and swaps, are made between
financial institutions, such as banks, and corporate clients on what is known as the
over-the-counter (OTC) market. These contracts are often specially structured to suit
the needs of the corporate client. Many are known as exotic or complex derivatives.
Examples are knockout options and swaps, quanto options and differential (diff)
swaps, Asian swaps and options, binary or digital options, and compound options.
Other contracts, such as futures contracts and some option contracts, are exchange
traded (ET). The principal differences between OTC and ET contracts are that the lat-
ter are marked-to-market each trading day, are usually standardized contracts, and
have less counterparty or credit risk.

7.2 FOREIGN EXCHANGE AND INTEREST RATE VOLATILITY. There are many dif-
ferent interest rates in each currency. Interest rates differ according to the maturity of
the loan involved, the credit status of the borrower, and the currency that is being
lent. Of all these rates, perhaps the most important single rate is the three-month
$LIBOR. $LIBOR stands for London Interbank Offer Rate and is the (truncated) av-
erage quote from several major international banks, lending U.S. dollars, in the Lon-
don interbank market. Many corporate loan agreements are linked to $LIBOR, and
most interest rate derivative contracts have payoffs that depend on this rate. Similar
interest rates are quoted in all the major currencies and various maturities of less than
one year. Collectively, these rates are referred to as money market rates. More re-
cently, Euribor has become the benchmark interest rate in Euros based on rates
quoted by banks across Euroland (the countries that use Euros as their currency) that
is also commonly used.

The development in the 1980s and early 1990s of the markets for interest rate and
foreign currency derivatives owes much to the volatility of these rates. Exhibit 7.1 il-
lustrates this for interest rate volatility, recording the $LIBOR rate at quarterly inter-
vals over the period 1992-2001.
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Exhibit 7.1. Real and Nominal Interest Rates.
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Exhibit 7.2.  Short Term Interest Rates in Major Currencies.

Exhibit 7.1 also shows the inflation rate that occurred over the subsequent three-
month period. The inflation rate is measured by the consumer price index (CPI) in the
United States. The third line in Exhibit 7.1 shows the real interest rate, defined con-
ventionally as follows:

Real $ Interest Rate = $LIBOR — $ CPI Inflation rate

The real interest rate is an ex-post measure of the real rate of return earned by in-
vestors from investing $SLIBOR for each three-month period, given the inflation that
subsequently occurred over that period.

Exhibit 7.2 shows the three-month LIBORs in three major currencies—dollar,
yen, and pound sterling—during the period 1992-2001. It is evident from the graph
that these key rates have fluctuated considerably in all three currencies.

The volatility of short-term interest rates is closely related to the volatility of for-
eign exchange rates. Exhibit 7.3 shows the foreign exchange rates against the U.S.
dollar of key currencies, the yen, the euro, and the pound sterling, over the period
1999-2001.

The historical volatility of a financial variable is normally measured by the stan-
dard deviation of the observations of the logarithm of the variable, stated on an an-
nualized basis. The standard deviation of the quarterly observations of $LIBOR
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Exhibit 7.3. Foreign Exchange Rate.
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recorded in Exhibit 7.1 on an annualized basis is:

. var[In(LIBOR) |
o (volatility of LIBOR) = a2

The volatility of foreign exchange rates can be computed on a similar basis.

7.3 HEDGING FOREIGN EXCHANGE AND INTEREST RATE RISK. The basic ideas
underlying the management of foreign exchange and interest risk are quite similar.
First, consider the position of a company that borrows at a rate of $LIBOR + 7 to
finance its operations. The premium, 7, (above LIBOR) that it has to pay depends
upon its credit status. A large company with a sound balance sheet should be able
to borrow, for example, at say $SLIBOR + 25 basis points. If $SLIBOR is 3%, it will
pay 3.25% on its borrowings. Such a firm would have seen its borrowing cost vary
considerably over the period shown in Exhibit 7.1: even recently, from 6.80 + 0.25
= 7.05% in December 2000 to 2.60 + 0.25 = 2.85% in December 2001.

Now, consider the position of an investor who invests a proportion of his or her
portfolio in three-month $Treasury bills (T bills), purchasing these bills every three
months. Since the price of three-month T bills closely follows the three-month
$LIBOR, the return on this investment strategy, net of transaction costs of say 0.5%,
turns out to be SLIBOR — 0.50%. Again, an investor who followed this strategy over
recent the period in Exhibit 7.1 would have seen a return varying from 6.80 — 0.50 =
6.30% in December 2000 to 2.60 — 0.50 = 2.10% in December 2001.

A similar example can be given for the case of foreign exchange risk. Consider a
firm that exports its products at prices denominated in a foreign currency. If the firm
does not hedge its exposure, its export earnings would be very volatile, given the un-
certainty of foreign exchange rates. For example, a company importing goods worth
$1 million would have paid about 100 million yen for it in September 2000 and
nearly 125 million yen in March 2001.

These examples show that foreign exchange and interest rates have varied consid-
erably over time and are likely, therefore, to vary in the future. For example, if a firm
is committed to investment expenditures in the future, or has working capital re-
quirements that will need to be financed, it faces the prospect of uncertain future cash
flows, both for capital and operating items. Similarly, investors face the prospect of
uncertain future returns on their investments.

The financial management of foreign exchange and interest rate risk often takes
the form of hedging. Hedging these risks involves placing a bet that pays off when
the foreign exchange rate or interest rate goes against the agent. For example, an ap-
propriate hedge for the borrowing company in the above example would be to place
a bet on the interest rate rising in the future. The bet will pay off if interest rates rise
and the resulting profit would offset, to some extent, the rise in the firm’s borrowing
costs. Similarly, a firm exporting goods denominated in a foreign currency will be
able to hedge its foreign currency exposure by selling its inflows with forward or op-
tions contracts. It is the purpose of foreign currency and interest rate futures/forward
and options markets to provide a simple way of betting on changes in foreign ex-
change and interest rates.
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(@) Forward and Long-Term Loan Contracts. Before considering the use of options
and futures markets, we look at the traditional ways of hedging foreign exchange and
interest rate risk. An extreme form of risk management is to “lock in” the foreign ex-
change and interest rates over the future period. In the case of foreign exchange risk,
this can be done with forward contracts, which can be entered into, either for long
maturities, where possible, or for shorter maturities, but on a “rolling” basis, that is
a new contract is purchased just as the previous one expires. For instance, a Japanese
firm that regularly buys crude oil, whose price is usually stated in U.S. dollars, can
hedge its foreign exchange exposure by buying dollars forward. Similarly, a Japan-
ese exporter of goods invoiced in dollars could hedge its risk by selling dollars for-
ward. The problem with this approach is that long-term forward contracts were not
available until recent years, and even today, are available only between the major cur-
rencies. In the case of foreign exchange forward contracts, longer-dated instruments
have relatively poorer liquidity compared to those with shorter maturities. Hence, in
some cases, only a rolling hedging is feasible for hedging long-term risks.

In the case of interest rate risk, the equivalent method would be to lock in the in-
terest rates, again either over a long horizon or on a rolling basis. Thus, the traditional
way of hedging against changes in the short-term interest rates is to borrow or lend
on a long-term contract at a fixed rate. A company could issue a 20-year, fixed-inter-
est-rate bond, for example. On the other side of the transaction, an individual investor
could lend money by buying such a bond. However, two important problems arise
with this type of hedging. First, it may be difficult or costly for the investor to sell the
bond if it turns out that the money is needed for other purposes at some future date.
Second, buying a long-term bond involves taking an increased default risk: the risk
that the borrower may not be able to repay the promised capital at the maturity date.
Long-term loans, even when made by governments, tend to require higher rates of in-
terest because of these risks. This discourages borrowers from raising loans in this
manner. Moreover, in a world of uncertain inflation, a long-term, fixed-rate loan be-
comes a highly risky security in terms of real purchasing power. From the lender’s
point of view, supposing that the bond promises to pay back $100 in 25 years’ time,
the real purchasing power of this $100 is highly uncertain in an inflationary world.
Long-term loans that may be almost riskless in nominal or money terms are often
highly risky in real terms.

Long-term forward contracts and bonds represent the traditional method by which
companies, investors, and governments hedge their future foreign exchange and in-
terest rate exposure. However, they have to be viewed in relation to other hedging al-
ternatives that offer different trade-offs of risk versus cost/return. In particular, de-
rivative contracts, broadly defined, provide a range of possibilities for managing
foreign exchange and interest rate risk.

7.4 HEDGING WITH FOREIGN EXCHANGE AND INTEREST RATE DERIVATIVES. A
derivative security or contract is one whose payoff and value depends on the price of
some underlying asset. In the present context, we are concerned with foreign ex-
change and interest rate derivatives. These are contracts whose payoff and value de-
pend on an underlying foreign exchange or interest rate (or bond price). The forward
contracts, futures contracts, and option contracts mentioned in the overview are all
examples of derivatives. One of the main features of a derivative is that the contract
is detachable from the underlying asset. If an agent desires to speculate on the move-
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ment of a future foreign exchange or interest rate, it can use a derivative as a stand-
alone bet. However, if it wishes to hedge an existing borrowing or lending commit-
ment, it must add the derivative payoff to its loan costs or returns. The market for de-
rivatives allows hedgers and speculators such as corporations, investors, banks,
brokers, and other institutions involved in providing these services to compete in the
same market, using the instruments for whatever purpose they desire. For example,
in the case of interest rate risk, the loan cost, including the payoff from the derivative
will be:

Net Cost of Borrowing/Return on Lending

= Market interest rate at future date =+ Payoff on interest rate derivative

For example, if a borrower hedges, and interest rates rise, they might end up
paying a market rate of interest of x%, having a payoff from the derivative of y%
and a net borrowing cost of x-y%. A similar definition in terms of costs versus
prices in terms of domestic currency can be made in the case of foreign exchange
derivatives.

7.5 HEDGING WITH FUTURES/FORWARD AND OPTION CONTRACTS. Forward
contracts have been common in commodity and foreign exchange markets for cen-
turies. In the middle ages, for example, the monks from the abbeys in Yorkshire, Eng-
land, bought their wool forward on continental markets. Forward and futures con-
tracts on rice warehouse receipts were traded in Japan since the late seventeenth
century. Forward contracts to buy and sell commodities and foreign exchange and in-
terest rate instruments are in widespread use today and are growing at a rapid rate.
Indeed, most of the trading in foreign exchange is still in the form of forward con-
tracts, and currently exceeds $1.5 trillion a day. However, public futures markets
have evolved to overcome some of the moral hazard problems associated with for-
ward markets (i.e., the incentive for one of the parties to the contract to default). Fu-
tures contracts are made between a hedger/speculator and the clearing corporation of
a futures exchange. Also, the default risk problem is minimized by requiring the con-
tract holder to put up margin: a form of deposit against adverse price movements. Fu-
tures contracts are also of a standard size. For example, in the case of short-term in-
terest rate futures, one standard eurodollar futures contract represents a bet on the
future short-term (three-month) interest rate on a face amount of $1 million. Note that
the holder of a long futures contract receives the difference between the market rate
of interest and the futures rate agreed in the contract. The holder of a short futures
contract pays the difference between the market interest rate and the agreed futures
rate. Note that a forward or futures contract has no up-front cost that is, at the time
the contract is made, so that it is initially a zero-value contract. In the case of futures
contracts, the marking-to-market ensures that the contract has zero value at the end
of each trading day.

In contrast, an option contract can be thought of as a one-sided futures contract.
For example, a call option on euro confers the right, but not the obligation on the
holder to exchange dollars for euro at a prescribed exchange rate.

The difference between the payoffs on the futures and the option contract is illus-
trated by the examples shown in Exhibits 7.4 and 7.5 respectively. The futures con-
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Exhibit 7.5. Net Profit from an Options contract.

tract is simply an agreement to buy or sell in the future. In Exhibit 7.4, this is indi-
cated by a horizontal line on the LIBOR axis. The payoff on the long futures is the
difference between the LIBOR rate and 0.03 or 3%, the assumed futures rate. If
LIBOR rises to 0.034 or 3.4%, a profit of 0.004 (40 basis points) is made, but if
LIBOR falls to 0.026 or 2.6%, a loss of 0.004 (40 basis points) is made. In the case
of the call option contract, however, in Exhibit 7.5 a positive payoff is received if
LIBOR rises, but the payoff is zero if LIBOR falls. Since the option payoff can only
be non-negative, the call option contract must have a positive price. In other words,
it must cost money to enter the options contract. This entry price is called the option
premium. In Exhibit 7.5, we assume the premium is 0.002 (20 basis points). Then,
the dashed line and solid line in Exhibit 7.5 indicate payoff and the net profit, that is,
[payoff — premium], respectively, from the contract. Similar examples can be con-
structed for the case of foreign exchange risk.

Foreign exchange and interest rate risk can be hedged either by entering into a fu-
tures/forward contract or an option contract. The difference is that the purchase of an
appropriate number of the futures/forward contracts can result in the borrower or
lender completely fixing the rate to be paid or received in the future. The option is
more akin to an insurance contract. It protects the borrower, for example, against an
increase in rates, in return for an insurance premium. However if rates fall, he or she
can still benefit from lower market rates. In Exhibit 7.5, for example, with an inter-
est rate option, the maximum interest rate is capped at 0.032 or 3.2%, but when in-
terest rates go down, the borrower gets the benefit.
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7.6 HEDGING FOREIGN EXCHANGE AND INTEREST RATE RISK WITH FORWARD
CONTRACTS. Firms and other large organizations often hedge their foreign ex-
change and interest rate exposure by making forward contracts directly with dealers,
mainly banks, rather than by using publicly traded futures contracts. The market
where these contracts with banks are arranged is the over-the-counter OTC market.
The two most important contracts in this market are forward contracts and foreign
currency swaps in the case of foreign exchange rates and forward rate agreements
(FRAs) and interest rate swaps for interest rates.

A foreign exchange forward contract is an agreement to receive the difference
(positive or negative) between the foreign exchange rate, say between U.S. dollars
and euros, on a given future date, and a preset fixed rate, based on a given face
amount. A foreign currency swap is a series of FRAs covering several future dates.

7.7 FOREIGN EXCHANGE FORWARD CONTRACTS. An example of the contract
details of a forward contract are as follows:

Contract Type Forward Contract

Maturity 90 days

Underlying foreign exchange rate Euro/USD(€/US$)

Forward rate agreed 0.98 $/€or (about) 1.02 €/$
Face value $100 million

Position Long

In this example, the forward contract will pay the difference between €/$ ex-
change rate in three months’ time and a fixed rate of 1.02 €/$ on a face value of $100
million. The contract holder is “long” the contract, so that he or she receives euro and
pays dollars. This results in the following cash flows for each dollar of face value:

0 +€1.02

'
T

-$1

If the €/$ exchange rate turns out to be 0.92 €/$, the contract holder gains 0.10 €
per $ of face value. If it turns out to be 1.12 €/$, however, the contract holder loses
0.10 €. The cash flows actually received or paid under the contract have to be ad-
justed for the underlying face value. For example, the actual cash flow from this con-
tract will be:

Payoff from forward contract = (€/$ — 1.02) x $100 million

The payoff will be received or paid in 90 days’ time.

Notice that the payoff from the forward, by itself, is a pure gamble on the future
exchange rate. However, the foreign exchange forward contract is akin to many other
derivatives: If it is held along with an underlying foreign currency cash flow, it is an
effective hedge. For example, if a firm needs to pay €102 million in 90 days’ time,
the contract would be a perfect hedging instrument. On the other hand, the contract
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may be used purely as a speculative play on the future exchange rate, if the transac-
tion is not directly related to the underlying euro cash flow.

7.8 FORWARD RATE AGREEMENTS. An example of the contract details of an FRA are:

Contract Type Forward Rate Agreement
Maturity 12 months

Underlying interest rate 3 month LIBOR

Forward rate agreed 3%

Face value $10 million

Position Long

In this example, the FRA will pay the difference between $LIBOR in 12 months’ time
and a fixed rate of 3% on a principal of $10 million. The contract holder is “long” the
contract, so that he or she receives LIBOR and pays 3%. This results in the follow-
ing cash flow diagram:

0 + LIBOR

:
T

-3%

If LIBOR turns out to be 5%, the contract holder gains 2%. If it turns out to be 2%,
however, the contract holder loses 1%. The cash flows actually received or paid under
the contract have to be adjusted for the underlying principal and the precise number
of days of the underlying loan. For example, the actual cash flow from this contract
will be:

- 91
FRA payoff = ($LIBOR — 3%) X $10 million X 360

assuming that the loan period is 91 days. Also the payoff will be received or paid in
15 months’ time. Typically, the cash flow takes place on a discounted basis, when the
FRA expires in 12 months’ time, in this case. Note that, in the case of US $LIBOR,
the notional number of days in the year is 360. This is referred to in the markets as
the “day count” convention. Note that the convention of dividing by 360 rather than
365 days is because of the meaning of the $SLIBOR quote and is also true of most
other currencies. In the case of the Canadian dollar and the £ sterling, the day count
convention is 365 days.

Notice that the FRA payoft is like the difference between the cash flows from bor-
rowing at 3% and lending at $LIBOR in 12 months’ time. Similar to the foreign ex-
change forward contract, it is a pure gamble on the future LIBOR rate, when held by
itself. Again, like other derivatives, if it is held together with a borrowing require-
ment, it is an effective hedge. For example, if a firm needs to borrow $10 million in
12 months’ time, the contract would be a perfect hedging instrument. However, the
contract may be used purely as a gamble on the future interest rate, since it is legally
separate from any loan that is required.
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So far, we have considered a long position in an FRA contract, which is appropri-
ate for hedging a borrowing requirement. In contrast, a lender might be interested in
a short position in an FRA. As an example, a short FRA at the rate of 3% will pay
3% minus the future LIBOR rate. The short holder of the FRA contract makes a profit
on the contract if interest rates fall. It follows that the profits or losses of the short
contract, added to the rate of return from the lending arrangement can be used to
guarantee a future lending return of 3%.

7.9 FOREIGN EXCHANGE OPTIONS. We now consider in more detail the foreign
exchange option contract, that is, the “one-sided” contract, where the holder receives
the payoff, in case it is positive, and zero, otherwise. The option contract can be il-
lustrated using the previous example of forward contracts. Suppose that in the for-
eign exchange example in the previous section, instead of a forward contract, the firm
buys an option to receive the difference between the €/$ foreign exchange rate and
1.02 €/$. We will assume, in the following example that the cost of this option is 0.05
€. We have the following contract details:

Contract Type Foreign Exchange Dollar Call/Euro Put Option
Maturity 90 days

Underlying foreign exchange rate Euro/USD (€/US$)

Strike rate 1.02 €/%

Face value $100 million

Position Long

Option premium 0.05 €/%

Here the option payoff is again the difference between €/$ exchange rate in 90
days and 1.02 €/$. However, it is paid only if the difference is positive. The payoff
diagram in the case of the long $ call/€ put option is:

+ (€/$ - 1.02)+

OT 90 days
-0.05 €/$
Here, the notation (...... )+ means that the payoff is only received if it is positive.

As in the case of the forward contract, the actual cash flow will be:
Option payoff = (€/$ — 1.02)* x $100 million

and it is receivable in 90 days’ time, only if it is positive. Similarly, the cash cost of
the option payable at time 0 is:

Option premium = 0.05 X $100 million = € 5 million
Note that the option premium can be set in either dollars or euros, with the con-

version being made at the current exchange rate. It should be emphasized that a call
option on the €/$ rate is a bet on the euro going down or the dollar going up. In mar-
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ket parlance, this is referred to as a dollar call/euro put. Hence, it gives the holder the
same payoff as a put option on the euro, which is a bet on the euro going down. Both
these options give the holder protection against an appreciation of the $ relative to
the €. It is an appropriate hedge for an agent whose numeraire currency is the euro
and who has a dollar cash outflow in 90 days’ time. In contrast to a forward contract,
the option contract is a form of insurance. The holder pays a premium of 0.05, which
confers the right to get dollars for euros at 1.02 euro/dollar. Effectively, this means
that the agent’s costs are capped at approximately 1.07 euro/dollar, if the euro appre-
ciates to say 1.15 euro/dollar, since the payoff from the option would offset the ap-
preciation of the dollar. However, if exchange rates go down, in 90 days’ time, to say
1.00 euro/dollar, the option contract is worthless at maturity, but the borrower can
take advantage of the low market exchange rate. The 0.05 euro/dollar option pre-
mium is the cost of the insurance purchased. The argument in the above example can
be modified for the case of an investor with a future dollar inflow (or euro outflow).
In this case, the appropriate hedge would be a dollar put/euro call.

(a) Interest Rate Options. Next, consider the case of interest rate options, which are
similar to the case discussed above except that the payoff is based on an interest rate.
Suppose in the earlier example, in contrast to the FRA contract, the firm negotiates
an option to receive the difference between $LIBOR and 3%. We will assume, in the
following example, that the cost of this option is 0.5%. We have the following con-
tract details:

Contract Type Interest Rate Call Option
Maturity 12 months

Underlying interest rate 3-month $LIBOR

Strike rate 3%

Face value $10 million

Position Long

Option premium 0.5%

Here the option payoff is again the difference between LIBOR and 3%. However,
it is paid only if the difference is positive. The payoff diagram in the case of the long
call option is:

(+ LIBOR -3%)+

0 12 months

T

-0.5%

Here, the notation (...)+ means that the payoff is only received if it is positive. As
in the case of the FRA, the actual cash flow will be:

- 91
IRO payoff = ($LIBOR — 3%) + X $10 million X 360

and it is receivable in 15 months’ time. Similarly, the cash cost of the option payable
at time 0 is:
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91
IRO premium = 0.5% X $10 million X 360

= $12,639

Note that both the strike rate (3%) and the option premium (0.5%) are quoted
using the SLIBOR convention. They both, therefore, have to be adjusted by multi-
plying by the number of days of the loan contract (assumed here to be 91 days) and
divided by the day count convention (360). The interest rate option also gives a pro-
tection to the borrower against a rise in interest rates. In the case of the option, how-
ever, the contract is a form of insurance. The borrower pays a premium of 0.5%,
which confers the right to borrow at 3%. This means that the borrower’s loan costs
are capped at approximately 3.5%. If interest rates go down, in 12 months’ time, to
say 2%, the option contract is worthless at maturity, but the borrower can take ad-
vantage of the lower market borrowing costs. The 0.5% option premium is the cost
of the insurance purchased.

The interest rate option (IRO) or caplet pays the difference between the future in-
terest rate and the fixed, preset rate of 3%. This instrument is known as a caplet since
a string of caplets is known as a cap, as discussed later on. It is, therefore, suitable
for a borrower who will need to raise funds at or related to the $LIBOR rate in the
future. The borrower can go into the market, borrow at or near the LIBOR rate that
exists in 12 months’ time and use the proceeds from the IRO contract to reduce the
net borrowing costs, if interest rates have risen in the meantime. As in the case of the
FRA, the IRO is usually a legally separate contract from the actual loan raised by the
borrower. It is used, together with a separate loan contract to achieve a capped bor-
rowing cost of approximately 3.5% in the above example.

So far, we have considered just a borrower’s position, where the borrower is faced
with an uncertain future borrowing cost. IRO’s can be arranged also to protect a
lender’s position, where the lender faces an uncertain future return. Typically, con-
sider the position of a portfolio manager who will be receiving funds for investment
in 12 months’ time, and will then be in a position to lend the funds at an interest rate
which is related to three month $LIBOR. Such a lender can protect against a fall in
LIBOR by buying an interest rate put option or floorlet. The floorlet pays a fixed rate
(say 3%) minus the $LIBOR rate in the market in 12 months’ time. It provides in-
surance against a fall in market rates. The portfolio manager can add the proceeds
from the floorlet to his or her investment returns in order to guarantee a floor level of
approximately 3% to the return received on the investment less the cost of the floor-
let. Note that the payoff diagram for the floorlet is:

(3% - LIBOR)+

0 12 months

T

— premium

Again, the notation (...)+ means that the difference between 3% and LIBOR is
paid if and only if it is positive. A string of floorlets is known as a floor.
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7.10 INTEREST RATE SWAP. Firms often borrow money on a rolling or floating rate
basis. Under a floating rate contract, every three months, say, the interest rate is reset
in line with market rates, but the money will be outstanding for a longer period of,
say, five years. A firm with this sort of financing in place is obviously exposed, much
like a adjustable-rate mortgage borrower, to increases in the LIBOR at future points
in time. A possible strategy for a firm in this position is to arrange an interest rate
swap. This is a contract whereby the firm agrees to pay a fixed rate of interest and
receive LIBOR at the end of each three-month period over the five-year term of the
loan. Note that the interest rate swap is essentially a series of forward rate agree-
ments extending over the whole five-year term, since on each reset date over the pe-
riod, the firm pays or receives the difference between the fixed and floating interest
rates.
The contract details of the interest rate swap are:

Contract Type Interest Rate Swap
Term 5 years
Underlying interest rate 3 month LIBOR
Rest period 3 months

Swap rate agreed 3%

Face value $10 million
Position Long

In this example, the swap pays the difference between $LIBOR and 3%, on an un-
derlying principal (face value) of $10 million, every three months for a total period
of five years. The payoff diagram in the case of the long position in the swap is as
follows:

+ LIBOR + LIBOR + LIBOR + LIBOR
0 #3 months 6 months #9 month§ — — — — — # 4.75 years
-3% -3% -3% -3%

If LIBOR fluctuates above and below 3% over the term of the contract, the swap
will pay positive amounts in some periods and negative amounts in others. Looked
at in isolation, the swap is a series of future gambles on the interest rate. However,
when it is combined with a long term LIBOR related rolling or floating rate loan
agreement, it can be used to create a fixed rate loan of 3%. The swap is a flexible con-
tract, which allows the LIBOR borrower to switch from a variable to a fixed rate of
interest on their loans.

The interest rate swap is a series of forward rate agreements made to cover each
of the three-month periods of the total five-year term of the loan. For a lender, as op-
posed to a borrower, a series of short forward contracts could be arranged. These
would involve paying LIBOR and receiving a fixed rate of interest. This arrangement
would be what is called a short interest rate swap contract. It has the reverse pay-
ments to those shown above. The short position receives 3% and pays LIBOR-related
interest.
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7.11 INTEREST RATE CAPS AND FLOORS. An alternative way to hedge a long-term
borrowing need is to buy an interest rate cap. This contract is a portfolio of interest
rate options with maturities coinciding with future rollover dates for the LIBOR-re-
lated loans. For example, a five-year cap on three-month LIBOR consists of nineteen
individual IRO’s covering each three-month period over the five-year term, except
the first period, when the interest rate is already known, and there is no optionality
involved. Each option gives the right to exchange LIBOR payments for the strike
rate, on a specified principal amount. The contract details for a typical cap are as fol-
lows:

Contract Type Interest Rate Cap
Term 5 years
Underlying interest rate 3-month LIBOR
Strike rate 3%

Face value $10 million
Position Long

Option premium 2.5%

In this example, the cap pays the difference between LIBOR and 3%, if it is pos-
itive, at the end of each three-month period from now until the end of the five-year
term. The cost of the option, in this case, is assumed to be 2.5% of the face value or
$250,000, representing the aggregate cost of the 19 option payments in the cap. The
payoff diagram for the long position (i.e., for the buyer) of the cap is:

+(LIBOR - 3%)+ +(LIBOR -3%)+ +(LIBOR - 3%)+

0 ———— 3 months ——— 6 months — — — — —— 5 years

!

-2.5%

Note that all the payments are based on LIBOR, adjusted for the day count and for
the underlying principal of $10 million.

An interest rate cap is an alternative to a swap for hedging LIBOR borrowing re-
quirements. It provides a series of insurance contracts, placing a maximum on the
rate to be paid on any three-month loan, while at the same time allowing the borrower
to benefit from lower market rates, if and when they occur. Similarly, an interest rate
floor is a portfolio of interest rate put options, each of which gives the right to receive
a fixed rate and pay LIBOR. The floor can be used by a lender who wishes to ensure
a minimum return on a LIBOR-related investment.

In addition to interest rate caps and floors, there is another instrument that is
closely related, known as the swap option or swaption. This contract is the right to
go long or short a swap at a date in the future. A payer swaption is the right to pay a
fixed interest rate and receive the floating interest rate (i.e., go long the swap). Sim-
ilarly, a receiver swaption is the opposite—the right to go short the swap by receiv-
ing fixed payments and making floating-rate payments. These instruments are useful
for hedging a current swap position or to create or cancel one in the future. Note that
a swaption is an option on a portfolio of forward contract, while caps/floors can be
thought of as portfolios of options on forward contracts.
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(@) Foreign Currency Swaps, Caps, and Floors. Corporations and investors often have
cash flows denominated in foreign currencies that arise over multiple time periods in
the future. For example, a Japanese corporation may have negotiated a contract for
the supply of crude oil at a fixed-dollar price over the next three years. Similarly, a
U.S. investor may have purchased a bond denominated in Swiss francs. In such cases,
there are cash inflows and outflows, the amounts of which are known in foreign cur-
rency terms, but are uncertain when converted into the domestic currency, the cur-
rency of account. In order to hedge the foreign currency exposure, the agent has to
enter into a multiperiod hedge instrument such as a foreign currency swap.

Consider the case of a U.S. corporation that has issued a five-year euro-bond de-
nominated in euros with a face value of €100 million and a coupon of 6%. If the cor-
poration wishes to eliminate foreign exchange risk and fix its funding cost in dollar
terms, it could enter into a five-year dollar/euro swap.

This transaction is basically a series of forward contracts on the dollar/euro ex-
change rate, where the company pays dollars and receives euros.

Contract Type Foreign Currency Swap

Term 5 years

Underlying foreign exchange rate Fixed $/Fixed €

Reset period Annual

Swap rate (fixed) and position Pay 5% in $, receive 6% in €
Face value €100 million

In this example, the swap pays the difference between 5% in $ and 6% in €, at the
prevailing exchange rate at the end of each year over the next five years, on an un-
derlying principal (face value) of € 100 million. The payoff diagram in this case is
as follows:

+6% € +6% € +6% € +(FV +6%) €
0 #1 year: #2 years *3 years — — — — —#5 years
-5% $ -5% $ -5% $ —-(FV+5%)$

Atthe €/$ exchange rate fluctuates over the term of the contract; the swap will pay
positive amounts in some periods and negative amounts in others. Note that in con-
trast to the interest rate swap discussed previously, there is an exchange of principal
on the maturity date of the swap. This is because, unlike the interest rate swap, where
the face amounts on the fixed and floating sides are identical in value, in the case of
the foreign currency swap, the face amounts are in different currencies, and hence
would be worth different amounts depending on the exchange rate on the maturity
date. This currency swap, when combined with a similar-term euro borrowing, elim-
inates the foreign exchange exposure of the borrower in dollar terms. Hence, this
contract allows the euro borrower to switch to a dollar obligation.

There are several variations of the above transactions in practice. The main ones
relate to the interest rates used. In contrast to the above example, where fixed euros
are exchanged for fixed dollars, other variations would be fixed €/floating $, floating
€/fixed $, and floating €/floating $. As in the case of interest rate derivatives, there
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are foreign currency version of caps, floors, and swaptions, which are defined in an
analogous manner.

7.12 FOREIGN EXCHANGE AND INTEREST RATE RISK AND HEDGING INSTRUMENTS.
Foreign exchange and interest rate risks are an ever-present and important problem
facing both individuals and companies. We have discussed various methods by which
these risks can be hedged by using derivatives. These derivatives may be used to fix
future borrowing or lending rates (using futures, forwards/FRAs or swaps) or to in-
sure against adverse movements (using IRO’s or caps/floors).

As mentioned earlier, many of the deals in the interest rate derivatives market are
done “over the counter,” that is, between banks and counterparties such as other firms
and institutional investors, rather than on organized exchanges. This has led to the de-
velopment of customized deals between the counterparties. These contracts take ac-
count of the particular circumstances of the hedging firm. Detailed description of
these customized or “exotic” derivatives is beyond the scope of this chapter. How-
ever, the following list provides a brief definition of a selection of these hedging in-
struments. This gives some idea of the range of products available.

Diff swap Pays the difference between the interest rate in one currency and the
interest rate in another, on a principal amount denominated in one
currency.

American/Bermudan ~ An American swaption is an option on a swap exercisable at any time
swaption up to the maturity of the option. A Bermudan swaption is exercisable
on specified dates before maturity.

Asian option An option on the average interest rate over a specified period.

Barrier option An option that is valid only if the interest rate stays above or below
a particular level or within a specified range, e.g., knockout and
knockin options.

Pay-as-you-go option ~ An option where an additional premium is required at a series of
points of time to maintain a valid option on the interest rate.

The diff swap has been used by U.S. firms that have views about rates in one for-
eign currency, (e.g., euros) compared to U.S. dollar rates. Asian options have been
particularly popular in Japan and Europe, where many loan contracts depend on the
average of interest or foreign exchange rates, over a specified period. Barrier options
such as knockout options, and “pay-as-you-go” options have been popular with cor-
porations that wish to reduce the cost of caps or floors and are prepared to take the
risks of certain events occurring. These products show both the innovative ability and
the complexity of the derivatives industry’s solutions to the problem of interest rate
and foreign exchange risk.

7.13 SUMMARY. Foreign exchange and interest rate risk are among the most im-
portant risks facing most economic agents, whether they are corporations, institu-
tional investors, or households. In recent times, the volatility of these rates has in-
creased substantially and, as a result, agents have a greater need to hedge against
these risks. A number of hedge instruments have been developed to manage these
risks effectively. Broadly speaking, there are forward and futures contracts, which
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represent agreements to deliver a specified quantity of these assets at a prespecified
price on a future date, and option contracts, which confer on the holder the right to
deliver the assets at a prespecified price, only if it is worthwhile to do so on the fu-
ture date. Many contracts such as swaps, caps, floors, and swaptions are variations on
these basic contracts and provide the ability to hedge multiperiod cash flows. Other
customized contracts, often referred to as “exotics,” provide a vast array of hedging
possibilities to agents facing interest rate and foreign exchange risk.
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8.1 INTRODUCTION. In recent years, the trading activities of financial institutions
have raised considerable concern among regulators and FI analysts alike. Major FIs
such as Merrill Lynch, Citigroup, and J.P. Morgan Chase have taken big hits to their
profits from losses in trading.! Moreover, in February 1995, Barings, the U.K. mer-
chant bank, was forced into insolvency as a result of losses on its trading in Japanese
stock index futures. In September 1995, a similar incident took place at the New York
branch of a leading Japanese bank, Daiwa Bank. The largest trading loss in recent
history involving a “rogue trader” occurred in June 1996 when Sumitomo Corp. (a
Japanese bank) lost $2.6 billion in commodity futures trading. 1997 was another rel-

“Reprinted with permission. Anthony Saunders and Marcia Millon Cornett, Financial Institutions
Management: A Risk Management Approach. New York: McGraw-Hill, 2002.

IFor example, one trader cost Merrill Lynch over $370 million in 1987 by taking a position in mort-
gage-backed security strips.

8.1
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Assets Liabilities
Banking Book Loans Capital
Other illiquid assets Deposits
Trading Book Bonds (long) Bonds (short)
Commodities (long) Commodities (short)
FX (long) FX (short)
Equities (long) Equities (short)
Derivatives (long) Derivatives (short)

Exhibit 8.1. The Investment (Banking) Book and Trading Book of a Commercial Bank.

atively turbulent year that featured considerable currency and financial market
volatility in Eastern Europe and Asia. This volatility was magnified further through-
out 1998 with additional losses on Russian bonds as the ruble fell in value and the
prices of Russian bonds collapsed. The problems in Russia forced big U.S. banks like
Bank of America and Chase Manhattan (now J.P. Morgan Chase) to write off hun-
dreds of millions of dollars in losses on their holdings of Russian government secu-
rities. As traditional commercial and investment banking franchises shrink and mar-
kets become more complex (e.g., emerging country equity and bond markets and new
sophisticated derivative contracts), concerns are only likely to increase regarding the
threats to FI solvency from trading.

Conceptually, an FI’s trading portfolio can be differentiated from its investment
portfolio on the basis of time horizon and liquidity. The trading portfolio contains as-
sets, liabilities, and derivative contracts that can be quickly bought or sold on organ-
ized financial markets. The investment portfolio (or in the case of banks, the so-called
“banking book™) contains assets and liabilities that are relatively illiquid and held for
longer holding periods. Exhibit 8.1 shows a hypothetical breakdown between bank-
ing book and trading book assets and liabilities. Note that capital produces a cushion
against losses on either the banking or trading books. As can be seen the banking
book contains the majority of loans and deposits plus other illiquid assets. The trad-
ing book contains long and short positions in instruments such as bonds, commodi-
ties, foreign exchange (FX), equities, and derivatives.

With the increasing securitization of bank loans (e.g., mortgages), more and more
assets have become liquid and tradable (e.g., mortgage-backed securities). Of course,
with time, every asset and liability can be sold. While bank regulators have normally
viewed tradable assets as those being held for horizons of less than one year, private
FIs take an even shorter-term view. In particular, FIs are concerned about the fluctu-
ation in value—or value at risk (VAR)—of their trading account assets and liabilities
for periods as short as one day [so-called daily earnings at risk (DEAR)]—especially
if such fluctuations pose a threat to their solvency.

Market risk (or value at risk) can be defined as the risk related to the uncertainty
of an FI’s earnings on its trading portfolio caused by changes in market conditions
such as the price of an asset, interest rates, market volatility, and market liquidity.?

AR Morgan, Introduction to RiskMetrics (New York: October 1994), p. 2.
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Market risk arises whenever Fls actively trade assets and liabilities (and derivatives)
rather than holding them for longer term investment, funding, or hedging purposes.
Income from trading activities is increasingly replacing income from traditional FI
activities of deposit taking and lending. The resulting earnings uncertainty can be
measured over periods as short as a day or as long as a year. Moreover, market risk
can be defined in absolute terms as a dollar exposure amount or as a relative amount
against some benchmark. The sections that follow concentrate on absolute dollar
measures of market risk. We look at three major approaches that are being used to
measure market risk: RiskMetrics, historic or back simulation, and Monte Carlo
simulation.

So important is market risk in determining the viability of an FI, since 1998 U.S.
regulators have included market risk in determining the required level of capital an
FI must hold.? The link between market risk and required capital levels is also dis-
cussed in the chapter.

8.2 MARKET RISK MEASUREMENT. There are at least five reasons why market risk
measurement (MRM) is important:

1. Management information. MRM provides senior management with information
on the risk exposure taken by FI traders. Management can then compare this
risk exposure to the FI’s capital resources. Such an information system appears
to have been lacking in the Barings failure.

2. Setting limits. MRM considers the market risk of traders’ portfolios, which will
lead to the establishment of economically logical position limits per trader in
each area of trading.

3. Resource allocation. MRM involves the comparison of returns to market risks
in different areas of trading, which may allow the identification of areas with
the greatest potential return per unit of risk into which more capital and re-
sources can be directed.

4. Performance evaluation. MRM, relatedly, considers the return-risk ratio of
traders, which may allow a more rational bonus (compensation) system to be
put in place. That is, those traders with the highest returns may simply be the
ones who have taken the largest risks, It is not clear that they should receive
higher compensation than traders with lower returns and lower risk expo-
sures.

5. Regulation. With the Bank for International Settlements (BIS) and Federal Re-
serve currently regulating market risk through capital requirements (discussed
later in this chapter), private sector benchmarks are important since it is possi-
ble that regulators will overprice some risks. MRM conducted by the FI can be
used to point to potential misallocations of resources as a result of prudential
regulation. As a result, in certain cases regulators are allowing banks to use
their own (internal) models to calculate their capital requirements.*

3This requirement was introduced earlier (in 1996) in the EU.

4Since regulators are concerned with the social costs of a failure or insolvency, including contagion
effects and other externalities, regulatory models will normally tend to be more conservative than private
sector models that are concerned only with the private costs of failure.
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8.3 CALCULATING MARKET RISK EXPOSURE. Large commercial banks, invest-
ment banks, insurance companies, and mutual funds have all developed market risk
models. In developing these models—so-called internal models—three major ap-
proaches have been followed:

1. RiskMetrics (or the variance/covariance approach)
2. Historic or back simulation
3. Monte Carlo simulation

We consider RiskMetrics® first and then compare it to other internal model ap-
proaches, such as historic or back simulation.

8.4 RISKMETRICS MODEL. The ultimate objective of market risk measurement
models can best be seen from the following quote by Dennis Weatherstone, former
chairman of J.P. Morgan (JPM), now J.P. Morgan Chase: “At close of business each
day tell me what the market risks are across all businesses and locations.” In a nut-
shell, the chairman of J.P. Morgan wants a single dollar number at 4:15 pm New York
time that tells him J.P. Morgan’s market risk exposure the next day—especially if that
day turns out to be a “bad” day.

This is nontrivial, given the extent of JPM’s trading business. As shown in Exhibit

5].P. Morgan (JPM) first developed RiskMetrics in 1994. In 1998 the development group formed a
separate company, partly owned by JPM. The material presented in this chapter is an overview of the
RiskMetrics model. The details, additional discussion and examples are found in “Return to RiskMetrics:
The Evolution of a Standard,” April 2001, available at the J.P. Morgan Chase website, www.jpmorgan-
chase.com or www.riskmetrics.com.

Foreign
Fixed Exchange Emergency
Income STIRT* Commodities Derivatives Equities Markets Proprietary Total

Number of active 14 12 5 11 8 7 11 14
locations

Number of 30 21 8 16 14 11 19 120
independent
risk-taking
units

Thousands of >5 >5 <1 <1 >5 <1 <1 >20
transactions
per day

Billions of dollars  >10 >30 1 1 <1 1 8 >50
in daily trading
volume

*Short-term interest rate instruments.

Source: J.P. Morgan, Introduction to RiskMetrics (New York: October 1994). www.jpmorganchase.com.

Exhibit 8.2. JPM’s Trading Business.
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8.2, when JPM developed its RiskMetrics Model it had 14 active trading locations
with 120 independent units trading fixed income securities, foreign exchange, com-
modities, derivatives, emerging-market securities, and proprietary assets, with a total
daily volume exceeding $50 billion. This scale and variety of activities is typical of
the major money center banks, large overseas banks (e.g., Deutsche Bank and Bar-
clays), and major insurance companies and investment banks.

Here, we will concentrate on measuring the market risk exposure of a major FI on
a daily basis using the RiskMetrics approach. As will be discussed later, measuring
the risk exposure for periods longer than a day (e.g., five days) is under certain as-
sumptions a simple transformation of the daily risk exposure number.

Essentially, the FI is concerned with how much it can potentially lose if market
conditions move adversely tomorrow; that is:

Market risk = Estimated potential loss under adverse circumstances

More specifically, the market risk in terms of the FI's daily earnings at risk
(DEAR) has three measurable components:

Daily earnings at risk = (Dollar market value of the position)
X (Price sensitivity of the position) (1)

X (Potential adverse move in yield)

Since price sensitivity multiplied by adverse yield move measures the degree of
price volatility of an asset, we can also write Equation (1) as Equation (2):

Daily earnings at risk = (Dollar market value of the position) X (Price volatility)

(2)

How price sensitivity and an “adverse yield move” will be measured depends on
the FI and its choice of a price-sensitivity model as well as its view of what exactly
is a potentially “adverse” price (yield) move.

We concentrate on how the RiskMetrics model calculates daily earnings at risk in
three trading areas—fixed income, foreign exchange (FX), and equities—and then
how it estimates the aggregate risk of the entire trading portfolio to meet Dennis
Weatherstone’s objective of a single aggregate dollar exposure measure across the
whole bank at 4:15 pm each day.®

(@) Market Risk of Fixed-Income Securities. Suppose an FI has a $1 million market
value position in zero-coupon bonds of seven years to maturity with a face value of

6Tt is clear from the above discussion that interest rate risk (see Chapter 7) is part of market risk.
However, in market risk models we are concerned with the interest rate sensitivity of the fixed-income
securities held as part of an FI’s active trading portfolio. Many fixed-income securities are held as part
of an FI's investment portfolio. While the latter are subject to interest rate risk, they will not be included
in a market risk calculation.
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$1,631,483.7 Today’s yield on these bonds is 7.243% per annum. These bonds are
held as part of the trading portfolio. Thus,

Dollar market value of position = $1 million

The FI manager wants to know the potential exposure the FI faces should interest
rates move against the FI due to an adverse or reasonably bad market move the next
day. How much the FI will lose depends on the bond’s price volatility. We know that:

Daily price volatility = (Price sensitivity to a small change in yield)

X (Adverse daily yield move)
= (—MD) X (Adverse daily yield move) (3)

The modified duration (MD) of this bond is:3

D 7

MD = =
1+R  (1.07243)

= 6.527

given that the yield on the bond is R = 7.243%. To estimate price volatility, multiply
the bond’s MD by the expected adverse daily yield move.

Suppose we define “bad” yield changes such that there is only a 5% chance that
the yield changes will exceed this amount in either direction—or, since we are con-
cerned only with bad outcomes, and we are long in bonds, that there is 1 chance in
20 (or a 5% chance) that the next day’s yield increase (or shock) will exceed this
given adverse move.

If we assume that yield changes are normally distributed,’ we can fit a normal dis-
tribution to the histogram of recent past changes in seven-year zero-coupon interest
rates (yields) to get an estimate of the size of this adverse rate move. From statistics,
we know that 90% of the area under the normal distribution is to be found within
+1.65 standard deviations (o) from the mean—that is, 1.650. Suppose that during the
last year the mean change in daily yields on seven-year zero-coupon bonds was 0%!°

"The face value of the bonds is $1,631,483—that is, $1,631,483/(1.07243)7 = $1,000,000 market
value. In the original model prices were determined using a discrete rate of return, R;. In the 2001 docu-
ment, “Return to RiskMetrics: The Evolution of a Standard,” April 2001, prices are determined using a
continuously compounded return, ¢™f. The change was implemented because continuous compounding
has properties that facilitates mathematical treatment. For example, the logarithmic return on a zero-
coupon bond equals the difference of interest rates multiplied by the maturity of the bond. That is:

e 7 -
log<67”) = —(r—p)t

where 7 is the expected return.

8 Assuming annual compounding for simplicity.

9In reality, many asset return distributions—such as exchange rates and interest rates—have “fat
tails.” Thus, the normal distribution will tend to underestimate extreme outcomes. This is a major criti-
cism of the RiskMetrics modeling approach. (See later footnote and references.)

101f the mean were nonzero (e.g., —1 basis point), this could be added to the 16.5 bp to project the
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Only a 5% chance
that 7-year rates

will move up by
more than 16.5 basis
points (bp) a day

T T
-16.5 bp —10 bp 0 10 bp +16.5 bp
1.650'

Y

A

Exhibit 8.3. Adverse Rate Move, Seven-Year Rates.

while the standard deviation was 10 basis points (or 0.001). Thus, 1.650 is 16.5 basis
points (bp).!! In other words, over the last year, daily yields on seven-year, zero-
coupon bonds have fluctuated (either positively or negatively) by more than 16.5 bp
10% of the time. Adverse moves in yields are those that decrease the value of the se-
curity (i.e., the yield increases). These occurred 5% of the time, or 1 in 20 days. This
is shown in Exhibit 8.3.

We can now calculate the potential daily price volatility on seven-year discount
bonds using Equation (3) as:

Price volatility = (—MD) X (Potential adverse move in yield)
(—6.527) X (.00165)
—.01077 or —1.077%

Given this price volatility and the initial market value of the seven-year bond port-
folio, then Equation (2) can be used to calculate the daily earnings at risk as:!2

Daily earnings at risk = (Dollar market value of position) X (Price volatility)
= ($1,000,000) X (.01077)
= $10,770

That is, the potential daily loss on the $1 million position is $10,770 if the one bad
day in 20 occurs tomorrow.

lRiskMetrics weights more recent observations more highly than past observations (this is called ex-
ponential weighting). This allows more recent news to be more heavily reflected in the calculation of o.
Regular o calculations put an equal weight on all past observations.

12Since we are calculating loss, we drop the minus sign here.
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We can extend this analysis to calculate the potential loss over 2, 3 .. . N days. If
we assume that yield shocks are independent and daily volatility is approximately con-
stant,!3 and that the FI is “locked in” to holding this asset for N number of days, then
the N-day market value at risk (VAR) is related to daily earnings at risk (DEAR) by:

VAR = DEAR X \/N

That is, the earnings the FI has at risk, should interest rate yields move against the
FI, is a function of the value or earnings at risk for one day (DEAR) and the (square
root of the) number of days that the FI is forced to hold the securities because of an
illiquid market. Specifically, DEAR assumes that the FI can sell all the bonds tomor-
row, even at the new lower price. In reality, it may take many days for the FI to un-
load its position. This relative illiquidity of a market exposes the FI to magnified
losses (measured by the square root of N).!* If N is five days, then

VAR = $10,770 X \/5 = $24.,082
If N is 10 days, then:!?
VAR = $10,770 X V10 = $34,057

In the above calculations, we estimated price sensitivity using modified duration.
However, the RiskMetrics model generally prefers using the present value of cash
flow changes as the price sensitivity weights over modified durations. Essentially,
each cash flow is discounted by the appropriate zero-coupon rate to generate the daily
earnings at risk measure. If we used the direct cash flow calculation in this case, the
loss would be $10,771.2.16 The estimates in this case are very close.

13The assumptions that daily volatility is constant and there is no autocorrelation in yield shocks are
strong assumptions. Much recent literature suggests that shocks are autocorrelated in many asset markets
over relatively long horizons. To understand why we take the square-root of N, consider a 5-day holding
period. The o2, or five-day variance of asset returns, will equal the current one-day variance o7 times 5
under the assumptions of constant daily variance and no autocorrelation in shocks, or:

gi=01X5
The standard deviation of this equation is:
o5 =0 X V5
or in the terminology of RiskMetrics, the five-day value at risk (VARj )is:

VARs = DEAR X V5.

141n practice, a number of FIs calculate N internally by dividing the position it holds in a security by
the median daily volume of trading of that security over recent days. Thus, if trading volume is low be-
cause of a “one-way market” in that most people are seeking to sell rather than buy, then N can rise sub-
stantially (i.e., N = ($ position in security/median daily $ volume of trading)).

15Under the BIS 1998 market risk capital requirements, a 10-day holding period (N = 10) is assumed
to measure exposure.

16The initial market value of the seven-year zero was $1,000,000 or $1,631,483/(1 .07243)7. The (loss)
effect on each $1 (market value) invested in the bond of a rise in rates by 1 bp from 7.243% to 7.253%
is .0006528. However, the adverse rate move is 16.5 bp. Thus,

DEAR = ($ 1 million) X (.0006528) X (16.5) = $ 10,771.2
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(b) Foreign Exchange. Like other large FIs, J.P. Morgan Chase actively trades in
foreign exchange (FX). Remember that:

DEAR = (Dollar value of position) X (Price volatility)

Suppose the FI had a Swf 1.6 million trading position in spot Swiss Francs at the
close of business on a particular day. The FI wants to calculate the daily earnings at
risk from this position (i.e., the risk exposure on this position should the next day be
a “bad” day in the FX markets with respect to the value of the Swiss franc against the
dollar).

The first step is to calculate the dollar value of the position:

Dollar equivalent value of position = (FX position) X (Swf/$ spot exchange rate)

= (Swf 1.6 million)

X ($ per unit of foreign currency)
If the exchange rate is Swf 1.60/$1 or $0.625/Swf at the daily close, then

Dollar value of position = (Swf 1.6 million) X ($0.625/Swf)

= $1 million

Suppose that, looking back at the daily changes in the Swf/$ exchange rate over
the past year, we find that the volatility or standard deviation (o) of daily changes in
the spot exchange rate was 56.5 bp. However, suppose that the FI is interested in ad-
verse moves—that is, bad moves that will not occur more than 5% of the time, or 1
day in every 20. Statistically speaking, if changes in exchange rates are historically
“normally” distributed, the exchange rate must change in the adverse direction by
1.650 (1.65 x 56.5 bp) for this change to be viewed as likely to occur only 1 day in
every 20 days:!7

FX volatility = 1.65 X 56.5 bp = 93.2 bp or 0.932%

In other words, during the last year, the Swiss franc declined in value against the dol-
lar by 93.2 bp 5% of the time. As a result:
DEAR = (Dollar value of position) X (FX volatility)
= ($1 million) X (.00932)
= $9,320

This is the potential daily earnings exposure to adverse Swiss franc to dollar ex-
change rate changes for the FI from the Swf 1.6 million spot currency holdings.

17Technically, 90% of the area under a normal distribution lies between +1.65¢ from the mean. This
means that 5% of the time, daily exchange rate changes will increase by more than 1.650, and 5% of the
time, will decrease by 1.650. This case concerns only adverse moves in the exchange rate of Swiss francs
to dollars (i.e., a depreciation of 1.650).
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(c) Equities. Many large Fls also take positions in equities. As is well known from
the Capital Asset Pricing Model (CAPM), there are two types of risk to an equity po-
sition in an individual stock i:!8

Total risk = Systematic risk + Unsystematic risk
(07) = (Biom) + (o2)

Systematic risk reflects the comovement of that stock with the market portfolio
(reflected by the stock’s beta (B;) and the volatility of the market portfolio (o),
while unsystematic risk is specific to the firm itself (o;,).

In a very well-diversified portfolio, unsystematic risk (c2;) can be largely diver-
sified away (i.e., will equal zero), leaving behind systematic (undiversifiable) market
risk (B?02,). If the FI's trading portfolio follows (replicates) the returns on the stock
market index, the 3 of that portfolio will be 1 since the movement of returns on the
FI’s portfolio will be one to one with the market,!® and the standard deviation of the
portfolio, o;;, will be equal to the standard deviation of the stock market index, o,,,.

Suppose the FI holds a $1 million trading position in stocks that reflect a U.S.
stock market index (e.g., the Wilshire 5000). Then 8 = 1 and the DEAR for equities
is:

DEAR = (Dollar market value of position) X (Stock market return volatility)
= ($1,000,000) X (1.65 o)

If over the last year, the o, of the daily returns on the stock market index was 2%,
then 1.65 o, = 3.3% (i.e., the adverse change or decline in the daily return on the
stock market exceeded 3.3% only 5% of the time). In this case:

DEAR = ($1,000,000) X (0.033)
= $33,000

That is, the FI stands to lose at least $33,000 in earnings if adverse stock market re-
turns materialize tomorrow.

In less well diversified portfolios or portfolios of individual stocks, the effect of
unsystematic risk o,;; on the value of the trading position would need to be added.
Moreover, if the CAPM does not offer a good explanation of asset pricing compared
to, say, multi-index arbitrage pricing theory (APT), a degree of error will be built into
the DEAR calculation.??

(d) Portfolio Aggregation. The preceding sections analyzed the daily earnings at
risk of individual trading positions. The examples considered a seven-year, zero-
coupon, fixed-income security ($1 million market value), a position in spot Swf ($1

18This assumes that systematic and unsystematic risks are independent of each other.

191f B # 1, as in the case of most individual stocks, DEAR = dollar value of position X Bj x 1.650,,,
where S3; is the systematic risk of the ith stock.

20As noted in the introduction, derivatives are also used for trading purposes. To calculate its DEAR,
a derivative has to be converted into a position in the underlying asset (e.g., bond, FX, or equity).
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million market value), and a position in the U.S. stock market index ($1 million mar-
ket value). The individual DEARs were:

 Seven-year zero-coupon bonds = $10,770
» Swf spot = $9,320
» U.S. equities = $33,000

However, senior management wants to know the aggregate risk of the entire trad-
ing position. To calculate this, we cannot simply sum the three DEARs—$10,770 +
$9,320 + $33,000 = $53,090—because this ignores any degree of offsetting covari-
ance or correlation among the fixed-income, FX, and equity trading positions. In par-
ticular, some of these asset shocks (adverse moves) may be negatively correlated. As
is well known from modern portfolio theory, negative correlations among asset
shocks will reduce the degree of portfolio risk.

Exhibit 8.4 shows a hypothetical correlation matrix between daily seven-year
zero-coupon bond yield changes, Swf/$ spot exchange rate changes, and changes in
daily returns on a U.S. stock market index (Wilshire 5000). From the correlation be-
tween the seven-year zero-coupon bonds and Swi/$ exchange rates, p, s is negative
(-.2), while the seven-year zero-coupon yield changes with, respectively, U.S. stock
returns, p, ;5. (-4) and Swi/$ shocks, pys s,z (-1) are positively correlated.

Using the correlation matrix along with the individual asset DEARs, we can cal-

culate the risk or standard deviation of the whole (three-asset) trading portfolio as:2!

1172
DEAR portfolio = | [DEAR,)* + (DEARg,s)* + (DEARy 5)* /

+ (2 X p s X DEAR, X DEARYg,,)
+ (2 X p.ys. X DEAR, X DEARy )

“4)

This is a direct application of modern portfolio theory (MPT) since DEARs are di-
rectly similar to standard deviations. Substituting into this equation the calculated in-

21This is a standard relationship from modern portfolio theory in which the standard deviation or risk
of a portfolio of three assets is equal to the square root of the sum of the variances of returns on each of
the three assets individually plus two times the covariance among each pair of these assets. With three
assets there are three covariances. Here we use the fact that a correlation coefficient times the standard
deviations on each pair of assets equals the covariance between each pair of assets. Note that DEAR is
measured in dollars and has the same dimensions as a standard deviation.

Seven-Year Zero Swi/$1 U.S. Stock Index
Seven-year zero — -2 4
Swi/$1 — .1

U.S. stock index _

Exhibit 8.4. Correlations (pjj) among Assets.
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dividual DEARs (in thousands of dollars), we get

2

[(10.77)% + (9.32)% + (33)* + 2(—.2)(10.77)(9.32) :
+ 2(.4)(10.77)(33) + 2(.1)(9.32)(33)]

DEAR portfolio

$39,969

The equation indicates that considering the risk of each trading position as well as
the correlation structure among those positions’ returns results in a lower measure of
portfolio trading risk ($39,969) than when risks of the underlying trading positions
(the sum of which was $53,090) are added. A quick check will reveal that had we as-
sumed that all three assets were perfectly positively correlated (i.e., p;; = 1), DEAR
for the portfolio would have been $53,090. Clearly, even in abnormal market condi-
tions, assuming that asset returns are perfectly correlated will exaggerate the degree
of actual trading risk exposure.

Exhibit 8.5 shows the type of spreadsheet used by FIs such as J.P. Morgan Chase
to calculate DEAR. As you can see, in this example positions can be taken in 15 dif-
ferent country (currency) bonds in eight different maturity buckets.?? There is also
a column for FX risk (and, if necessary, equity risk) in these different country mar-
kets, although in this example the FI has no FX risk exposure (all of the cells are
empty).

In the example in Exhibit 8.5, while the FI is holding offsetting long and short po-
sitions in both German and French bonds, it is still exposed to trading risks of
$48,000 and $27,000, respectively (see the column Interest DEAR). This happens be-
cause the French yield curve is more volatile than the German and shocks at differ-
ent maturity buckets are not equal. The DEAR figure for a U.S. bond position of long
$20 million is $76,000. Adding these three positions yields a DEAR of $151,000.
However, this ignores the fact that German, French, and U.S. yield shocks are not
perfectly correlated. Allowing for diversification effects (the “portfolio effect”) re-
sults in a total DEAR of only $89,000. This would be the number reported to the FI’s
senior management. Exhibit 8.6 reports the average, minimum, and maximum daily
earnings at risk for several large U.S. commercial banks at year-end 2000. J.P. Mor-
gan Chase was exposed to a maximum of $43 million in 2000.

Currently, the number of markets covered by J.P. Morgan Chase’s traders and the
number of correlations among those markets require the daily production and updat-
ing of over 450 volatility estimates (o) and correlations (p). These data are updated
daily.

22Bonds held with different maturity dates (e.g., six years) are split into two and allocated to the near-
est two of the eight maturity buckets (here, five years and seven years) using three criteria:

1. The sum of the current market value of the two resulting cash flows must be identical to the mar-
ket value of the original cash flow.

2. The market risk of the portfolio of two cash flows must be identical to the overall market risk of
the original cash flow.

3. The two cash flows have the same sign as the original cash flow.

See J.P.Morgan, RiskMetrics—Technical document, November 1994 and Return to RiskMetrics: The
Evolution of a Standard, April 2001. www.jpmorganchase.com or www.riskmetrics.com.
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Average DEAR Minimum DEAR Maximum DEAR
Name for the year 2000 during 2000 during 2000
Bank of America $42 $25 $53
Bank One 14 8 19
Citicorp 45 28 96
First Union 10 5 16
FleetBoston Financial 40 28 59
J.P. Morgan Chase 28 18 43

*The figures are based on these banks’ internal models, i.e., they may be based on method-
ologies other than RiskMetrics—see below.

Source: Year 2000 10-K reports for the respective companies.

Exhibit 8.6. Daily Earnings at Risk for Large U.S. Commercial Banks, 2000* (in millions of
dollars).

8.5 HISTORIC OR BACK SIMULATION APPROACH. A major criticism of RiskMet-
rics is the need to assume a symmetric (normal) distribution for all asset returns.?
Clearly, for some assets, such as options and short-term securities (bonds), this is
highly questionable. For example, the most an investor can lose if he or she buys a
call option on an equity is the call premium; however, the investor’s potential upside
returns are unlimited. In a statistical sense, the returns on call options are nonnormal
since they exhibit a positive skew.2*

Because of these and other considerations discussed below, the large majority of
FIs that have developed market risk models have employed a historic or back simu-
lation approach. The advantages of this approach are that (1) it is simple, (2) it does
not require that asset returns be normally distributed, and (3) it does not require that
the correlations or standard deviations of asset returns be calculated.

23 Another criticism is that VAR models like RiskMetrics ignore the (risk in the) payments of accrued
interest on an FI’s debt securities. Thus, VAR models will underestimate the true probability of default
and the appropriate level of capital to be held against this risk (see P. Kupiec, “Risk Capital and VAR,”
The Journal of Derivatives, Winter 1999, pp. 41-52). Also, Johansson, Seiles, and Tjarnberg find that be-
cause of the distributional assumptions, while RiskMetrics produces reasonable estimates of downside
risk of FIs with highly diversified portfolios, FIs with small, undiversified portfolios will significantly un-
derestimate their true risk exposure using RiskMetrics (see, F. Johansson, M. J. Seiles, and M. Tjarnberg,
“Measuring Downside Portfolio Risks,” The Journal of Portfolio Management, Fall 1999, pp. 96-107).
Finally, a number of authors have argued that many asset distributions have “fat tails” and that RiskMet-
rics, by assuming the normal distribution, underestimates the risk of extreme losses. See, for example,
Salih F. Neftci, “Value at Risk Calculations, Extreme Events and Tail Estimations,” Journal of Deriva-
tives, Spring 2000, pp. 23-37. One alternative approach to dealing with the “fat-tail” problem is extreme
value theory. Simply put, one can view an asset distribution as being explained by two distributions. For
example, a normal distribution may explain returns up to the 95% threshold, but for losses beyond that
threshold another distribution such as the generalized Pareto distribution may provide a better explana-
tion of loss outcomes such as the 99% level and beyond. In short, the normal distribution is likely to un-
derestimate the importance and size of observations in the tail of the distribution which is after all what
value at risk models are meant to be measuring (see, also, Alexander J. McNeil, “Extreme Value Theory
for Risk Managers,” Working Paper, Department of Mathematics, ETH Zentrom, Ch-8092, Zurich,
Switzerland, May 17, 1999).

24For a normal distribution, its skew (which is the third moment of a distribution) is zero.



8.5 HISTORIC OR BACK SIMULATION APPROACH 8-+ 15

The essential idea is to take the current market portfolio of assets (FX, bonds, eq-
uities, etc.) and revalue them on the basis of the actual prices (returns) that existed on
those assets yesterday, the day before that, and so on. Frequently, the FI will calcu-
late the market or value risk of its current portfolio on the basis of prices (returns)
that existed for those assets on each of the last 500 days. It will then calculate the 5%
worst case, that is, the portfolio value that has the 25th lowest value out of 500. That
is, on only 25 days out of 500, or 5% of the time, would the value of the portfolio fall
below this number based on recent historic experience of exchange rate changes, eq-
uity price changes, interest rate changes, and so on.

Consider the following simple example in Exhibit 8.7 where a U.S. FI is trading
two currencies: the Japanese yen and the Swiss franc. At the close of trade on De-
cember 1, 2003, it has a long position in Japanese yen of 500,000,000 and a long po-
sition in Swiss francs of 20,000,000. It wants to assess its VAR. That is, if tomorrow
is that one bad day in 20 (the 5% worst case), how much does it stand to lose on its
total foreign currency position? As shown in Exhibit 8.7, six steps are required to cal-
culate the VAR of its currency portfolio. It should be noted that the same method-
ological approach would be followed to calculate the VAR of any asset, liability, or
derivative (bonds, options, etc.) as long as market prices were available on those as-
sets over a sufficiently long historic time period.

» Step 1: Measure exposures. Convert today’s foreign currency positions into dol-
lar equivalents using today’s exchange rates. Thus, in evaluating the FX position
of the FI on December 1, 2003, it has a long position of $3,846,154 in yen and
$14,285,714 in Swiss francs.

» Step 2: Measure sensitivity. Measure the sensitivity of each FX position by cal-
culating its delta, where delta measures the change in the dollar value of each FX
position if the yen or the Swiss franc depreciates (declines in value) by 1%
against the dollar. As can be seen from Exhibit 8.7, line 6, the delta for the Japan-
ese yen position is —$38,081, and for the Swiss franc position it is —$141,442.

» Step 3: Measure risk. Look at the actual percentage changes in exchange rates,
yen/$ and Swf/$, on each of the past 500 days. Thus, on November 30, 2003, the
yen declined in value against the dollar over the day by 0.5% while the Swiss
franc declined in value against the dollar by 0.2%. (It might be noted that if the
currencies were to appreciate in value against the dollar, the sign against the
number in row 7 of Exhibit 8.7 would be negative; that is, it takes fewer units
of foreign currency to buy a dollar than it did the day before). As can be seen in
row 8, combining the delta and the actual percentage change in each FX rate
means a total loss of $47,328.9 if the FI had held the current ¥500,000,000 and
Swf 20,000,000 positions on that day (November 30, 2003).

» Step 4: Repeat Step 3. Step 4 repeats the same exercise for the yen and Swiss
franc positions but uses actual exchange rate changes on November 29, 2003;
November 28, 2003; and so on. That is, we caluclate the FX losses and/or gains
on each of the past 500 trading days, excluding weekends and holidays, when
the FX market is closed. This amounts to going back in time over two years. For
each of these days the actual change in exchange rates is calculated (row 7) and
multiplied by the deltas of each position (the numbers in row 6 of Exhibit 8.7).
These two numbers are summed to attain total risk measures for each of the past
500 days.
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Yen Swiss Franc

Step 1. Measure Exposures
1. Closing position on December 1, 2003 500,000,000 20,000,000
2. Exchange rate on December 1, 2003 ¥130/%1 Swf 1.4/$1
3. U.S. $ equivalent position on December 1, 2003 3,846,154 14,285,714
Step 2. Measure Sensitivity
4. 1.01 x current exchange rate ¥131.3 Swf 1.414
5. Revalued position in $s 3,808,073 14,144,272
6. Delta of position ($s) (measure of sensitivity

to a 1% adverse change in exchange rate, or

row 5 minus row 3) -38,081 -141,442

Step 3. Measure risk of December 1, 2003, closing position using exchange rates
that existed on each of the last 500 days

November 30, 2003 Yen Swiss Franc
7. Change in exchange rate (%) on November 30, 2003 0.5% 0.2%
8. Risk (delta x change in exchange rate) -19,040.5 -28,288.4

9. Sum of risks = -$47,328.9

Step 4. Repeat Step 3 for each of the remaining 499 days
November 29, 2003

April 15, 2002

November 30, 2001

Step 5. Rank days by risk from worst to best

DATE RISK ($)

1. May 6, 2002 -$105,669

2. Jan 27,2003 -$103,276

3. Dec 1, 2001 -$ 90,939
25. N.ov/ 30, 2003 -$ 47,3289

499. A}:.)ril 8, 2003 +$ 98,833

500. July 28, 2002 +$108,376

Step 6. VAR (25th worst day out of last 500)
VAR = -$47,328.9 (November 30, 2003)

Exhibit 8.7. Hypothetical Example of the Historic or Back Simulation Approach Using
Two Currencies as of December 1, 2003.
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» Step 5: Rank days by risk from worst to best. These risk measures can then be
ranked from worst to best. Clearly the worst-case loss would have occurred on
this position on May 6, 2002, with a total loss of $105,669. While this “worst-
case scenario” is of interest to FI managers, we are interested in the 5% worst
case, that is, a loss that does not occur more than 25 days out of the 500 days
(25 + 500 equals 5%). As can be seen, in our example, the 25th worst loss out
of 500 occurred on November 30, 2003. This loss amounted to $47,328.9.

» Step 6: VAR. If it is assumed that the recent past distribution of exchange rates
is an accurate reflection of the likely distribution of FX rate changes in the fu-
ture—that exchange rate changes have a “stationary” distribution—then the
$47,328.9 can be viewed as the FX value at risk (VAR) exposure of the FI on De-
cember 1, 2003. That is, if tomorrow (in our case December 2, 2003) is a bad
day in the FX markets, and given the FI's position of long yen 500 million and
long Swf 20 million, the FI can expect to lose $47,328.9 (or more) with a 5%
probability. This VAR measure can then be updated every day as the FX position
changes and the delta changes. For example, given the nature of FX trading, the
positions held on December 5, 2003, could be very different from those held on
December 1, 2003.25

(a) Historic (Back Simulation) Model versus RiskMetrics. One obvious benefit of the
historic or back simulation approach is that we do not need to calculate standard de-
viations and correlations (or assume normal distributions for asset returns) to calcu-
late the portfolio risk figures in row 9 of Exhibit 8.7.26 A second advantage is that it
directly provides a worst-case scenario number, in our example, a loss of $105,669—
see step 5. RiskMetrics, since it assumes asset returns are normally distributed—that
returns can go to plus and minus infinity—provides no such worst-case scenario
number.?’

The disadvantage of the back simulation approach is the degree of confidence we
have in the 5% VAR number based on 500 observations. Statistically speaking, 500 ob-
servations are not very many, and so there will be a very wide confidence band (or
standard error) around the estimated number ($47,328.9 in our example). One possi-
ble solution to the problem is to go back in time more than 500 days and estimate the
5% VAR based on 1,000 past daily observations (the 50th worst case) or even 10,000
past observations (the 500th worst case). The problem is that as one goes back farther
in time, past observations may become decreasingly relevant in predicting VAR in the
future. For example, 10,000 observations may require the FI to analyze FX data going
back 40 years. Over this period we have moved through many very different FX

25 As in RiskMetrics, an adjustment can be made for illiquidity of the market, in this case, by assum-
ing the FI is locked into longer holding periods. For example, if it is estimated that it will take 5 days for
the FI to sell its FX position then it will be interested in the weekly (i.e., 5 trading days) changes in FX
rates in the past. One immediate problem is that with 500 past trading days only 100 weekly periods
would be available, which reduces the statistical power of the VAR estimate (see below).

26The reason for this is that the historic or back simulation approach uses actual exchange rates on
each day that implicitly include correlations or comovements with other exchange rates and asset returns
on that day.

27The 5% number in RiskMetrics tells us that we will lose more than this amount on 5 days out of
every 100; it does not tell us the maximum amount we can lose. As noted in the text, theoretically, with
a normal distribution, this could be an infinite amount.
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regimes: from relatively fixed exchange rates in the 1950-1970 period, to relatively
floating exchange rates in the 1970s, to more managed floating rates in the 1980s and
1990s, to the abolition of exchange rates and the introduction of the European Cur-
rency Unit in 11 European countries in January 2002. Clearly, exchange rate behavior
and risk in a fixed exchange-rate regime will have little relevance to an FX trader or
market risk manager operating and analyzing risk in a floating-exchange rate regime.

This seems to confront the market risk manager with a difficult modeling problem.
There are, however, at least two approaches to this problem. The first is to weight
past observations in the back simulation unequally, giving a higher weight to the
more recent past observations.2® The second is to use a Monte Carlo simulation ap-
proach that generates additional observations that are consistent with recent historic
experience. The latter approach in effect amounts to simulating or creating artificial
trading days and FX rate changes.

(b) Monte Carlo Simulation Approach. To overcome the problems imposed by a
limited number of actual observations, additional observations (in our example, FX
changes) can be generated. Normally, the simulation or generation of these additional
observations is structured so that returns or rates generated reflect the probability
with which they have occurred in recent historic time periods. The first step is to cal-
culate the historic variance—covariance matrix () of FX changes. This matrix is
then decomposed into two symmetric matrices, A and A”. The only difference be-
tween A and A’ is that the numbers in the rows of A become the numbers in the
columns of A”. This decomposition? then allows us to generate “scenarios” for the
FX position by multiplying the A” matrix by a random number vector z: 10,000 ran-
dom values of z are drawn for each FX exchange rate.3? The A”matrix, which reflects
the historic correlations among FX rates, results in realistic FX scenarios being gen-
erated when multiplied by the randomly drawn values of z. The VAR of the current
position is then caluculated as in Exhibit 8.7, except that in the Monte Carlo approach
the VAR is the 500th worst simulated loss out of 10,000.!

8.6 REGULATORY MODELS: THE BIS STANDARDIZED FRAMEWORK The develop-
ment of internal market risk models by FIs such as J.P. Morgan Chase was partly in
response to proposals by the Bank for International Settlement (BIS) in 1993 to
measure and regulate the market risk exposures of banks by imposing capital re-
quirements on their trading portfolios.32 The BIS is a organization encompassing the
largest central banks in the world. After refining these proposals over a number of
years, the BIS (including the Federal Reserve) decided on a final approach to meas-
uring market risk and the capital reserves necessary for an FI to hold to withstand and

28See J. Boudoukh, M. Richardson, and X. R. Whitelaw, “The Best of Both Worlds: A Hybrid Ap-
proach to Calculating Value at Risk,” New York University Finance Department, Working Paper, 1998.

29The technical term for this procedure is the Cholesky decomposition, where Y, = AA’.

30Technically, let y be an FX scenario; then y = A’z. For each FX rate, 10,000 values of z are ran-
domly generated to produce 10,000 values of y. The y values are then used to revalue the FX position and
calculate gains and losses.

31See, for example, J.P. Morgan, RiskMetrics, Technical Document, 4th ed., 1997.

32BIS, Basel Committee on Banking Supervision, “The Supervisory Treatment of Market Risks,”
Basel, Switzerland, April 1993; and “Proposal to Issue a Supplement to the Basel Accord to Cover Mar-
ket Risks,” Basel, Switzerland, April 1995.
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survive market risk losses. Since January 199833 banks in the countries that are
members of the BIS can calculate their market risk exposures in one of two ways.
The first is to use a simple standarized framework (to be discussed below). The sec-
ond, with regulatory approval, is to use their own internal models, which are similar
to the models described above. However, if an internal model is approved for use in
calculating capital requirements for the FI, it is subject to regulatory audit and cer-
tain constraints. Before looking at these constraints, we examine the BIS standard-
ized framework for, respectively, fixed-income securities, foreign exchange, and eq-
uities. Additional details of this model can be found at the BIS Website, www.bis.org.

(a) Fixed Income. We can examine the BIS standardized framework for measuring
the market risk on the fixed-income (or debt security) trading portfolio by using the
example for a typical FI provided by the BIS (see Exhibit 8.8). Panel A in Exhibit 8.8
lists the security holdings of an FI in its trading account. The FI holds long and short
positions in—column (3)—various quality debt issues—column 2—with maturities
ranging from one month to over 20 years—column (1). Long positions have positive
values; short positions have negative values. To measure the risk of this trading port-
folio, the BIS uses two capital charges: (1) a specific risk charge—columns (4) and
(5)—and (2) a general market risk charge —columns (6) and (7).

(i) Specific Risk Charge. The specific risk charge is meant to measure the risk of a
decline in the liquidity or credit risk quality of the trading portfolio over the FI’s
holding period. As column (4) in panel A of Exhibit 8.8 indicates, treasuries have a
zero risk weight, while junk bonds (e.g., 10-15 year nonqualifying “Non Qual” cor-
porate debt) have a risk weight of 8%. As shown in Exhibit 8.8, multiplying the ab-
solute dollar values of all the long and short positions in these instruments—column
(3)—by the specific risk weights— column (4)—produces a specific risk capital or
requirement charge for each position—column (5). Summing the individual charges
for specific risk gives the total specific risk charge of $229.34

(ii) General Market Risk Charge. The general market risk charges or weights—
column (6)—reflect the product of the modified durations and interest rate shocks ex-
pected for each maturity.’®> The weights in Exhibit 8.8 range from zero for the 0—1
month Treasuries to 6% for the long-term (longer than 20 years to maturity) quality
corporate debt securities. The positive or negative dollar values of the positions in
each instrument—column (3)—are multiplied by the general market risk weights—

33The requirements were introduced earlier in 1996 in the European Union.

34Note that the risk weights for specific risks are not based on obvious theory, empirical research, or
past experience. Rather, the weights are based on regulators’ perceptions of what was appropriate when
the model was established.

35For example, for 15-20 year Treasuries in Exhibit 8.8 the modified duration is assumed to be 8.75
years, and the expected interest rate shock is 0.60%. Thus, 8.75 x 0.6 = 5.25, which is the general mar-
ket risk weight for these securities shown in Exhibit 8.8. Multiplying 5.25 by the $1,500 long position in
these securities results in a general market risk charge of $78.75. Note that the shocks assumed for short-
term securities, such as 3-month T-bills, are larger (at 1%) than those assumed for longer maturity secu-
rities. This reflects the fact that short-term rates are more impacted by monetary policy. Finally, note that
the standardized model combines unequal rate shocks with estimated modified durations to calculate
market risk weights. Technically, this violates the underlying assumptions of the duration model which
assumes parallel yield shifts at each maturity.
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Panel A: FI Holdings and Risk Charges

Specific Risk General Market Risk
M 2) 3) ) (5) (6) )
Time Band Issuer Position ($)  Weight (%) Charge  Weight (%) Charge
0-1 month Treasury 5,000 0.00% 0.00 0.00% 0.00
1-3 months  Treasury 5,000 0.00 0.00 0.20 10.00
3-6 months  Qual Corp 4,000 0.25 10.00 0.40 16.00
6-12 months  Qual Corp (7,500) 1.00 75.00 0.70 (52.50)
1-2 years Treasury (2,500) 0.00 0.00 1.25 (31.25)
2-3 years Treasury 2,500 0.00 0.00 1.75 43.75
3—4 years Treasury 2,500 0.00 0.00 2.25 56.25
3—4 years Qual Corp (2,000) 1.60 32.00 2.25 (45.00)
4-5 years Treasury 1,500 0.00 0.00 2.75 41.25
5-7 years Qual Corp (1,000) 1.60 16.00 3.25 (32.50)
7-10 years Treasury (1,500) 0.00 0.00 3.75 (56.25)
10-15 years Treasury (1,500) 0.00 0.00 4.50 (67.50)
10-15 years Non Qual 1,000 8.00 80.00 4.50 45.00
15-20 years Treasury 1,500 0.00 0.00 5.25 78.75
>20 years Qual Corp 1,000 1.60 16.00 6.00 60.00
Specific risk 229.00
Residual general market risk 66.00
Panel B: Calculation of Capital Charge
(M 2) 3) ) (5) (6) )
Charge
1. Specific Risk 229.00
2. Vertical Offsets within Same Time Bands
Time Band Longs Shorts Residual* Offset Disallowance Charge
3-4 years 56.25 (45.00) 11.25 45.00 10.00% 4.50
10-15 years 45.00 (67.50) (22.50) 45.00 10.00 4.50
3. Horizontal Offsets within Same Time Zones
Zone 1
0-1 month 0.00
1-3 months 10.00
3-6 months 16.00
6-12 months (52.50)
Total zone 1 26.00 (52.50) (26.50) 26.00 40.00% 10.40
Zone 2
1-2 years (31.25)
2-3 years 43.75
3—-4 years 11.25
Total zone 2 55.00 (31.25) 23.75 31.25 30.00% 9.38
Zone 3
4-5 years 41.25
5-7 years (31.50)
7-10 years (56.25)
10-15 years (22.50)
15-20 years 78.75
>20 years 60.00
Total zone 3 180.00 (111.25) 68.75 111.25 30.00% 33.38

(continued)

Exhibit 8.8.

BIS Market Risk Calculation (Debt Securities, Sample Market Risk Calcula-
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Time Band Longs Shorts Residual*  Offset Disallowance Charge

4. Horizontal Offsets between Time Zones

Zones 1 and 2 23.75 (26.50) (2.75) 23.75 40.00% 9.50
Zones 1 and 3 68.75 (2.75) 66.00 2.75 150.00% 4.12
5. Total Capital Charge
Specific risk 229.00
Vertical disallowances 9.00
Horizontal disallowances
Offsets within same time zones 53.16
Offsets between time zones 13.62
Residual general market risk after all offsets 66.00
Total 370.78

*Residual amount carried forward for additional offsetting as appropriate.
Note: Qual Corp is an investment grade debt issue (e.g., rated BBB and above). Non Qual is
a below investment grade debt issue (e.g., rated BB and below), that is, a “junk bond.”

Exhibit 8.8. (Continued)

column 6—to determine the general market risk charge of $66 for the whole fixed-
income portfolio.

(i) Vertical Offsets. The BIS model assumes that long and short positions, in the
same maturity bucket but in different instruments, cannot perfectly offset each other.
Thus, the $66 general market risk charge tends to underestimate interest rate or price
risk exposure. For example, the FI is short $1,500 in 10-15 year U.S. Treasuries pro-
ducing a market risk charge of $67.50 and is long $1,000 in 10-15 year junk bonds
(with a risk charge of $45). However, because of basis risk—that is, the fact that the
rates on Treasuries and junk bonds do not fluctuate exactly together—we cannot as-
sume that a $45 short position in junk bonds is hedging an equivalent ($45) risk value
of U.S. Treasuries of the same maturity. Similarly, the FI is long $2,500 in three- to
four-year Treasuries (with a general market risk charge of $56.25) and short $2,000 in
three- to four-year quality corporate bonds (with a risk charge of $45). To account for
this, the BIS requires additional capital charges for basis risk, called vertical offsets or
disallowance factors. We show these calculations in part 2 of panel B in Exhibit 8.8

In panel B, column 1 lists the time bands for which the bank has both a long and
short position. Columns (2) and (3) list the general market risk charges—from col-
umn (7) of panel A—resulting from the positions, and column (4) lists the difference
(or residual) between the charges. Column (5) reports the smallest value of the risk
charges for each time band (or offset). As listed in column (6), the BIS disallows
10%3¢ of the $45 position in corporate bonds in hedging $45 of the Treasury bond
position. This results in an additional capital charge of $4.50 ($45 x 10%).37 The total
charge for all vertical offsets is $9.

36Note again that the disallowance factors were set subjectively by regulators.

3ntuitively, this implies that long-term U.S. Treasury rates and long-term junk bond rates are ap-
proximately 90% correlated. However, in the final plan, it was decided to cut vertical disallowance fac-
tors in half. Thus, a 10% disallowance factor becomes a 5% disallowance factor, and so on.
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(iv) Horizontal Offsets within Time Zones. In addition, the debt trading portfolio is
divided into three maturity zones: 1 (1 month to 12 months), 2 (more than 1 year to
4 years), and 3 (more than 4 years to 20 years plus). Again because of basis risk (i.e.,
the imperfect correlation of interest rates on securities of different maturities), short
and long positions of different maturities in these zones will not perfectly hedge each
other. This results in additional (horizontal) disallowance factors of 40% (zone 1),
30% (zone 2), and 30% (zone 3),3® Part 3 of the bottom panel in Exhibit 8.8 shows
these calculations. The horizontal offsets are calculated using the sum of the general
market risk charges from the long and short positions in each time zone—columns
(2) and (3). As with the vertical offsets, the smallest of these totals is the “offset”
value against which the disallowance is applied. For example, the total zone 1
charges for long positions is $26.00 and for short positions is ($52.00). A disal-
lowance of 40% of the offset value (the smaller of these two values), $26.00 is
charged, that is, $10.40 ($26 x 40%). Repeating this process for each of the three
zones produces additional (horizontal offset) charges totaling $53.16.

(v) Horizontal Offsets between Time Zones. Finally, because interest rates on short ma-
turity debt and long maturity debt do not fluctuate exactly together, a residual long or
short position in each zone can only partly hedge an offsetting position in another zone.
This leads to a final set of offsets or disallowance factors between time zones, part 4 of
panel B of Exhibit 8.8. Here the BIS model compares the residual charges from zones
1 ($26.50) and 2 ($23.75). The difference, $2.75, is then compared to the residual from
zone 3 ($68.75). The smaller of each zone comparison is again used as the “offset”
value against which a disallowance of 40% for adjacent zones? and 150%*° for non-
adjacent zones, respectively, is applied. The additional charges here total $13.62.

Summing the specific risk charges ($299), the general market risk charge ($66),
and the basis risk or disallowance charges ($9.00 + $53.16 + $13.62) produces a total
capital charge of $370.78 for this fixed income trading portfolio.*!

(b) Foreign Exchange. The standardized model or framework requires the FI to cal-
culate its net exposure in each foreign currency—yen, DM, and so on—and then con-
vert this into dollars at the current spot exchange rate. As shown in Exhibit 8.9, the FI
is net long (million dollar equivalent) $50 yen, $100 DM, and $150 £s while being
short $20 French francs and $180 Swiss francs. Its total currency long position is
$300, and its total short position is $200. The BIS standardized framework imposes a
capital requirement equal to 8% times the maximum absolute value of the aggregate
long or short positions. In this example, 8% times $300 million = $24 million. This
method of calculating FX exposure assumes some partial but not complete offsetting
of currency risk by holding opposing long or short positions in different currencies.

(c) Equities. As discussed in the context of the RiskMetrics market value model, the
two sources of risk in holding equities are (1) a firm specific, or unsystematic, risk el-

38The zones were also set subjectively by regulators.

39For example, zones 1 and 2 are adjacent to each other in terms of maturity. By comparison zones 1
and 3 are not adjacent to each other.

40This adjustment of 150% was later reduced to 100%.

4IThis number can also be recalculated in risk-adjusted asset terms to compare with risk-adjusted as-
sets on the banking book. Thus, if capital is meant to be a minimum of 8% of risk-adjusted assets, then
$370.78 x (1/1.08), or $370.78 x 12.5 = $4,634.75 is the equivalent amount of trading book “risk-ad-
justed assets” supported by this capital requirement.
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Once a bank has calculated its net position in each foreign currency, it converts each posi-
tion into its reporting currency and calculates the risk (capital) measure as in the following
example, in which the position in the reporting currency (dollars) has been excluded:

Yen* DM GB Fr fr SW fr

+50 +100 +150 -20 -180
N N
+300 -200

The capital charge would be 8 percent of the higher of the longs and shorts (i.e., 300).
*All currencies in $ equivalents.

Source: BIS, 1993. www.bis.org.

Exhibit 8.9. Example of the BIS Standardized Framework Measure of Foreign Exchange
Risk (in millions of dollars).

ement and (2) a market, or systematic, risk element. The BIS charges for unsystem-
atic risk by adding the long and short positions in any given stock and applying a 4%
charge against the gross position in the stock (called the x factor). Suppose stock num-
ber 2, in Exhibit 8.10, is IBM. The FI has a long $100 million and short $25 million
position in that stock. Its gross position that is exposed to unsystematic (firm-specific)
risk is $125, which is multiplied by 4% to give a capital charge of $5 million.

Market or systematic risk is reflected in the net long or short position (the so-
called y factor). In the case of IBM, this risk is $75 million ($100 long minus $25
short). The capital charge would be 8% against the $75 million, or $6 million. The
total capital charge (x factor + y factor) is $11 million for this stock.

This approach is very crude, basically assuming the same systematic risk factor
(B) for every stock. It also does not fully consider the benefits from portfolio diver-
sification (i.e., that unsystematic risk is not diversified away).

8.7 BIS REGULATIONS AND LARGE BANK INTERNAL MODELS. As discussed pre-
viously, the BIS capital requirement for market risk exposure introduced in January
1998 allows large banks (subject to regulatory permission) to use their own internal
models to calculate market risk instead of the standardized framework. However, the
required captial calculation has to be relatively conservative compared to that pro-
duced internally. A comparison of the BIS requirement for large banks using their in-
ternal models with RiskMetrics indicates the following in particular.

* In calculating DEAR, the FI must define an adverse change in rates as being in
the 99th percentile rather than in the 95th percentile (multiply o by 2.33 rather
than by 1.65 as under RiskMetrics).

* The FI must assume the minimum holding period to be 10 days (this means that
RiskMetrics’ daily DEAR would have to be multiplied by \/10).

The FI must consider its proposed captial charge or requirement as the higher of:

« The previous day’s VAR (value at risk or DEAR x \/10).
» The average daily VAR over the previous 60 days times a multiplication factor
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with a minimum value of 3 (i.e., Capital charge = (DEAR) X (\@) X (3)). In
general, the multiplication factor makes required capital significantly higher
than VAR produced from private models.

However, to reduce the burden of capital needs, an additional type of capital can
be raised by FIs to meet the capital charge (or requirement). For example, suppose
the portfolio DEAR was $10 million using the 1% worst case (or 99th percentile).*?
The minimum capital charge would be:*3

Capital charge = ($10 million) X (V/10) X (3) = $94.86 million

Capital provides an internal insurance fund to protect an FI, its depositors and other
liability holders, and the insurance fund (e.g., the FDIC fund) against losses. The BIS
permits three types of capital to be held to meet this capital requirement: Tier 1, Tier 2,
and Tier 3. Tier 1 capital is essentially retained earnings and common stock, Tier 2 is
essentially long-term subordinated debt (over five years), and Tier 3 is short-term sub-
ordinated debt with an original maturity of at least two years. Thus, the $94.86 million
in the example above can be raised by any of the three capital types subject to the two
following limitations: (1) Tier 3 capital is limited to 250% of Tier 1 capital, and (2) Tier
2 capital can be substituted for Tier 3 capital up to the same 250% limit. For example,
suppose Tier 1 capital was $27.10 million and the FI issued short-term Tier 3 debt of
$67.76 million. Then the 250% limit would mean that no more Tier 3 (or Tier 2) debt
could be issued to meet a target above $94.86 ($27.1 x 2.5 = $67.76) without additional
Tier 1 capital being added. This capital charge for market risk would be added to the
capital charge for credit risk and operational risk to get the FI’s total capital requirement.

Exhibit 8.11 lists the market risk capital requirement to the total capital requirement
for several large U.S. bank holding companies as of the first quarter of 2000. Notice
how small the market risk capital requirement is relative to the total capital require-
ment for these banks. Only J.P. Morgan (prior to its merger with Chase) and CIBC
have ratios greater than 10%. The average ratio of market risk capital required to total
capital required for the 16 bank holding companies is only 4%.** Moreover, very few
banks, other than the very largest (above), report market risk exposures at all.

42Using 2.330 rather than 1.650.

43The idea of a minimum multiplication factor of 3 is to create a scheme that is “incentive compati-
ble.” Specifically, if FIs using internal models constantly underestimate the amount of capital they need
to meet their market risk exposures, regulators can punish those FIs by raising the multiplication factor
to as high as 4. Such a response may effectively put the FI out of the trading business. The degree to
which the multiplication factor is raised above 3 depends on the number of days an FI’s model underes-
timates its market risk over the preceding year. For example, an underestimation error that occurs on
more than 10 days out of the past 250 days will result in the multiplication factor being raised to 4.

4D, Hendricks and B. Hirtle, in “Bank Capital Requirements for Market Risk: The Internal Models
Approach,” Federal Reserve Bank of New York Economic Policy Review, December 1997. pp. 1-12, also
finds that the impact of the market risk capital charges on required capital ratios using internal models
are small. They calculate an increase in the level of required capital from the general market risk com-
ponent to range between 1.5 and 7.5% for the banks they examined. B. Hirtle, in “What Market Risk Cap-
ital Reporting Tells Us about Bank Risk,” Federal Reserve Bank of New York, Working Paper, July 2001,
finds that since the implementation of the market risk capital standards at the beginning of 1998, the bank
holding companies that were subject to the market capital requirements accounted for more than 98% of
the trading positions held by all U.S. banking organizations. For these banks, market risk capital repre-
sented just 1.9% of overall capital requirements of the median bank.
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Market Risk Capital Requirement

Name to Total Capital Requirement (%)
KeyCorp 0.19974%
Bank One 0.53955
Wells Fargo 0.60787
Mellon Financial 1.03772
Bank of New York 1.25022
First Union 1.52644
Bankmont Financial 1.56739
Chase Manhattan 1.57258
FleetBoston Financial 2.14923
HSBC North America 2.22723
State Street 2.94050
Taunus 3.47091
Bank of America 4.83992

Exhibit 8.11. Ratio of Market Risk Capital Required to Total Capital Required for Bank
Holding Companies Using Internal Models, First Quarter 2000.

8.8 SUMMARY. In this chapter we analyzed the importance of measuring an FI's
market risk exposure. This risk is likely to continue to grow in importance as more
and more loans and previously illiquid assets become marketable and as the tradi-
tional franchises of commercial banks, insurance companies, and investment banks
shrink. Given the risks involved, both private FI management and regulators are in-
vesting increasing resources in models to measure and track market risk exposures.
We analyzed in detail three different approaches FIs have used to measure market
risk: RiskMetrics, the historic (or back simulation) approach, and the Monte Carlo
simulation approach. The three different approaches were also compared in tems of
simplicity and accuracy. Market risk is also of concern to regulators. Beginning in
January 1998, banks in the United States have had to hold a capital requirement
against the risk of their trading positions. The novel feature of the regulation of mar-
ket risk is that the Federal Reserve and other central banks (subject to regulatory ap-
proval) have given large FIs the option to calculate capital requirements based on
their own internal models rather than based on the regulatory model.
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9+ 2 VALUATION IN EMERGING MARKETS

9.1 INTRODUCTION. The principles of valuation do not change when you are
valuing emerging market companies. In particular, the value of an asset or a business
is the present value of the expected cash flows, discounted back at a rate that reflects
the riskiness of the cash flows. It is true that many inputs that we take for granted in
developed markets, such as risk-free rates may not be easily accessed in emerging
markets, and other inputs, such as risk parameters and premiums, are much more dif-
ficult to estimate because of the paucity of historical data. In addition, the informa-
tion provided in financial statements may fall well short of what we need to know to
value a firm. We will begin by considering the estimation issues associated with dis-
count rates first, then examine cash flow estimation, and close with some general
caveats about emerging market valuation.

9.2 ESTIMATING DISCOUNT RATES. While there are several competing risk and
return models in finance, most of them require three inputs to come up with an ex-
pected return. The first is a riskless rate, which acts as a floor on your required return
and measures what you would make on a guaranteed investment. The second is a risk
premium, which looks at the extra return you would require as an investor for in-
vesting in the average risk investment. The third is a risk parameter or parameters
(depending on the model you use) that captures the relative risk of the specific in-
vestment that you are evaluating.

(@) Risk-Free Rate. Most risk and return models in finance start off with an asset that
is defined as risk-free and use the expected return on that asset as the risk-free rate.
The expected returns on risky investments are then measured relative to the risk-free
rate, with the risk creating an expected risk premium that is added on to the risk-free
rate. But what makes an asset risk free? And what do we do when we cannot find such
an asset?

(i) Requirements for an Asset to Be Risk Free. An asset is risk free if we know the ex-
pected returns on it with certainty (i.e., the actual return is always equal to the ex-
pected return). Under what conditions will the actual returns on an investment be
equal to the expected returns? There are two basic conditions that have to be met. The
first is that there can be no default risk. Essentially, this rules out any security issued
by a private firm, since even the largest and safest firms have some measure of de-
fault risk. The only securities that have a chance of being risk free are government
securities, not because governments are better run than corporations, but because
they control the printing of currency. At least in nominal terms, they should be able
to fulfill their promises. There is a second condition that riskless securities need to
fulfill that is often forgotten. For an investment to have an actual return equal to its
expected return, there can be no reinvestment risk. To illustrate this point, assume
that you are trying to estimate the expected return over a five-year period and that you
want a risk-free rate. A six-month Treasury bill rate, while default free, will not be
risk free, because there is the reinvestment risk of not knowing what the treasury bill
rate will be in six months. Even a five-year treasury bond is not risk free, since the
coupons on the bond will be reinvested at rates that cannot be predicted today. The
risk-free rate for a five-year time horizon has to be the expected return on a default-
free (government) five-year zero coupon bond. This clearly has painful implications
for anyone doing corporate finance or valuation, where expected returns often have
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to be estimated for periods ranging from one to ten years. A purist’s view of risk-free
rates would then require different risk-free rates for each period and different ex-
pected returns. Here again, you may run into a problem with emerging markets, since
governments often borrow only short term.

(i) Risk-Free Rates When There Is No Default-Free Entity. The assumption that you
can use a government bond rate as the risk-free rate is predicated on the assumption
that governments do not default, at least on local borrowing. There are many emerg-
ing market economies in which this assumption might not be viewed as reasonable.
Governments in these markets are perceived as capable of defaulting even on local
borrowing. When this is coupled with the fact that many governments do not borrow
long term locally, there are scenarios in which obtaining a local risk-free rate, espe-
cially for the long term, becomes difficult. In these cases, there are compromises that
give us reasonable estimates of the risk-free rate:

* Look at the largest and safest firms in that market and use the rate that they pay
on their long-term borrowings in the local currency as a base. Given that these
firms, in spite of their size and stability, still have default risk, you would use a
rate that is marginally lower! than the corporate borrowing rate.

o If there are long-term dollar-denominated forward contracts on the currency,
you can use interest rate parity and the treasury bond rate (or riskless rate in any
other base currency) to arrive at an estimate of the local borrowing rate.

1 + Interest ratepc>’

Forward ratek- ¢ = (Spot ratepc g (
res = (Sp res) 1 + Interest rateg

where,

Forward Rategc § = Forward rate for foreign currency units/ $
Spot Rategc g = Spot rate for foreign currency units/ $
Interest Rater- = Interest rate in foreign currency
Interest Rateq = Interest rate in U.S. dollars

For instance, if the current spot rate is 38.10 Thai baht per U.S. dollar, the 10-
year forward rate is 61.36 baht per dollar and the current 10-year U.S. treasury
bond rate is 5%, the 10-year Thai risk-free rate (in nominal baht) can be esti-
mated as follows.

1 + Interest ratery,; bah[)lo

61.36 = (38.1)( 0.0

Solving for the Thai interest rate yields a 10-year risk free rate of 10.12%. The
biggest limitation of this approach, however, is that forward rates are difficult to

'T would use 0.50% less than the corporate borrowing rate of these firms as my risk-free rate. This is
roughly an AA default spread in the United States.
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obtain for periods beyond a year? for many of the emerging markets, where we
would be most interested in using them.

* You could adjust the local currency government borrowing rate by the estimated
default spread on the bond to arrive at a riskless local currency rate. The default
spread on the government bond can be estimated using the local currency rat-
ings? that are available for many countries. For instance, assume that the Indian
government bond rate is 12% and that the rating assigned to the Indian govern-
ment is A. If the default spread for A-rated bonds is 2%, the riskless Indian rupee
rate would be 10%.

Riskless Rupee rate = Indian Government Bond rate — Default Spread

12% — 2% = 10%

(iii) Cash Flows and Risk-Free Rates: Consistency Principle. The risk-free rate used to
come up with expected returns should be measured consistently with how the cash
flows are measured. Thus, if cash flows are estimated in nominal U.S. dollar terms,
the risk-free rate will be the U.S. Treasury bond rate. This also implies that it is not
where a project or firm is domiciled that determines the choice of a risk-free rate, but
the currency in which the cash flows on the project or firm are estimated. Thus,
Ambeyv, a Brazilian company, can be valued using cash flows estimated in Brazilian
real, discounted back at an expected return estimated using a Brazilian risk-free rate
or it can be valued in U.S. dollars, with both the cash flows and the risk-free rate
being the U.S. Treasury bond rate. Given that the same firm can be valued in differ-
ent currencies, will the final results always be consistent? If we assume purchasing
power parity, then differences in interest rates reflect differences in expected inflation
rates. Both the cash flows and the discount rate are affected by expected inflation;
thus, a low discount rate arising from a low risk-free rate will be exactly offset by a
decline in expected nominal growth rates for cash flows and the value will remain un-
changed.

If the difference in interest rates across two currencies does not adequately reflect
the difference in expected inflation in these currencies, the values obtained using the
different currencies can be different. In particular, projects and assets will be valued
more highly when the currency used is the one with low interest rates relative to in-
flation. The risk, however, is that the interest rates will have to rise at some point to
correct for this divergence, at which point the values will also converge.

(iv) Real versus Nominal Risk free Rates. Under conditions of high and unstable infla-
tion, valuation is often done in real terms. Effectively, this means that cash flows are
estimated using real growth rates and without allowing for the growth that comes

2In cases in which only a one-year forward rate exists, an approximation for the long-term rate can be
obtained by first backing out the one-year local currency borrowing rate, taking the spread over the one-
year treasury bill rate, and then adding this spread onto the long-term treasury bond rate. For instance,
with a one-year forward rate of 39.95 on the Thai bond, we obtain a one-year Thai baht riskless rate of
9.04% (given a one-year T-bill rate of 4%). Adding the spread of 5.04% to the 10-year treasury bond rate
of 5% provides a 10-year Thai baht rate of 10.04%.

Ratings agencies generally assign different ratings for local currency borrowings and dollar borrow-
ing, with higher ratings for the former and lower ratings for the latter.
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from price inflation. To be consistent, the discount rates used in these cases have to
be real discount rates. To get a real expected rate of return, we need to start with a
real risk-free rate. While government bills and bonds offer returns that are risk free
in nominal terms, they are not risk free in real terms, since expected inflation can be
volatile. The standard approach of subtracting an expected inflation rate from the
nominal interest rate to arrive at a real risk-free rate provides at best an estimate of
the real risk-free rate.

Until recently, there were few traded default-free securities that could be used to
estimate real risk-free rates, but the introduction of inflation-indexed treasuries has
filled this void. An inflation-indexed treasury security does not offer a guaranteed
nominal return to buyers, but instead provides a guaranteed real return. Thus, an in-
flation-indexed treasury that offers a 3% real return will yield approximately 7% in
nominal terms if inflation is 4% and only 5% in nominal terms if inflation is only 2%.

The only problem is that real valuations are seldom called for or done in the
United States, which has stable and low expected inflation. The markets where we
would most need to do real valuations, unfortunately, are markets without inflation-
indexed default-free securities. The real risk free rates in these markets can be esti-
mated by using one of two arguments:

1. The first argument is that as long as capital can flow freely to those economies
with the highest real returns, there can be no differences in real risk free rates
across markets. Using this argument, the real risk free rate for the United States,
estimated from the inflation-indexed treasury, can be used as the real risk-free
rate in any market.

2. The second argument applies if there are frictions and constraints in capital
flowing across markets. In that case, the expected real return on an economy, in
the long term, should be equal to the expected real growth rate, again in the
long term, of that economy, for equilibrium. Thus, the real risk-free rate for a
mature economy like Germany should be much lower than the real risk free rate
for an economy with greater growth potential, such as Hungary.

(b) Equity Risk Premiums. The notion that risk matters and that riskier investments
should have a higher expected return than safer investments to be considered good
investments is intuitive. Thus, the expected return on any investment can be written
as the sum of the risk-free rate and an extra return to compensate for the risk. The
disagreement, in both theoretical and practical terms, remains on how to measure this
risk and how to convert the risk measure into an expected return that compensates for
risk. This section looks at the estimation of an appropriate risk premium to use in risk
and return models, in general, and in the capital asset pricing model, in particular.

(i) Competing Views on Risk Premiums. While competing models for risk and return
in finance come to different conclusions about how best to measure an asset’s risk,
they all share some common views about risk. First, they all define risk in terms of
variance in actual returns around an expected return; thus, an investment is riskless
when actual returns are always equal to the expected return. Second, they all argue
that risk has to be measured from the perspective of the marginal investor in an asset
and that this marginal investor is well diversified. Therefore, the argument goes, it is
only the risk that an investment adds on to a diversified portfolio that should be meas-
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ured and compensated. In fact, it is this view of risk that leads models of risk to break
the risk in any investment into two components. There is a firm-specific component
that measures risk that relates only to that investment or to a few investments like it
and a market component that contains risk that affects a large subset or all invest-
ments. It is the latter risk that is not diversifiable and should be rewarded.

While all risk and return models agree on these fairly crucial distinctions, they part
ways when it comes to how to measure this market risk. The capital asset pricing
model assumes that you can measure it with one beta, whereas the arbitrage pricing
and multifactor models measure market risk with multiple betas. In all of these mod-
els, the expected return on any investment can be written as:

=k
Expected return = Risk-free Rate + >, B{Risk Premium,)
=1

where,

B; = Beta of investment relative to factor j

Risk Premium; = Risk Premium for factor j
Note that in the special case of a single-factor model, such as the capital asset pric-
ing model (CAPM), each investment’s expected return will be determined by its beta
relative to the single factor.

Assuming that the risk-free rate is known, these models all require two inputs. The
first is the beta or betas of the investment being analyzed, and the second is the ap-
propriate risk premium(s) for the factor or factors in the model. We would like to
measure how much market risk (or nondiversifiable risk) there is in any investment
through its beta or betas. As far as the risk premium is concerned, we would like to
know what investors, on average, require as a premium over the risk-free rate for an
investment with average risk, for each factor. Without any loss of generality, let us
consider the estimation of the beta and the risk premium in the CAPM. Here, the beta
should measure the risk added on by the investment being analyzed to a portfolio, di-
versified not only within asset classes but across asset classes. The risk premium
should measure what investors, on average, demand as extra return for investing in
this portfolio relative to the risk-free asset.

In practice, however, we compromise on both counts. We estimate the beta of an
asset relative to the local stock market index, rather than a portfolio that is diversi-
fied across asset classes. This beta estimate is often noisy and a historical measure of
risk. We estimate the risk premium by looking at the historical premium earned by
stocks over default-free securities over long time periods. These approaches might
yield reasonable estimates in markets like the United States, with a large and diver-
sified stock market and a long history of returns on both stocks and government se-
curities. We will argue, however, that they yield meaningless estimates for both the
beta and the risk premium in emerging markets, where the equity markets represent
a small proportion of the overall economy and the historical returns are available
only for short periods.

(i) Historical Premium Approach: An Examination. The historical premium ap-
proach, which remains the standard approach when it comes to estimating risk pre-
miums, is simple. The actual returns earned on stocks over a long time period is es-
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timated and compared to the actual returns earned on a default-free asset (usually
government security). The difference, on an annual basis, between the two returns is
computed and represents the historical risk premium.

While users of risk and return models may have developed a consensus that his-
torical premium is, in fact, the best estimate of the risk premium looking forward,
there are surprisingly large differences in the actual premiums we observe being used
in practice. For instance, the risk premium estimated in the U.S. markets by different
investment banks, consultants, and corporations range from 4% at the lower end to
12% at the upper end. Given that we almost all use the same database of historical
returns, provided by Ibbotson Associates,* summarizing data from 1926, these dif-
ferences may seem surprising. There are, however, three reasons for the divergence
in risk premiums. The first is that the premium will be different, depending on how
far back in time you go. Statistically, the more reliable estimates come from going
back longer—estimates in the United States often are based on going back to 1926.
The second is that the premium will be different depending on your definition of a
risk-free rate—it is generally larger when you use the T-bill rate as your riskless rate.
The third reason for differences is that the premium is different when you look at the
arithmetic average return earned over time as opposed to the geometric average,
since the latter considers compounding. Exhibit 9.1 summarizes premiums for the
United States, using three different slices of history, different risk-free rates, and
arithmetic versus geometric averages. Note that the premiums can range from 4.52%
to 12.67%, depending on the choices made. In fact, these differences are exacerbated
by the fact that many risk premiums that are in use today were estimated using his-
torical data three, four, or even ten years ago.

Given how widely the historical risk premium approach is used, it is surprising
how flawed it is and how little attention these flaws have attracted. Consider first the
underlying assumption that investors’ risk premiums have not changed over time and
that the average risk investment (in the market portfolio) has remained stable over the
period examined. We would be hard-pressed to find anyone who would be willing to
sustain this argument with fervor. The obvious fix for this problem, which is to use a
shorter and more recent time period, runs directly into a second problem, which is the
large noise associated with risk premium estimates. While these standard errors may
be tolerable for very long time periods, they clearly are unacceptably high when
shorter periods are used.

4See “Stocks, Bonds, Bills, and Inflation,” an annual edition that reports on the annual returns on
stocks, treasury bonds and bills, as well as inflation rates from 1926 to the present. (www.ibbotson.com).

Stocks—Treasury Bills Stocks—Treasury Bonds
Arithmetic Geometric Arithmetic Geometric
1928-2000 8.41% 717% 6.53% 5.51%
1962-2000 6.41% 5.25% 5.30% 4.52%
1990-2000 11.42% 7.64% 12.67% 7.09%

Exhibit 9.1. Historical Risk Premia for the United States.
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If it is difficult to estimate a reliable historical premium for the U.S. market, it be-
comes doubly so when looking at markets with short and volatile histories. This is
clearly true for emerging markets, but it is also true for the European equity markets.
While the economies of Germany, Italy, and France may be mature, their equity mar-
kets do not share the same characteristic. They tend to be dominated by a few large
companies; many businesses remain private; and trading, until recently, tended to be
thin except on a few stocks.

(iii) Modified Historical Risk Premium. While historical risk premiums for markets
outside the United States cannot be used in risk models, we still need to estimate a
risk premium for use in these markets. To approach this estimation question, let us
start with the basic proposition that the risk premium in any equity market can be
written as:

Equity risk premium = Base premium for mature equity market + Country premium

The country premium could reflect the extra risk in a specific market. This boils down
our estimation to answering two questions:

1. What should the base premium for a mature equity market be?

2. Should there be a country premium, and if so, how do we estimate the pre-
mium?

To answer the first question, we will make the argument that the U.S. equity market
is a mature market and that there is sufficient historical data in the United States to
make a reasonable estimate of the risk premium. In fact, reverting back to our dis-
cussion of historical premiums in the U.S. market, we will use the geometric average
premium earned by stocks over treasury bonds of 5.51% between 1928 and 2000. We
chose the long time period to reduce standard error, for the Treasury bond to be con-
sistent with our choice of a risk-free rate, and geometric averages to reflect our de-
sire for a risk premium that we can use for longer-term expected returns.

On the issue of country premiums, there are some who argue that country risk is
diversifiable and that there should be no country risk premium. We will begin by
looking at the basis for their argument and then consider the alternative view that
there should be a country risk premium. We will present two approaches for estimat-
ing country risk premiums, one based on country bond default spreads and one based
on equity market volatility.

(iv) Should There Be a Country Risk Premium? s there more risk in investing in a
Malaysian or Brazilian stock than there is in investing in the United States? The an-
swer, to most, seems to be obviously affirmative. That, however, does not answer the
question of whether there should be an additional risk premium charged when in-
vesting in those markets.

Note that the only risk that is relevant for the purpose of estimating a cost of eq-
uity is market risk or risk that cannot be diversified away. The key question then be-
comes whether the risk in an emerging market is diversifiable or nondiversifiable
risk. If, in fact, the additional risk of investing in Malaysia or Brazil can be diversi-
fied away, then there should be no additional risk premium charged. If it cannot, then
it makes sense to think about estimating a country risk premium.
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But diversified away by whom? Equity in a Brazilian or Malaysian firm can be
held by hundreds or thousands of investors, some of whom may hold only domestic
stocks in their portfolio, whereas others may have more global exposure. For pur-
poses of analyzing country risk, we look at the marginal investor—the investor most
likely to be trading on the equity. If that marginal investor is globally diversified,
there is at least the potential for global diversification. If the marginal investor does
not have a global portfolio, the likelihood of diversifying away country risk declines
substantially. Stulz> made a similar point using different terminology. He differenti-
ated between segmented markets, where risk premiums can be different in each mar-
ket because investors cannot or will not invest outside their domestic markets, and
open markets, where investors can invest across markets. In a segmented market, the
marginal investor will be diversified only across investments in that market; whereas
in an open market, the marginal investor has the opportunity (even if he or she does
not take it) to invest across markets.

Even if the marginal investor is globally diversified, there is a second test that has
to be met for country risk to not matter. All or much of country risk should be coun-
try specific. In other words, there should be low correlation across markets. Only then
will the risk be diversifiable in a globally diversified portfolio. If the returns across
countries have significant positive correlation, however, country risk has a market
risk component and is not diversifiable and can command a premium. Whether re-
turns across countries are positively correlated is an empirical question. Studies from
the 1970s and 1980s suggested that the correlation was low and this was an impetus
for global diversification. Partly because of the success of that sales pitch and partly
because economies around the world have become increasingly intertwined over the
last decade, more recent studies indicate that the correlation across markets has risen.
This is borne out by the speed at which troubles in one market, say Russia, can spread
to a market with little or no obvious relationship, say Brazil.

So where do we stand? We believe that, while the barriers to trading across mar-
kets have dropped, investors still have a home bias in their portfolios and that mar-
kets remain partially segmented. While globally diversified investors are playing an
increasing role in the pricing of equities around the world, the resulting increase in
correlation across markets has resulted in a portion of country risk being nondiversi-
fiable or market risk. In the next section, we will consider how best to measure this
country risk and build it into expected returns.

(v) Measuring Country Risk Premiums. If country risk matters and leads to higher
premiums for riskier countries, the obvious follow-up question becomes how we
measure this additional premium. In this section, we will look at two approaches. The
first builds on default spreads on country bonds issued by each country, whereas the
second uses equity market volatility as its basis.

DEFAULT RISK SPREADS. While there are several measures of country risk, one of the
simplest and most easily accessible is the rating assigned to a country’s debt by a rat-
ings agency (Standard & Poor’s [S&P], Moody’s, and Fitch all rate countries). These
ratings measure default risk (rather than equity risk), but they are affected by many

SR. M. Stulz, Globalization, Corporate Finance, and the Cost of Capital, Journal of Applied Corpo-
rate Finance, Vol. 12, 1999.
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Country Rating? Typical Spread? Market Spread¢
Argentina B1 450 433
Bolivia B1 450 469
Brazil B2 550 483
Colombia Ba2 300 291
Ecuador Caa2 750 727
Guatemala Ba2 300 331
Honduras B2 550 537
Mexico Baa3 145 152
Paraguay B2 550 581
Peru Ba3 400 426
Uruguay Baa3 145 174
Venezuela B2 550 571

dRatings are foreign currency ratings from Moody’s.

bTypical spreads are estimated by looking at the default spreads on bonds issued by all
countries with this rating and are over and above a riskless rate (U.S. treasury or German
Euro rate).

“Market spread measures the spread difference between dollar-denominated bonds issued
by this country and the U.S. treasury bond rate.

Exhibit 9.2. Ratings and Default Spreads: Latin America.

of the factors that drive equity risk—the stability of a country’s currency, its budget
and trade balances, and its political stability, for instance® The other advantage of rat-
ings is that they come with default spreads over the U.S. Treasury bond. For instance,
Exhibit 9.2 summarizes the ratings and default spreads for Latin American countries
in June 2000. The market spreads measure the difference between dollar-denomi-
nated bonds issued by the country and the U.S. Treasury bond rate. While this is a
market rate and reflects current expectations, country bond spreads are extremely
volatile and can shift significantly from day to day. To counter this volatility, we have
estimated typical spreads by averaging the default spreads of all countries in the
world with the specified rating over and above the appropriate riskless rate. These
spreads tend to be less volatile and more reliable for long-term analysis.

Analysts who use default spreads as measures of country risk typically add them
on to both the cost of equity and debt of every company traded in that country. For
instance, the cost of equity for a Brazilian company, estimated in U.S. dollars, will
be 4.83% higher than the cost of equity of an otherwise similar U.S. company. If we
assume that the risk premium for the United States and other mature equity markets
is 5.51%, the cost of equity for an average Brazilian company can be estimated as
follows (with a U.S. Treasury bond rate of 5% and a beta of 1.2).

Cost of equity = Risk-free rate + Beta *(U.S. Risk premium) + Default spread
=5% + 1.2(551%) + 4.83% = 16.34%

%The process by which country ratings are obtained is explained on the S&P Web site at www.rat-
ings.standardpoor.com/criteria/index.htm.
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In some cases, analysts add the default spread to the U.S. risk premium and multiply
it by the beta. This increases the cost of equity for high-beta companies and lowers
them for low-beta firms.

While ratings provide a convenient measure of country risk, there are costs asso-
ciated with using them as the only measure. First, ratings agencies often lag markets
when it comes to responding to changes in the underlying default risk. Second, the
fact that the ratings agency focus on default risk may obscure other risks that could
still affect equity markets. What are the alternatives? There are numerical country
risk scores that have been developed by some services as much more comprehensive
measures of risk. The Economist, for instance, has a score that runs from 0 to 100,
where 0 is no risk, and 100 is most risky, that it uses to rank emerging markets. Al-
ternatively, country risk can be estimated from the bottom up by looking at economic
fundamentals in each country. This, of course, requires significantly more informa-
tion than the other approaches. Finally, default spreads measure the risk associated
with bonds issued by countries and not the equity risk in these countries. Since equi-
ties in any market are likely to be more risky than bonds, you could argue that de-
fault spreads understate equity risk premiums.

RELATIVE STANDARD DEVIATIONS. There are some analysts who believe that the equity
risk premiums of markets should reflect the differences in equity risk, as measured
by the volatilities of these markets. A conventional measure of equity risk is the stan-
dard deviation in stock prices; higher standard deviations are generally associated
with more risk. If you scale the standard deviation of one market against another, you
obtain a measure of relative risk.

Standard deviationcoyniry x

Relative standard deviation = .
Country X Standard deviationy g

This relative standard deviation when multiplied by the premium used for U.S. stocks
should yield a measure of the total risk premium for any market.

Equity risk premiume,y,ey x = Risk premiumyg g *Relative standard deviationggyngry x

Assume, for the moment, that you are using a mature market premium for the United
States of 5.51% and that the annual standard deviation of U.S. stocks is 20%. If the
annual standard deviation of Indonesian stocks is 35%, the estimate of a total risk
premium for Indonesia would be as follows.

o . 5%
Equity risk premiumy,gopesia = 3-51% *20

= 9.64%

)
The country risk premium can be isolated as follows:

Country risk premiumy,gonesia = 9-64% — 5.51% = 4.13%
While this approach has intuitive appeal, there are problems with using standard de-

viations computed in markets with widely different market structures and liquidity.
There are very risky emerging markets that have low standard deviations for their eq-
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uity markets because the markets are illiquid. This approach will understate the eq-
uity risk premiums in those markets. The second problem is related to currencies
since the standard deviations are usually measured in local currency terms; the stan-
dard deviation in the U.S. market is a dollar standard deviation, whereas the standard
deviation in the Indonesian market is a rupiah standard deviation. This is a relatively
simple problem to fix, though, since the standard deviations can be measured in the
same currency—you could estimate the standard deviation in dollar returns for the
Indonesian market.

DEFAULT SPREADS PLUS RELATIVE STANDARD DEVIATIONS. The country default spreads that
come with country ratings provide an important first step, but still measure only the
premium for default risk. Intuitively, we would expect the country equity risk pre-
mium to be larger than the country default risk spread. To address the issue of how
much higher, we look at the volatility of the equity market in a country relative to the
volatility of the bond market used to estimate the spread. This yields the following
estimate for the country equity risk premium:

. . 9 Equiy
Country risk premium = Country default spread* <)
UCountry bond

To illustrate, consider the case of Brazil. In March 2000, Brazil was rated B2 by
Moody’s, resulting in a default spread of 4.83%. The annualized standard deviation
in the Brazilian equity index over the previous year was 30.64%, while the annual-
ized standard deviation in the Brazilian dollar denominated C-bond was 15.28%. The
resulting country equity risk premium for Brazil is as follows:

30.64%

15.28%) = 9:69%

Brazil’s country risk premium = 4.83% (

Note that this country risk premium will increase if the country rating drops or if the
relative volatility of the equity market increases.

Why should equity risk premiums have any relationship to country bond spreads?
A simple explanation is that an investor who can make 11% on a dollar-denominated
Brazilian government bond would not settle for an expected return of 10.5% (in dol-
lar terms) on Brazilian equity. Playing devil’s advocate, however, a critic could argue
that the interest rate on a country bond, from which default spreads are extracted, is
not really an expected return, since it is based on the promised cash flows (coupon
and principal) on the bond rather than the expected cash flows. In fact, if we wanted
to estimate a risk premium for bonds, we would need to estimate the expected return
based on expected cash flows, allowing for the default risk. This would result in a
much lower default spread and equity risk premium.

Both this approach and the previous one use the standard deviation in equity of a
market to make a judgment about country risk premium, but they measure it relative
to different bases. This approach uses the country bond as a base, whereas the pre-
vious one uses the standard deviation in the U.S. market. This approach assumes
that investors are more likely to choose between Brazilian bonds and Brazilian eq-
uity, whereas the previous one approach assumes that the choice is across equity
markets.
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(vi) Choosing between the Approaches. The three approaches to estimating country
risk premiums will generally give you different estimates, with the bond default spread
and relative equity standard deviation approaches yielding lower country risk premi-
ums than the melded approach that uses both the country bond default spread and the
equity and bond standard deviations. We believe that the larger country risk premiums
that emerge from the last approach are the most realistic for the immediate future, but
that country risk premiums will decline over time. Just as companies mature and be-
come less risky over time, countries can mature and become less risky as well.

One way to adjust country risk premiums over time is to begin with the premium
that emerges from the melded approach and to adjust this premium down towards ei-
ther the country bond default spread or the country premium estimated from equity
standard deviations. Another way of presenting this argument is to note that the dif-
ferences between standard deviations in equity and bond prices narrow over longer
periods and the resulting relative volatility will generally be smaller.” Thus, the eq-
uity risk premium will converge to the country bond spread as we look at longer-term
expected returns. As an illustration, the country risk premium for Brazil would be
9.69% for the next year but decline over time to either the 4.83% (country default
spread) or 4.13% (relative standard deviation).

(vii) Estimating Asset Exposure to Country Risk Premiums. Once country risk premi-
ums have been estimated, the final question that we have to address relates to the ex-
posure of individual companies within that country to country risk. There are three
alternative views of country risk.

1. Assume that all companies in a country are equally exposed to country risk.
Thus, for Brazil, where we have estimated a country risk premium of 9.69%,
each company in the market will have an additional country risk premium of
9.69% added to its expected returns. For instance, the cost of equity for Aracruz
Celulose, a paper and pulp manufacturer listed in Brazil, with a beta of 0.72, in
U.S. dollar terms would be (assuming a U.S. Treasury bond rate of 5% and a
mature market (U.S.) risk premium of 5.59%):

Expected cost of equity = 5.00% + 0.72(5.51%) + 9.69% = 18.66%

Note that the risk-free rate that we use is the U.S. Treasury bond rate, and that
the 5.51% is the equity risk premium for a mature equity market (estimated
from historical data in the U.S. market). To convert this dollar cost of equity
into a cost of equity in the local currency, all that we need to do is to scale the
estimate by relative inflation. To illustrate, if the BR inflation rate is 10% and
the U.S. inflation rate is 3%, the cost of equity for Aracruz in BR terms can be
written as:

1.10
Expected cost of equitygg = 1.1866(103> —1=10.2672 or 26.72%

7Jeremy Siegel reports on the standard deviation in equity markets in his book Stocks for the Very
Long Run: The Definitive Guide to Financial Market Returns and Long-Term Investment Strategies, (Mc-
Graw-Hill, 2002), and notes that they tend to decrease with time horizon.
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This will ensure consistency across estimates and valuations in different curren-
cies. The biggest limitation of this approach is that it assumes that all firms in a
country, no matter what their business or size, are equally exposed to country risk.

2. Assume that a company’s exposure to country risk is proportional to its expo-
sure to all other market risk, which is measured by the beta. For Aracruz, this
would lead to a cost of equity estimate of:

Expected cost of equity = 5.00% + 0.72(5.51% + 9.69%) = 15.94%

This approach does differentiate between firms, but it assumes that betas which
measure exposure to market risk also measure exposure to country risk as well.
Thus, low-beta companies are less exposed to country risk than high-beta com-
panies.

3. The most general, and our preferred approach, is to allow for each company to
have an exposure to country risk that is different from its exposure to all other
market risk. We will measure this exposure with A and estimate the cost of eq-
uity for any firm as follows:

Expected return = R, + Beta (Mature equity risk premium)
+ A(County risk premium)

How can we best estimate A? You could argue that commodity companies
which get most of their revenues in U.S. dollars® by selling into a global mar-
ket should be less exposed than manufacturing companies that service the local
market. Using this rationale, Aracruz, which derives 80% or more of its rev-
enues in the global paper market in U.S. dollars, should be less exposed® than
the typical Brazilian firm to country risk. Using a A of 0.25, for instance, we get
a cost of equity in U.S. dollar terms for Aracruz of:

Expected return = 5% + 0.72(5.51%) + 0.25(9.69%) = 11.39%

Note that the third approach essentially converts our expected return model to a two-
factor model, with the second factor being country risk as measured by the parame-
ter A and the country risk premium. This approach also seems to offer the most prom-
ise in analyzing companies with exposures in multiple countries like Coca-Cola and
Nestlé. While these firms are ostensibly developed market companies, they have sub-
stantial exposure to risk in emerging markets and their costs of equity should reflect
this exposure. We could estimate the country risk premiums for each country in
which they operate and a A relative to each country and use these to estimate a cost
of equity for either company.

(viii) An Alternative Approach: Implied Equity Premiums. There is an alternative to
estimating risk premiums that does not require historical data or corrections for coun-

8While I have categorized the revenues into dollar, the analysis can be generalized to look at revenues
in other stable currencies and revenues in “risky currencies.”
% from local markety,cruz 0.20

9Aracruz = =——=025
% from local market,yerage Brazitian firm ~ 0-80
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try risk, but does assume that the market overall is correctly priced. Consider, for in-
stance, a very simple valuation model for stocks.

Expected dividends next period

Value =
! Required Return on Equity — Expected Growth Rate in Dividends

This is essentially the present value of dividends growing at a constant rate. Three of
the four variables in this model can be obtained externally—the current level of the
market (i.e., value), the expected dividends next period and the expected growth rate
in earnings and dividends in the long term. The only “unknown” is then the required
return on equity; when we solve for it, we get an implied expected return on stocks.
Subtracting out the risk-free rate will yield an implied equity risk premium.

To illustrate, assume that the current level of the S&P 500 Index is 900, the ex-
pected dividend yield on the index for the next period is 2% and the expected growth
rate in earnings and dividends in the long term is 7%. Solving for the required return
on equity yields the following:

900(0.02)
900 = ———
r—0.07
Solving for 7,
r—0.07 = 0.02
=0.09 = 9%

If the current risk-free rate is 6%, this will yield a premium of 3%.

This approach can be generalized to allow for high growth for a period and ex-
tended to cover cash flow—based, rather than dividend-based, models. To illustrate
this, consider the S&P 500 Index, as of December 31, 1999. The index was at 1469,
and the dividend yield on the index was roughly 1.68%. In addition, the consensus
estimate!? of growth in earnings for companies in the index was approximately 10%
for the next 5 years. Since this is not a growth rate that can be sustained forever, we
employ a two-stage valuation model, where we allow growth to continue at 10% for
5 years and then lower the growth rate to the treasury bond rate of 6.50% after the 5
year period.!! Exhibit 9.3 summarizes the expected cash flows for the next 5 years of
high growth and the first year of stable growth thereafter. If we assume that these are
reasonable estimates of the cash flows and that the index is correctly priced, then

27.15 29.86 32.85
+ +
+r a+r* Q+r)?
42.33
39.75 + ——
36.13 . r — 0.065
1+ r)* 1+ r)

Level of the index = 1469 =

10We used the average of the analyst estimates for individual firms (bottom-up). Alternatively, we
could have used the top-down estimate for the S&P 500 earnings.

'The Treasury bond rate is the sum of expected inflation and the expected real rate. If we assume that real
growth is equal to the real rate, the long-term stable growth rate should be equal to the Treasury bond rate.
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Year Cash Flow on Index

27.152
29.86
32.85
36.13
39.75
42.33

DU A W —

Cash flow in the first year = 1.68%
of 1469 (1.10)

Exhibit 9.3. Estimating an Implied Equity Risk Premium.

Note that the term with 42.33 in the last term of the equation is the terminal value of
the index, based on the stable growth rate of 6.5%, discounted back to the present.
Solving for r in this equation yields us the required return on equity of 8.56%. The
Treasury bond rate on December 31, 1999, was approximately 6.5%, yielding an im-
plied equity premium of 2.06%.

The advantage of this approach is that it is market-driven and current and it does
not require any historical data. Thus, it can be used to estimate implied equity premi-
ums in any market. It is, however, bounded by whether the model used for the valua-
tion is the right one and the availability and reliability of the inputs to that model. For
instance, the equity risk premium for the Argentine market on September 30, 1998,
was estimated from the following inputs. The index (Merval) was at 687.50 and the
current dividend yield on the index was 5.60%. Earnings in companies in the index are
expected to grow 11% (in U.S. dollar terms) over the next 5 years and 6% thereafter.
These inputs yield a required return on equity of 10.59%, which when compared to the
treasury bond rate of 5.14% on that day results in an implied equity premium of
5.45%. For simplicity, we have used nominal dollar expected growth rates!? and Trea-
sury bond rates, but this analysis could have been done entirely in the local currency.

(c) Betas. In the CAPM, the beta of an investment is the risk that the investment
adds to a market portfolio. In the APM and multifactor model, the betas of the in-
vestment relative to each factor have to be measured. There are two approaches avail-
able for estimating these parameters. The first is to use historical data on market
prices for individual investments. The second is to estimate the betas from the fun-
damental characteristics of the investment.

(i) Historical Market Betas. With historical market betas, we use past data on stock
returns and returns on a market index to estimate the beta for a firm. In this section,
we will first describe the standard approach and then talk about some of the limita-
tions of using it in emerging markets.

12The input that is most difficult to estimate for emerging markets is a long term expected growth rate.
For Argentine stocks, I used the average consensus estimate of growth in earnings for the largest Argen-
tine companies that have listed American Depository Receipts (ADRs). This estimate may be biased, as
a consequence.
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STANDARD APPROACH. The conventional approach for estimating the beta of an in-
vestment is a regression of the historical returns on the investment against the his-
torical returns on a market index. For firms that have been publicly traded for a length
of time, it is relatively straightforward to estimate returns that an investor would have
made on investing in stock in intervals (such as a week or a month) over that period.
In theory, these stock returns on the assets should be related to returns on a market
portfolio (i.e., a portfolio that includes all traded assets, to estimate the betas of the
assets). In practice, we tend to use a stock index, such as the S&P 500, as a proxy for
the market portfolio, and we estimate betas for stocks against the index. When we
regress stock returns (R;) against market returns (R,,):

where
a = Intercept from the regression

COV(Rj,Rm)
b = Slope of the regression = —————
O-m

The slope of the regression corresponds to the beta of the stock and measures the
riskiness of the stock.

HISTORICAL BETA ESTIMATE FOR COMPANIES IN SMALLER OR EMERGING MARKETS.  The process
for estimating betas in markets with fewer stocks listed on them is no different from
the process described above, but the estimation choices on return intervals, the mar-
ket index and the return period can make a much bigger difference in the estimate.
The historical beta is likely to be flawed for the following reasons:

* When liquidity is limited, as it often is in many stocks in emerging markets, the
betas estimated using short return intervals tend to be much more biased. In fact,
using daily or even weekly returns in these markets will tend to yield betas that
are not good measures of the true market risk of the company.

* In many emerging markets, both the companies being analyzed and the market
itself change significantly over short periods of time. Using five years of returns,
as we did for Boeing, for a regression may yield a beta for a company (and mar-
ket) that bears little resemblance to the company (and market) as it exists today.

* Finally, the indices that measure market returns in many smaller markets tend to
be dominated by a few large companies. For instance, the Bovespa (the Brazil-
ian index) was dominated for several years by Telebras, which represented al-
most half the index. Nor is this just a problem with emerging markets. When an
index is dominated by one or a few companies, the betas estimated against that
index are unlikely to be true measures of market risk. In fact, the betas are likely
to be close to one for the large companies that dominate the index and wildly
variable for all other companies.

ILLUSTRATION 1: BETA ESTIMATES FOR TITAN CEMENTS.

Consider, for instance, the beta estimated for Titan Cements, a cement and construc-
tion company in Greece. Exhibit 9.4 is the beta estimate for Titan obtained from a
beta service (Bloomberg) from January 1996 to December 2000. Note that the index
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HISTORICAL BETA

TITK GA Equity TITAN CEMENT CO. S.A.
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Exhibit 9.4. Beta Estimate for Titan Cement: Athens Stock Exchange Index.

used is the Athens Stock Index. This is a fairly conventional choice since most serv-
ices estimate betas against a local index. Based on this regression, we arrive at the
following equation.

Returnsmiian cement = 0-31% + 0.93Returnssg R squared = 57%
(0.08)

The beta for Titan Cements, based upon this regression, is 0.93. The standard error
of the estimate, shown in brackets below, is only 0.08, but the caveats about narrow
indices apply to the Athens Stock Exchange Index.

Drawing on the arguments in the previous section, if the marginal investor in Titan
Cements is, in fact, an investor diversified across European companies, the appropri-
ate index would have been a European stock index. The Bloomberg beta calculation
with the MS European Index is reported in Exhibit 9.5. Note the decline in beta to
0.33 and the increase in the standard error of the beta estimate.

In fact, if the marginal investor is globally diversified, Titan Cement’s beta (as
well as Boeing’s beta in the previous illustration) should have been estimated against
a global index. Using the Morgan Stanley Capital Index (MSCI), we get the regres-
sion beta of 0.33 in Exhibit 9.6. In fact, the beta estimate and the standard error look
very similar to the ones estimated against the European index.

In short, regression betas will almost always be either too noisy or skewed by es-
timation choices to be useful measures of the equity risk in a company. The cost of
equity is far too important an input into a discounted cash flow valuation to be left to
statistical chance.
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HISTORICAL BETA
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Exhibit 9.5. Beta Estimate for Titan: MSCI Euro Index.
HISTORICAL BETA
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Exhibit 9.6. Beta Estimate For Titan: MSCI Global Index.
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(if) Fundamental Betas. A second way to estimate betas is to look at the fundamen-
tals of the business. The beta for a firm may be estimated from a regression, but it is
determined by decisions the firm has made on what business to be in, how much op-
erating leverage to use in the business, and the degree to which the firm uses finan-
cial leverage. In this section, we will examine an alternative way of estimating betas
for firms, where we are less reliant on historical betas and more cognizant of their
fundamental determinants.

DETERMINANTS OF BETAS. The beta of a firm is determined by three variables: (1) the
type of business or businesses the firm is in, (2) the degree of operating leverage of
the firm, and (3) the firm’s financial leverage. Although we will use these determi-
nants to find betas in the CAPM, the same analysis can be used to calculate the betas
for the arbitrage pricing and the multi-factor models as well.

TYPE OF BUSINESS.  Since betas measure the risk of a firm relative to a market index,
the more sensitive a business is to market conditions, the higher its beta. Thus, other
things remaining equal, cyclical firms can be expected to have higher betas than non-
cyclical firms. Companies involved in housing and automobiles, two sectors of the
economy that are very sensitive to economic conditions, should have higher betas
than companies in food processing and tobacco, which are relatively insensitive to
business cycles.

We can extend this view to a company’s products. The degree to which a product’s
purchase is discretionary will affect the beta of the firm manufacturing the product.
Firms whose products are much more discretionary to their customers should have
higher betas than firms whose products are viewed as necessary or less discretionary.
Thus, the beta of Procter & Gamble, which sells diapers and daily household prod-
ucts, should be lower than the beta of Gucci, which manufactures luxury products.

DEGREE OF OPERATING LEVERAGE.  The degree of operating leverage is a function of the
cost structure of a firm and is usually defined in terms of the relationship between
fixed costs and total costs. A firm that has high fixed costs relative to total costs is
said to have high operating leverage. A firm with high operating leverage will also
have higher variability in operating income than would a firm producing a similar
product with low operating leverage. Other things remaining equal, the higher vari-
ance in operating income will lead to a higher beta for the firm with high operating
leverage.

Can firms change their operating leverage? While some of a firm’s cost structure
is determined by the business it is in (an energy utility has to build expensive power
plants, and airlines have to lease expensive planes), firms in the United States have
become increasingly inventive in lowering the fixed cost component in their total
costs. For instance, firms have made cost structures more flexible by:

* Negotiating labor contracts that emphasize flexibility and allow the firm to make
its labor costs more sensitive to its financial success

» Entering into joint venture agreements, where the fixed costs are borne or shared
by someone else

* Subcontracting manufacturing and outsourcing, which reduce the need for ex-
pensive plant and equipment
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While the arguments for such actions may be couched in terms of offering competi-
tive advantage and flexibility, they do also reduce the operating leverage of the firm
and its exposure to market risk.

While operating leverage affects betas, it is difficult to measure the operating
leverage of a firm, at least from the outside, since fixed and variable costs are often
aggregated in income statements. It is possible to get an approximate measure of the
operating leverage of a firm by looking at changes in operating income as a function
of changes in sales.

Degree of operating leverage = % Change in operating profit/ % Change in sales

For firms with high operating leverage, operating income should change more than
proportionately when sales change.

Generally, smaller firms with higher growth potential are viewed as riskier than
larger, more stable firms. While the rationale for this argument is clear when talking
about total risk, it becomes more difficult to see when looking at market risk or betas.
Should a smaller software firm have a higher beta than a larger software firm? One
reason to believe that it should is operating leverage. If there is a set-up cost associ-
ated with investing in infrastructure or economies of scale, smaller firms will have
higher fixed costs than larger firms, leading in turn to higher betas for these firms.

DEGREE OF FINANCIAL LEVERAGE.  Other things remaining equal, an increase in financial
leverage will increase the beta of the equity in a firm. Intuitively, we would expect
that the fixed interest payments on debt result in high net income in good times and
low or negative net income in bad times. Higher leverage increases the variance in
net income and makes equity investment in the firm riskier. If all the firm’s risk is
borne by the stockholders (i.e., the beta of debt is zero)!? and debt has a tax benefit

to the firm, then
D
pu=afia-o(2))

Br = Levered beta for equity in the firm
B. = Unlevered beta of the firm (i.e., the beta of the firm without any debt)
t = Corporate tax rate
D/E = Debt/Equity ratio

where

13This formula was originally developed by Hamada in 1972. There are two common modifications.
One is to ignore the tax effects and compute the levered beta as:

BL:Bu<1+9)
E

If debt has market risk (i.e., its beta is greater than zero), the original formula can be modified to take it
into account. If the beta of debt is Bp, the beta of equity can be written as:

BL= B,,(l F(1- t)(§)> ~ Bo(l ~ z)(%)
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Intuitively, we expect that as leverage increases (as measured by the debt to equity
ratio), equity investors bear increasing amounts of market risk in the firm, leading to
higher betas. The tax factor in the equation measures the tax deductibility of interest
payments.

The unlevered beta of a firm is determined by the types of the businesses in which
it operates and its operating leverage. It is often also referred to as the asset beta since
it is determined by the assets owned by the firm. Thus, the levered beta, which is also
the beta for an equity investment in a firm or the equity beta, is determined both by
the riskiness of the business it operates in and by the amount of financial leverage risk
it has taken on.

Since financial leverage multiplies the underlying business risk, it stands to reason
that firms that have high business risk should be reluctant to take on financial lever-
age. It also stands to reason that firms that operate in stable businesses should be
much more willing to take on financial leverage. Utilities, for instance, have histori-
cally had high debt ratios but have not had high betas, mostly because their underly-
ing businesses have been stable and fairly predictable.

BOTTOM UP BETAS. Breaking down betas into their business risk and financial lever-
age components provides us with an alternative way of estimating betas in which we
do not need past prices on an individual firm or asset.

To develop this alternative approach, we need to introduce an additional property
of betas that proves invaluable. The beta of two assets put together is a weighted av-
erage of the individual asset betas, with the weights based upon market value. Con-
sequently, the beta for a firm is a weighted average of the betas of all the different
businesses it is in. We can estimate the beta for a firm in five steps.

» Step 1: We identify the business or businesses the firm operates in.

» Step 2: We find other publicly traded firms in these businesses and obtain their
regression betas, which we use to compute an average beta for the firms, and
their financial leverage.

» Step 3: We estimate the average unlevered beta for the business, by unlevering
the average beta for the firm by their average debt to equity ratio. Alternatively,
we could estimate the unlevered beta for each firm and then compute the aver-
age of the unlevered betas. The first approach is preferable because unlevering
an erroneous regression beta is likely to compound the error.

Betacomparable firms
1 + (1 — #)(D/E ratio comparable firms)

Unlevered betaggijess =

 Step 4: To estimate an unlevered beta for the firm that we are analyzing, we take
a weighted average of the unlevered betas for the businesses it operates in, using
the proportion of firm value derived from each business as the weights. If val-
ues are not available, we use operating income or revenues as weights. This
weighted average is called the bottom-up unlevered beta.
j=k
Unlevered betag,,,, = E Unlevered beta;*Value weight;
i=1

where the firm is assumed to operating in k different businesses.



9.2 ESTIMATING DISCOUNT RATES 923

» Step 5: Finally, we estimate the current market values of debt and equity of the
firm and use this debt-to-equity ratio to estimate a levered beta.

The betas estimated using this process are called bottom-up betas.

THE CASE FOR BOTTOM-UP BETAS. At first sight, the use of bottom-up betas may seem to
leave us exposed to all of the problems we noted with regression betas. After all, the
betas for other publicly traded firms in the business are obtained from regressions.
Notwithstanding these bottom up betas represent a significant improvement on re-
gression betas for the following reasons:

* While each regression beta is estimated with standard error, the average across
a number of regression betas will have much lower standard error. The intuition
is simple. A high standard error on a beta estimate indicates that it can be sig-
nificantly higher or lower than the true beta. Averaging across these errors re-
sults in an average beta that is far more precise than the individual betas that
went into it. In fact, if the estimation errors on individual firm betas are uncor-
related across firms, the savings in standard error can be stated as a function of
the average standard error and the number of firms in the sample.

Average standard errorcomparable firms

Vn

Standard errorgom-up beta =

where n is the number of firms in the sample. Thus, if the average standard error
in beta estimates for software firms is 0.50 and the number of software firms is
100, the standard error of the average beta is only 0.05 (0.50/"v100).

* A bottom-up beta can be adapted to reflect actual changes in a firm’s business
mix and expected changes in the future. Thus, if a firm divested a major portion
of its operations last week, the weights on the businesses can be modified to re-
flect the divestiture. The same can be done with acquisitions. In fact, a firm’s
strategic plans to enter new businesses in the future can be brought into the beta
estimates for future periods.

» Firms do change their debt ratios over time. While regression betas reflect the
average debt-to-equity ratio maintained by the firm during the regression period,
bottom-up betas use the current debt to equity ratio. If a firm plans to change its
debt-to-equity ratio in the future, the beta can be adjusted to show these changes.

* Finally, bottom-up betas wean us from our dependence on historical stock
prices. While we do need these prices to get betas for comparable firms, all we
need for the firm being analyzed is a breakdown of the businesses it is in. Thus,
bottom-up betas can be estimated for private firms, divisions of business and
stocks that have just started trading in financial markets.

COMPUTATIONAL DETAILS.  While the idea behind bottom-up betas is fairly simple, there
are several computational details that are deserving of attention:

* Defining comparable firms. First, we have to decide how narrowly we want to
define a business. Consider, for instance, a firm that manufactures entertainment
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software. We could define the business as entertainment software and consider
only companies that primarily manufacture entertainment software to be com-
parable firms. We could go even further and define comparable firms as firms
manufacturing entertainment software with revenues similar to that of the com-
pany being analyzed. While there are benefits to narrowing the comparable firm
definition, there is a large cost. Each additional criterion added on to the defini-
tion of comparable will mean that fewer firms make the list and the savings in
standard error that comprise the biggest benefit to bottom-up betas become
smaller. A common sense principle should therefore come into play. If there are
hundreds of firms in a business, as there are in the software business, you can
afford to be more selective. If there are relatively few firms, not only do you
have to become less selective, you might have to broaden the definition of com-
parable to bring in other firms into the mix.

» Estimating Betas. Once the comparable firms in a business have been defined,
you have to estimate the betas for these firms. While it would be best to estimate
the regressions for all of these firms against a common and well diversified eq-
uity index, it is usually easier to use service betas that are available for each of
these firms. These service betas may be estimated against different indices. For
instance, if you define your business to be global telecommunications and ob-
tain betas for global telecom firms from Bloomberg, these betas will be esti-
mated against their local indices. This is usually not a fatal problem, especially
with large samples, since errors in the estimates tend to average out.

* Averaging Method. The average beta for the firms in the sector can be computed
in one of two ways. We could use market-weighted averages, but the savings in
standard error that we touted in the earlier section will be muted, especially if
there are one or two very large firms in the sample. We could estimate the sim-
ple average of the betas of the companies, thus weighting all betas equally. The
process weighs in the smallest firms in the sample disproportionately but the
savings in standard error are likely to be maximized. There is also the issue of
whether the firm being analyzed should be excluded from the group when com-
puting the average. While the answer is yes, there will make little or no differ-
ence in the final estimate if there are more than 15 or 20 comparable firms.

* Controlling for differences. In essence, when we use betas from comparable
firms, we are assuming that all firms in the business are equally exposed to busi-
ness risk and have similar operating leverage. Note that the process of levering
and unlevering of betas allows us to control for differences in financial leverage.
If there are significant differences in operating leverage—cost structure—across
companies, the differences in operating leverage can be controlled for as well.
This would require that we estimate a business beta, where we take out the ef-
fects of operating leverage from the unlevered beta.

Unlevered beta
1 + (1 — tax rate)(Fixed costs/Variable costs)

Business beta =

Note the similarity to the adjustment for financial leverage; the only difference is
that both fixed and variable costs are eligible for the tax deduction and the tax rate is
therefore no longer a factor. The business beta can then be relevered to reflect the dif-
ferences in operating leverage across firms.
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HOW WELL DO BETAS TRAVEL?  Often, when analyzing firms in small or emerging mar-
kets, we have to estimate betas by looking at firms in the same business but traded on
other markets. This is what we did when estimating the beta for Titan Cement. Is
this appropriate? Should the beta for a steel company in the United States be compa-
rable to that of a steel company in Indonesia? We see no reason why it should not.
But the company in Indonesia has much more risk, you might argue. We do not dis-
agree, but the fact that we use similar betas does not mean that we believe that the
costs of equity are identical across all steel companies. In fact, using the approach de-
scribed earlier in this paper, the risk premium used to estimate the cost of equity for
the Indonesian company will incorporate a country risk premium, whereas the cost
of equity for the U.S. company will not. Thus, even if the betas used for the two com-
panies are identical, the cost of equity for the Indonesian company will be much
higher.

There are a few exceptions to this proposition. Recall that one of the key determi-
nants of betas is the degree to which a product or service is discretionary. It is entirely
possible that products or services that are discretionary in one market (and command
high betas) may be nondiscretionary in another market (and have low betas). For in-
stance, phone service is viewed as a nondiscretionary product in most developed
markets, but is a discretionary product in emerging markets. Consequently, the aver-
age beta estimated by looking at telecom firms in developed markets will understate
the true beta of a telecom firm in an emerging market. Here, the comparable firms
should be restricted to include only telecom firms in emerging markets.

ILLUSTRATION 2: ESTIMATING A BOTTOM-UP BETA FOR TITAN CEMENTS—JANUARY 2000.

To estimate a beta for Titan Cement, we began by defining comparable firms as other
cement companies in Greece but found only one comparable firm. When we ex-
panded the list to include cement companies across Europe, we increased our sample
to nine firms. Since we did not see any reason to restrict our comparison to just Eu-
ropean firms, we decided to look at the average beta for cement companies globally.
There were 108 firms in this sample with an average beta of 0.99, an average tax rate
of 34.2% and an average debt to equity ratio of 27.06%. We used these numbers to
arrive at an unlevered beta of 0.84.

0.99 B
1+ (1 — 0.342)(0.2706)

Unlevered beta for cement companies = 0.84

We then used Titan’s market values of equity (566.95 million Gdr) and debt (13.38
million GDr) to estimate a levered beta for its equity:

13.
Levered beta = 0.84(1 + (1 — 0.2414)(56363985>> = 0.86

We used a tax rate of 24.14% in this calculation.

(d) From Cost of Equity to Cost of Capital. While equity is undoubtedly an impor-
tant and indispensable ingredient of the financing mix for every business, it is but one
ingredient. Most businesses finance some or much of their operations using debt or
some security that is a combination of equity and debt. The costs of these sources of
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financing are generally very different from the cost of equity and the cost of financ-
ing for a firm should reflect their costs as well, in proportion to their use in the fi-
nancing mix. Intuitively, the cost of capital is the weighted average of the costs of the
different components of financing—including debt, equity and hybrid securities—
used by a firm to fund its financial requirements. In this section, we examine the
process of estimating the cost of financing other than equity and the weights for com-
puting the cost of capital.

(i) Calculating the Cost of Debt. The cost of debt measures the current cost to the
firm of borrowing funds to finance projects. In general terms, it is determined by the
following variables:

e The riskless rate. As the riskless increases, the cost of debt for firms will also in-
crease.

» The default risk (and associated default spread) of the company. As the default
risk of a firm increases, the cost of borrowing money will also increase.

» The tax advantage associated with debt. Since interest is tax deductible, the
after-tax cost of debt is a function of the tax rate. The tax benefit that accrues
from paying interest makes the after-tax cost of debt lower than the pretax cost.
Furthermore, this benefit increases as the tax rate increases.

After-tax cost of debt = Pretax cost of debt (1 — tax rate)

The simplest scenario for estimating the cost of debt occurs when a firm has long
term bonds outstanding that are widely traded. The market price of the bond, in con-
junction with its coupon and maturity can serve to compute a yield that we use as the
cost of debt. Alternatively, for firms that have bonds that are rated, we can estimate
their costs of debt by using their ratings and associated default spreads. Thus, a firm
with a AA rating can be expected to have a cost of debt approximately 0.50% higher
than the treasury bond rate, since this is the spread typically paid by AA rated firms.

What happens when, as is often the case with emerging market companies, when
you have firms that have neither bonds outstanding nor a bond rating. You have two
choices.:

1. Recent borrowing history. Many firms that are not rated still borrow money
from banks and other financial institutions. By looking at the most recent bor-
rowings made by a firm, we can get a sense of the types of default spreads being
charged the firm and use these spreads to come up with a cost of debt.

2. Estimate a synthetic rating. An alternative is to play the role of a ratings agency
and assign a rating to a firm based on its financial ratios; this rating is called a
synthetic rating. To make this assessment, we begin with rated firms and ex-
amine the financial characteristics shared by firms within each ratings class. To
illustrate, Exhibit 9.7 lists the range of interest coverage ratios for small manu-
facturing firms in each S&P ratings class for the United States.

Now consider a small firm that is not rated but has an interest coverage ratio of 6.15.
Based on this ratio, we would assess a “synthetic rating” of A for the firm.
In general, there are two problems we run into when we use this approach to esti-



9.2 ESTIMATING DISCOUNT RATES 927

Interest Coverage Ratio Rating Spread
>12.5 AAA 0.75%
9.5-12.5 AA 1.00%
7.5-9.5 A+ 1.50%

6-7.5 A 1.80%
4.5-6 A- 2.00%
3.5-4.5 BBB 2.25%

3-3.5 BB 3.50%
2.5-3 B+ 4.75%

2-2.5 B 6.50%
1.5-2 B- 8.00%

1.25-1.5 CCC 10.00%
0.8-1.25 CC 11.50%
0.5-0.8 C 12.70%
<0.5 D 14.00%

aThis table was developed in 1999 and 2000, by listing out
all rated firms, with market capitalization lower than $2 bil-
lion, and their interest coverage ratios, and then sorting firms
based on their bond ratings. The ranges were adjusted to
eliminate outliers and to prevent overlapping ranges.

Exhibit 9.7. Interest Coverage Ratios and Ratings: Low Market Cap Firms.?

mate the synthetic ratings for emerging market firms. The first is that the synthetic rat-
ings may be skewed by differences in interest rates between the emerging market and
the United States. Interest coverage ratios will usually decline as interest rates increase
and it may be far more difficult for a company in an emerging market to achieve the
interest coverage ratios of companies in developed markets. This can be fixed fairly
simply by either modifying the tables developed using U.S. firms or restating the in-
terest expenses (and interest coverage ratios) in dollar terms. The second problem is
the existence of country default risk overhanging the cost of debt of firms in that mar-
ket. Conservative analysts often assume that companies in a country cannot borrow at
a rate lower than the country can borrow at. With this reasoning, the cost of debt for
an emerging market company will include the country default spread for the country.

Cost of debtgnerging market company = Riskless rate + Country default spread
+ Company default spreadgynetic rating
The counter to this argument is that companies may be safer than the countries that
they operate in and that they bear only a portion or perhaps even none of the country
default spread.
ILLUSTRATION 3: ESTIMATING A COST OF DEBT FOR EMBRAER.

As an example, consider Embraer, the Brazilian aerospace company. To estimate
Embraer’s cost of debt, we first estimate a synthetic rating for the firm. Based upon
its operating income of $810 million and interest expenses of $28 million in 2000,
we arrived at an interest coverage ratio of 28.93 and an AAA rating. While the de-
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fault spread for AAA rated bonds in the United States was only 0.75%, there is the
added consideration that Embraer is a Brazilian firm. Since the Brazilian government
bond traded at a spread of 5.37% at the time of the analysis, you could argue that
every Brazilian company should pay this premium, in addition to its own default
spread. With this reasoning, the pretax cost of debt for Embraer in U.S. dollars (as-
suming a Treasury bond rate is 5%) can be calculated:

Cost of Debt = Risk-free rate + Default spread for country + Default spread for firm
=5%+537% + 0.75% = 11.12%

Using a marginal tax rate of 33%, we can estimate an after-tax cost of debt for Em-
braer:

After-tax cost of debt = 11.12%(1 — .33) = 7.45%

With this approach, the cost of debt for a firm can never be lower than the cost of debt
for the country in which it operates. Note, though, that Embraer gets a significant por-
tion of its revenues in dollars from contracts with non-Brazilian airlines. Conse-
quently, it could reasonably argue that it is less exposed to risk than the Brazilian
government and should therefore command a lower cost of debt.

(i) Calculating the Weights of Debt and Equity Components. The final step in com-
puting a cost of capital is to compute the weights of debt and equity components in
a firm’s capital. Before we discuss how best to estimate weights, we define what we
include in debt. We then make the argument that weights used should be based upon
market value and not book value. This is so because the cost of capital measures the
cost of issuing securities—stocks as well as bonds—to finance firms and these secu-
rities are issued at market value, not at book value.

(iii) What is debt? The answer to this question may seem obvious since the balance
sheet for a firm shows the outstanding liabilities of a firm. There are, however, limi-
tations with using these liabilities as debt in the cost of capital computation. The first
is that some of the liabilities on a firm’s balance sheet, such as accounts payable and
supplier credit, are not interest bearing. Consequently, applying an after-tax cost of
debt to these items can provide a misleading view of the true cost of capital for a firm.
The second is that there are items off the balance sheet that create fixed commitments
for the firm and provide the same tax deductions that interest payments on debt do.
The most prominent of these off-balance-sheet items are rental and lease commit-
ments. In most emerging markets, leases are treated as operating expenses rather than
financing expenses. Consider, though, what an operating lease involves. A retail firm
leases a store space for 12 years and enters into a lease agreement with the owner of
the space agreeing to pay a fixed amount each year for that period. We do not see
much difference between this commitment and borrowing money from a bank and
agreeing to pay off the bank loan over 12 years in equal annual installments.

There are therefore two adjustments we will make when we estimate how much
debt a firm has outstanding:

1. We will consider only interest bearing debt rather than all liabilities. We will in-
clude both short term and long term borrowings in debt.
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2. We will also capitalize operating leases and treat these expenditures as financ-
ing expenses.

(iv) Book Value versus Market Value Debt Ratios. There are three standard arguments
against using market value and none of them are convincing. First, there are some fi-
nancial managers who argue that book value is more reliable than market value be-
cause it is not as volatile. While it is true that book value does not change as much
as market value, this is more a reflection of book value’s weakness rather than its
strength since the true value of the firm changes over time as both firm-specific and
market information is revealed. We would argue that market value, with its volatility,
is a much better reflection of true value than book value.!#

Second, the defenders of book value also suggest that using book value rather than
market value is a more conservative approach to estimating debt ratios. This assumes
that market value debt ratios are always lower than book value debt ratios, an as-
sumption not based on fact. Furthermore, even if the market value debt ratios are
lower than the book value ratios, the cost of capital calculated using book value ra-
tios will be lower than those calculated using market value ratios, making them less
conservative estimates, not more. To illustrate this point, assume that the market
value debt ratio is 10%, while the book value debt ratio is 30%, for a firm with a cost
of equity of 15% and an after-tax cost of debt of 5%. The cost of capital can be cal-
culated as follows:

With market value debt ratios: 15%(0.9) + 5%(0.1) = 14%
With book value debt ratios: 15%(.7) + 5%(.3) = 12%

Third, it is claimed that lenders will not lend on the basis of market value, but this
claim again seems to be based more upon perception than fact. Any homeowner who
has taken a second mortgage on a house that has appreciated in value knows that
lenders do lend on the basis of market value. It is true, however, that the greater the
perceived volatility in the market value of an asset, the lower is the borrowing po-
tential on that asset.

(v) Estimating the Market Values of Equity and Debt. The market value of equity is
generally the number of shares outstanding times the current stock price. If there are
other equity claims in the firm such as warrants and management option, these should
also be valued and added on to the value of the equity in the firm.

The market value of debt is usually more difficult to obtain directly, since very few
firms have all their debt in the form of bonds outstanding trading in the market. Many
firms have nontraded debt, such as bank debt, which is specified in book value terms
but not market value terms. A simple way to convert book value debt into market
value debt is to treat the entire debt on the books as one coupon bond, with a coupon
set equal to the interest expenses on all the debt and the maturity set equal to the face-
value weighted average maturity of the debt, and then to value this coupon bond at

4There are some who argue that stock prices are much more volatile than the underlying true value.
Even if this argument is justified (and it has not conclusively been shown to be so), the difference be-
tween market value and true value is likely to be much smaller than the difference between book value
and true value.
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the current cost of debt for the company. Thus, the market value of $1 billion in debt,
with interest expenses of $60 million and a maturity of 6 years, when the current cost
of debt is 7.5% can be estimated as follows:

1

1 —
. 1.075° 1,000 -
Estimated market value of debt = 60 + = $ 930 million
0.075 1.075%

(vi) Gross Debt versus Net Debt.  Gross debt refers to all debt outstanding in a firm.
Net debt is the difference between gross debt and the cash balance of the firm. For
instance, a firm with $1.25 billion in interest bearing debt outstanding and a cash bal-
ance of $1 billion has a net debt balance of $250 million. The practice of netting cash
against debt is common in both Latin America and Europe, and the debt ratios are
usually estimated using net debt.

It is generally safer to value a firm based on gross debt outstanding and to add the
cash balance outstanding to the value of operating assets to arrive at the firm value. The
interest payment on total debt is then entitled to the tax benefits of debt and we can as-
sess the effect of whether the company invests its cash balances efficiently on value.

In some cases, especially when firms maintain large cash balances as a matter of
routine, analysts prefer to work with net debt ratios. If we choose to use net debt ratios,
we have to be consistent all the way through the valuation. To begin, the beta for the
firm should be estimated using a net debt ratio rather than a gross debt ratio. The cost
of equity that emerges from the beta estimate can be used to estimate a cost of capital,
but the market value weight on debt should be based upon net debt. Once we discount
the cash flows of the firm at the cost of capital, we should not add back cash. Instead,
we should subtract the net debt outstanding to arrive at the estimated value of equity.

Implicitly, when we net cash against debt to arrive at net debt ratios, we are as-
suming that cash and debt have roughly similar risk. While this assumption may not
be outlandish when analyzing highly rated firms, it becomes much shakier when debt
becomes riskier. For instance, the debt in a BB rated firm is much riskier than the
cash balance in the firm and netting out one against the other can provide a mislead-
ing view of the firm’s default risk. In general, using net debt ratios will overstate the
value of riskier firms.

(vii) Estimating the Cost of Capital. Since a firm can raise its money from three
sources—equity, debt, and preferred stock —the cost of capital is defined as the
weighted average of each of these costs. The cost of equity (k,) reflects the riskiness
of the equity investment in the firm, the after-tax cost of debt (k,) is a function of the
default risk of the firm and the cost of preferred stock (k) is a function of its inter-
mediate standing in terms of risk between debt and equity. The weights on each of
these components should reflect their market value proportions since these propor-
tions best measure how the existing firm is being financed. Thus, if E, D, and PS are
the market values of equity, debt, and preferred stock, respectively, the cost of capi-
tal can be written as follows:

. E D PS
Cost of capital = k| ——————— | + ky| ————— | + k)| —————=
D+ E+ PS D+ E+ PS D+ E+ PS



9.3 ESTIMATING CASH FLOWS 9« 31

ILLUSTRATION 4: ESTIMATING A BOTTOM-UP BETA FOR TITAN CEMENTS—JANUARY 2000.

To estimate a cost of capital for Embraer, we again draw on the estimates of cost of
equity and cost of debt we obtained in prior illustrations. The cost of capital will be
estimated using net debt all the way through (for the levered betas, interest coverage
ratios and debt ratios) and in U.S. dollars:

* Cost of equity = 18.86%

» After-tax cost of debt = 7.45%

e Market value of debt = 1,328 million BR

¢ Cash and marketable securities = 1,105 million BR
» Market value of equity = 9,084 million BR

The cost of capital for Embraer is estimated below:

Net Debt

1,328 million — 1,105 million = 223 million

Cost of Capital = 18 86‘7( o084 ) + 7457( 223 ) 18.59%
ital = 18. —_ ) — | = 18.
ostot-apiia °\ 9084 + 223 °\ 9084 + 223 ¢

To convert this into a nominal real cost of capital, we would apply the differential in-
flation rates (10% in Brazil and 2% in the United States):

. . Inflation rateg,,;
Cost of capitalyomina gr = (1 + Cost of Capitaly) Inflation rate -1
US.

1.10
= (1.1859)(1_02> — 1 =27.89%

9.3 ESTIMATING CASH FLOWS. To estimate cash flows for a firm, we usually
begin with its accounting earnings and adjust their earnings for noncash charges and
reinvestment needs. While the equation for computing free cash flows to the firm may
be identical for emerging market and developed companies, there are a few more
roadblocks that we run into when we look at emerging market companies.

(@) Earnings. The income statement for a firm provides measures of both the oper-
ating and equity income of the firm in the form of the earnings before interest and
taxes (EBIT) and net income. When valuing firms, there are two important consider-
ations in using this measure. One is to obtain as updated an estimate as possible,
given how much these firms change over time. The second is that reported earnings
at these firms may bear little resemblance to true earnings because of limitations in
accounting rules and the firms’ own actions. On both measures, you may have spe-
cial problems when valuing emerging market firms.

(i) Importance of Updating Earnings. Firms reveal their earnings in their financial
statements and annual reports to stockholders. Annual reports are released only at the
end of a firm’s financial year, but you are often required to value firms all through the
year. Consequently, the last annual report that is available for a firm being valued can
contain information that is sometimes six or nine months old. In the case of firms that
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are changing rapidly over time, it is dangerous to base value estimates on informa-
tion that is this old. Instead, use more recent information. While you have the option
of using quarterly reports in the United States, there are many emerging markets
when accounting statements are provided semiannually or annually. When valuing
firms in these markets, analysts may have to draw on unofficial sources to update
their valuations.

(i) Correcting Earnings Misclassification and for Differences in Accounting Standards.
The expenses incurred by a firm can be categorized into three groups:

1. Operating expenses are expenses that generate benefits for the firm only in the
current period. For instance, the fuel used by an airline in the course of its
flights is an operating expense, as is the labor cost for an automobile company
associated with producing vehicles.

2. Capital expenses are expenses that generate benefits over multiple periods. For
example, the expense associated with building and outfitting a new factory for
an automobile manufacturer is a capital expense, since it will generate several
years of revenues.

3. Financial expenses are expenses associated with nonequity capital raised by a
firm. Thus, the interest paid on a bank loan would be a financial expense.

The operating income for a firm, measured correctly, should be equal to its rev-
enues less its operating expenses. Neither financial nor capital expenses should be in-
cluded in the operating expenses in the year that they occur, though capital expenses
may be depreciated or amortized over the period that the firm obtains benefits from
the expenses. The net income of a firm should be its revenues less both its operating
and financial expenses. No capital expenses should be deducted to arrive at net in-
come. It is at this stage that differences in accounting standards come into play. Prac-
tices vary widely across countries on how items are categorized. As noted above,
leases are treated as operating expenses in most emerging markets. In addition, the
treatment of research and development (R&D) expenses, which are really capital ex-
penses, varies across countries. In some countries, the practice is similar to the
United States and all R&D expenses are treated as operating expenses. In other coun-
tries, some R&D expenses are capitalized. If you are doing discounted cash flow val-
uation, you often have to recategorize these expenses to come up with a measure of
true operating income. If you are comparing earnings multiples across companies in
different markets, you have to correct for differences in accounting standards before
making comparisons.

(iii) Correcting for Earnings Manipulation. Firms try to manage their earnings and in
some cases manipulate them. While this is true for both developed market and emerg-
ing market companies, the weakness of accounting standards and the laxity of the
legal system make earnings management and manipulation a much more serious
problem in emerging markets. To the extent that firms manage or manipulate earn-
ings, you have to be cautious about using the current year’s earnings as a base for
projections. In particular, you have to look at two issues:

1. Extraordinary, recurring and unusual items. The rule for estimating both oper-
ating and net income is simple. The operating income that is used as a base for
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projections should reflect continuing operations and should not include any
items that are one-time or extraordinary. Putting this statement to practice is
often a challenge because there are four types of extraordinary items:

1. One-time expenses or income that is truly one time.A large restructuring
charge that has occurred only once in the last 10 years would be a good ex-
ample. These expenses can be backed out of the analysis and the operating
and net income calculated without them.

ii. Expenses and income that do not occur every year but seem to recur at reg-
ular intervals. Consider, for instance, a firm that has taken a restructuring
charge every 3 years for the last 12 years. While not conclusive, this would
suggest that the extraordinary expenses are really ordinary expenses that
are being bundled by the firm and taken once every three years. Ignoring
such an expense would be dangerous because the expected operating in-
come in future years would be overstated. What would make sense would
be to take the expense and spread it out on an annual basis. Thus, if the re-
structuring expense for every 3 years has amounted to $1.5 billion, on av-
erage, the operating income for the current year should be reduced by $0.5
billion to reflect the annual charge due to this expense.

iii. Expenses and income that recur every year but with considerable volatility.
The best way to deal with such items is to normalize them by averaging the
expenses across time and reducing this year’s income by this amount.

iv. Items that recur every year that change signs—positive in some years and
negative in others. Consider, for instance, the effect of foreign currency
translations on income. For a firm in the United States, the effect may be
negative in years in which the dollar gets stronger and positive in years in
which the dollar gets weaker. The most prudent thing to do with these ex-
penses would be to ignore them. This is because income gains or losses
from exchange rate movements are likely to reverse themselves over time,
and making them part of permanent income can yield misleading estimates
of value.

To differentiate among these items requires that you have access to a firm’s fi-
nancial history. For young firms in emerging markets, this may not be available,
making it more difficult to draw the line between expenses that should be ig-
nored, expenses that should be normalized and expenses that should be consid-
ered in full.

. Income from Investments and Cross Holdings. Emerging market companies
often have complex cross holding structures and substantial holdings of mar-
ketable securities. The income from such holdings can often exceed the operat-
ing income of the firm, and in some cases, the two types of income are mingled.
Investments in marketable securities generate two types of income. The first
takes the form of interest or dividends and the second is the capital gains
(losses) associated with selling securities at prices that are different from their
cost bases. In our view, neither type of income should be considered part of the
earnings used in valuation for any firm other than a financial service firm that
defines its business as the buying and selling of securities (such as a hedge
fund). The interest earned on marketable securities should be ignored when
valuing the firm, since it is far easier to add the market value of these securities
at the end of the process rather than mingle them with other assets. Firms that
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have a substantial number of cross holdings in other firms will often report in-
creases or decreases to earnings reflecting these holdings. The effect on earn-
ings will vary depending on how the holding is categorized. Often, you will see
them categorized into one of the following:

* A minority, passive holding, where only the dividends received from the
holding are recorded in income.

* A minority, active interest, where the portion of the net income (or loss) from
the subsidiary is shown in the income statement as an adjustment to net in-
come (but not to operating income).

* A majority, active interest, where the income statements are consolidated and
the entire operating income of the subsidiary (or holding) are shown as part of
the operating income of the firm. In such cases, the net income is usually ad-
justed for the portion of the subsidiary owned by others (minority interests).

The safest route to take with the first two types of holdings is to ignore the in-
come shown from the subsidiary when valuing a firm, to value the subsidiary
separately and to add it on to the value obtained for the parent. As a simple ex-
ample, consider a firm (Holding Inc.) that generates $100 million in after-tax
cash flows from its operating assets and assume that these cash flows will grow
at 5% a year forever. In addition, assume that the firm owns 10% of another
firm (Subsidiary Inc.) with after-tax cash flows of $50 million growing at 4% a
year forever. Finally, assume that the cost of capital for both firms is 10%. The
firm value for Holding Inc. can be estimated as follows.

1.05
Value of operating assets of Holding Inc. = 100() = $ 2,100 million
0.10 — 0.05
Value of ti ts of Subsidiary Inc. = 50(1'04> = $ 867 milli
alue of operating assets of Subsidiary Inc. = 010 —ood ) = million

Value of Holding company's share of Subsidiary Inc = $ 2,100 + 0.10(867)
= $ 2,187 million

When earnings are consolidated, you can value the combined firm with the consoli-
dated income statement and then subtract out the value of the minority holdings. To
do this, though, you have to assume that the two firms are in the same business and
are of equivalent risk since the same cost of capital will be applied to both firm’s cash
flows. Alternatively, you can strip the entire operating income of the subsidiary from
the consolidated operating income and follow the process laid out above to value the
holding.

(iv) Warning Signs in Earnings Reports. 'The most troubling thing about earnings re-
ports is that we are often blindsided not by the items that get reported (such as ex-
traordinary charges) but by the items that are hidden in other categories. The follow-
ing checklist should be reviewed regarding any earnings report to gauge the
possibility of such shocks:

* Is earnings growth outstripping revenue growth by a large magnitude year after
year? This may well be a sign of increased efficiency, but when the differences
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are large and continue year after year, you should wonder about the source of
these efficiencies.

* Do one-time or nonoperating charges to earnings occur frequently? The charge
itself might be categorized differently each year—an inventory charge one year,
a restructuring charge the next, and so on. While this may be just bad luck, it
may also reflect a conscious effort by a company to move regular operating ex-
penses into these non-operating items.

* Do any of the operating expenses, as a percent of revenues, swing wildly from
year to year? This may suggest that the expense item (say sales, general and ad-
ministrative [SG&A]) includes nonoperating expenses that should really be
stripped out and reported separately.

* Does the company manage to beat analyst estimates quarter after quarter by a
cent or two? Not every company is a Microsoft. Companies that beat estimates
year after year are involved in earnings management and are moving earnings
across time periods. As growth levels off, this practice can catch up with them.

* Does a substantial proportion of the revenues come from subsidiaries or related
holdings? While the sales may be legitimate, the prices set may allow the firm
to move earnings from one unit to the other and give a misleading view of true
earnings at the firm.

* Are accounting rules for valuing inventory or depreciation changed frequently?

* Are acquisitions followed by miraculous increases in earnings? An acquisition
strategy is difficult to make successful in the long term. A firm that claims in-
stant success from such as strategy requires scrutiny.

* Is working capital ballooning out as revenues and earning surge? This can some-
times let us pinpoint those firms that generate revenues by lending to their own
customers.

None of these factors, by themselves, suggest that we lower earnings for these
firms but combinations of the factors can be viewed as a warning signal that the earn-
ings statement needs to be held up to higher scrutiny.

(b) Reinvestment Needs. The cash flow to the firm is computed after reinvestments.
Two components go into estimating reinvestment. The first is net capital expendi-
tures, which is the difference between capital expenditures and depreciation. The
other is investments in noncash working capital. With technology firms, again, these
numbers can be difficult to estimate. For emerging market firms, these numbers can
sometimes be difficult to find in the financial statements and even when found, they
are often volatile.

(i) Net Capital Expenditures. In estimating net capital expenditures, we generally
deduct depreciation from capital expenditures. The rationale is that the positive cash
flows from depreciation pay for at least a portion of capital expenditures and it is only
the excess that represents a drain on the firm’s cash flows. With emerging market com-
panies, forecasting these expenditures can be difficult for three reasons. The first is that
many emerging market companies provide little or very diffuse information about their
capital expenditures. Many provide no or very sketchy statements of cash flows,
bundling capital expenditures with investments in financial assets. The second is that
firms often incur capital spending in chunks—a large investment in one year can be fol-



9+ 36 VALUATION IN EMERGING MARKETS

lowed by small investments in subsequent years. The third is that acquisitions are not
classified by accountants as capital expenditures. For firms that grow primarily through
acquisition, this will result in an understatement of the net capital expenditures.

Firms seldom have smooth capital expenditure streams. Firms can go through pe-
riods when capital expenditures are very high (as is the case when a new product is in-
troduced or a new plant built) followed by periods of relatively light capital expendi-
tures. Consequently, when estimating the capital expenditures to use for forecasting
future cash flows, you should normalize capital expenditures. The simplest normal-
ization technique is to average capital expenditures over a number of years. For in-
stance, you could estimate the average capital expenditures over the last four or five
years for a manufacturing firm and use that number rather than the capital expendi-
tures from the most recent year. By doing so, you could capture the fact that the firm
may invest in a new plant every four years. If instead, you had used the capital ex-
penditures from the most recent year, you would either have overestimated capital ex-
penditures (if the firm built a new plant that year) or underestimated it (if the plant had
been built in an earlier year). There are two measurement issues that you will need to
confront. One relates to the number of years of history that you should use. The an-
swer will vary across firms and will depend upon how infrequently the firm makes
large investments. The other is on the question of whether averaging capital expendi-
tures over time requires us to average depreciation as well. Since depreciation is
spread out over time, the need for normalization should be much smaller. In addition,
the tax benefits received by the firm reflect the actual depreciation in the most recent
year, rather than an average depreciation over time. Unless depreciation is as volatile
as capital expenditures, it may make more sense to leave depreciation untouched.

In estimating capital expenditures, you should not distinguish between internal in-
vestments (which are usually categorized as capital expenditures in cash flow state-
ments) and external investments (which are acquisitions). The capital expenditures of
a firm, therefore, need to include acquisitions. Since firms seldom make acquisitions
every year and each acquisition has a different price tag, the point about normalizing
capital expenditures applies even more strongly to this item.

ILLUSTRATION 5: ESTIMATING NORMALIZED NET CAPITAL EXPENDITURES—RELIANCE INDIA.

Reliance Industries is one of India’s largest firms and is involved in a multitude of
businesses ranging from chemicals to textiles. The firm makes substantial invest-
ments in these businesses and Exhibit 9.8 summarizes the capital expenditures and
depreciation for the period 1997-2000.

The firm’s capital expenditures have been volatile but its depreciation has been
trending upward. There are two ways in which we can normalize the net capital ex-
penditures. One is to take the average net capital expenditure over the four year pe-
riod, which would result in net capital expenditures of INR 13,639 million. The prob-
lem with doing this, however, is that the depreciation implicitly being used in the
calculation is INR 8,027 million, which is well below the actual depreciation of INR
12,784. A better way to normalize capital expenditures is to use the average capital
expenditure over the four-year period (INR 21,166) and depreciation from the cur-
rent year (INR 12,784) to arrive at a normalized net capital expenditure value of

Normalized net capital expenditures = 21,166 — 12,784 = INR 8,882 million
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Capital Net Capital
Year Expenditures Depreciation Expenditures
1997 INR 24,077 INR 4,101 INR 19,976
1998 INR 23,247 INR 6,673 INR 16,574
1999 INR 18,223 INR 8,550 INR 9,673
2000 INR 21,118 INR 12,784 INR 8,334
Average INR 21,666 INR 8,027 INR 13,639

Exhibit 9.8. Capital Expenditures and Depreciation: Reliance India (Millions of Indian
Rupees).

Note that the normalization did not make much difference in this case because the ac-
tual net capital expenditures in 2000 amounted to INR 8,334 million.

(i) Investment in Working Capital. Increases in working capital tie up more cash and
hence generate negative cash flows. Conversely, decreases in working capital release
cash and positive cash flows. Working capital is usually defined to be the difference
between current assets and current liabilities. However, we will modify that defini-
tion when we measure working capital for valuation purposes.

* We will back out cash and investments in marketable securities from current as-
sets. This is because cash, especially in large amounts, is invested by firms in
Treasury bills, short-term government securities, or commercial paper. While
the return on these investments may be lower than what the firm may make on
its real investments, they represent a fair return for riskless investments. Unlike
inventory, accounts receivable, and other current assets, cash then earns a fair
return and should not be included in measures of working capital. Are there ex-
ceptions to this rule? When valuing a firm that has to maintain a large cash bal-
ance for day-to-day operations or a firm that operates in a market in a poorly de-
veloped banking system, you could consider the cash needed for operations as a
part of working capital.

* We will also back out all interest-bearing debt—short-term debt and the portion
of long-term debt that is due in the current period—from the current liabilities.
This debt will be considered when computing cost of capital and it would be in-
appropriate to count it twice.

While we can estimate the noncash working capital change fairly simply for any
year using financial statements, this estimate has to be used with caution. Changes in
noncash working capital are unstable, with big increases in some years followed by
big decreases in the following years. To ensure that the projections are not the result
of an unusual base year, you should tie the changes in working capital to expected
changes in revenues or costs of goods sold at the firm over time. The noncash work-
ing capital as a percent of revenues can be used, in conjunction with expected rev-
enue changes each period, to estimate projected changes in noncash working capital
over time. You can obtain the non-cash working capital as a percent of revenues by
looking at the firm’s history or at industry standards.
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9.4 CONCLUSION. The value of a firm is a function of the same inputs—cash
flows and discount rates—for an emerging market firm as it is for a developed mar-
ket firm. There are, however, thorny estimation issues that can make emerging mar-
ket firm valuation much more complicated than the valuation of developed market
firms. We considered first the estimation of a discount rate in absence of a riskfree
rate and the paucity of historical information. When the local government has default
risk, you can either try to estimate a riskless rate or do your valuation in a different
currency—one in which a riskless rate does exist. To estimate risk premiums, you can
also fall back on a premium estimated for a mature market and adjust it for country
risk or you can estimate an implied premium. For betas, the best solution is to use the
betas of comparable firms, even though they might be traded on other markets. In the
second part of this paper, we examined how best to estimate cash flows. The earnings
reported by emerging market firms may have to be adjusted both for the misclassifi-
cation of items (like leases) and for manipulation. To estimate reinvestment needs,
when both net capital expenditures and working capital needs are volatile, you should
look at normalized values.
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10.1 INTRODUCTION. Business failure identification and early warnings of im-
pending financial crisis are important not only to analysts and practitioners in the
United States. Indeed, countries throughout the world, even noncapitalist nations,
have been concerned with individual entity performance assessment. Developing
countries and smaller economies, as well as the larger industrialized nations of the
world, are vitally concerned with avoiding financial crises in the private and public
sectors. Some policy makers in smaller nations are particularly concerned with fi-
nancial panics resulting from failures of individual entities.

From the late 1960s to the present day, numerous studies in the United States were
devoted to assessing one’s ability to combine publicly available data with statistical
classification techniques in order to predict business failure. Studies by Beaver
(1966) and Altman (1968) provided the stimulus for numerous other papers. One of
the first attempts at modern statistical failure analysis was performed by Tamari
(1964). We will not discuss his work here, but we point out its pioneering status. A
steady stream of failure prediction papers have appeared in the English literature, and
numerous textbooks and monographs include a section or chapter on these models.
What has gone relatively unnoticed is the considerable effort made to replicate and
extend these models to environments outside the United States. With the exception
of two special issues of the Journal of Banking and Finance (1984 and 1988), edited
by one of the authors of this article, there is no work with which we are familiar that
attempts to survey these studies and to comment on their similarities and differences.
The purpose of this paper is to do just that.

We survey the works by academics and practitioners in 21 countries and give ref-
erences to several other studies. This survey will bring together these myriad studies
and highlight study designs, innovations, and outcomes that will be of practical value
to researchers and practitioners. While the economic forces shaping the outcomes in
various countries may diverge, the researchers share a striking similarity in their ap-
proach to distress prediction. For example, nearly every study contrasts the profile of
failed firms with that of healthier firms to draw conclusions about the coincident fac-
tors of failure. Causal studies of failure appear to be comparatively rare.

In several of the countries studied, notably Brazil, France, Canada, Australia,
Korea, Mexico, and Italy, one of the authors of this article has participated directly
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in the construction of a failure classification model. In many cases, we can present an
in-depth discussion of the models including individual variable weights. In others,
we present the models in more general terms due to the lack of precise documenta-
tion in the original article. In general, to make this survey useful to researchers and
practitioners alike, we attempt to summarize the contents of the models under the fol-
lowing headings:

* Modeling techniques used. While multiple discriminant analysis (MDA) contin-
ues to be the most popular technique, researchers have tried other techniques
such as multi-nomial logit analysis, probit analysis, recursive partitioning (deci-
sion tree analysis), Bayesian discriminant analysis, survival analysis, and neural
networks. For a variety of reasons, MDA appears to be a de facto standard for
comparison of distress prediction models. Where the authors have used a tech-
nique other than MDA, they usually have compared its results with those from
MDA. It is interesting to note that MDA results continue to compare favorably
with the other techniques.

* Data issues. The size of the sample used and the sources of data are oftentimes
critical in assessing the statistical validity of results as well as in the planning of
replication or extension type studies. As in many areas of empirical research, the
sophistication of the techniques is often not matched by the availability of good
data, especially data on failed firms. This problem tends to be more pronounced
in the smaller economies of some of the developed countries and in the case of
most developing countries. As is common in all empirical research, the ran-
domness and the size of the sample used are mentioned because they are gener-
ally indicative of the degree of confidence that may be placed in the conclusions
being drawn.

* Definition of “failure” and “nonfailure”. Most models employ a sample of two
a priori groups consisting of “failed” and “nonfailed” firms. Depending on the
inclination of the researcher or on the local conditions, the definition of a fail-
ure may vary. Some examples are bankruptcy filing by a company, bond default,
bank loan default, delisting of a company, government intervention via special
financing, and liquidation. Closely tied to the failure event is the date of the
event. The quality of almost all conclusions drawn about how “early” the dis-
tress prediction was depends upon where the analyst placed the date of failure.
The healthy firms’ data is, by definition, “censored” data because all that can be
said of the healthy firms is that they were healthy at the time the sample was
taken. It has been found, for example, that some firms that appear to be Type II
errors by a model (healthy firms classified as failures) turned out to have failed
at a later time.

* Test results. It is customary to expect test statistics (such as the t and F statistics)
to indicate the statistical significance of the findings. While this is done to es-
tablish a baseline for measurement, it is important to note that useful conclu-
sions may be drawn from even small sample studies. In-sample and Out-of-
sample or hold-out results, Type I and Type II results, and analyst-modified
results are also reported where available.

(@) Developing and Developed Country Models. The failure prediction models re-
viewed in this chapter may be broadly grouped into two homogeneous categories: de-
veloped country models and developing country models. The classification of a coun-
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try as a “developing” or a “developed” country in this survey is in the context of fail-
ure prediction and may deviate somewhat from the traditional grouping of the country.

The main characteristics of developed country models are: (1) failure prediction
studies have a long history, (2) corporate financial data are more readily available, (3)
failure is easier to identify because of the existence of bankruptcy laws and banking
infrastructures, (4) government intervention is somewhat less, but not nonexistent,
and (5) there is a more sophisticated regulation of companies to protect investors.
The developing country models are characterized by the relative absence of the above
factors. In developing countries, where free market economies have not taken hold,
a company’s failure is harder to see because of the degree of protection provided by
the government. However one may also point to similar practices in developed coun-
tries, notably the United Kingdom, Germany, Japan, to a lesser extent, and even the
United States on some rare occasions, for example, the case of Chrysler in 1980.

Exhibit 10.1 summarizes the 39 studies from 21 countries included in this survey.
We have not included summaries of nonpublished studies although we are aware of
several, for example, two from South Africa and several in languages other than Eng-
lish (e.g., Korean).

While we believe this international treatment of failure prediction models is the
most comprehensive effort to date, we recognize that some relevant works will pos-
sibly be overlooked in this survey and apologize for any omission. Note: The term
“author” or “authors” in the succeeding paragraphs pertains to the authors of the re-
spective articles, not to the authors of this review.

(b) Emerging Markets Application. One of the models presented in this chapter was
developed by Altman, Hartzell, and Peck (1995) to rate the credit quality of emerg-
ing markets corporate debt. We discuss it below in the context of Mexico—one of the
prime countries whose companies have tapped the international bond markets in re-
cent years. This application has particular relevance since the vast majority of Mex-
ican, Latin American, and emerging market countries’ corporate debt in general, is as
yet still unrated by the major rating agencies. The model is a variation on the origi-
nal Z-Score model developed by Altman (1968).

(c) Altman, Hartzell, and Peck, (1995). Most of the models presented in this chap-
ter are based on data from individual firms in a specific country and the resulting
model is unique for that country. The one exception is the model discussed in 10.1
(b) where, as noted, we used a variation on the original Z-Score model to predict dis-
tress and bond rating equivalents for emerging market corporate debt. In this case, we
advocated that a single model (Altman, Hartzell, and Peck, 1995) could be used in
any developing country and possibly for nonmanufacturing industrial firms in the
United States, as well.

In all cases, the models discussed are used to analyze individual firms. These mod-
els and the techniques used in their development (e.g., discriminant, probit, logit re-
gressions) have become extremely important and relevant as the Bank for Interna-
tional Settlements (BIS) is in the process of recommending that most banks develop
internal rate—based models (IRBs) for rating their customers’ credit risk. The so-
called Basel-2 accords are being debated as we update this article, but it is clear that
the resulting IRBs for most banks will be variations of the types of models presented
in this chapter.

A potentially important extension of these models is to use them to assess country or
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Developed Japan Takahashi, Kurokawa & Watase (1979)
Countries Ko (1982)
Germany Stein (1968)

Beermann (1976)

Weinrich (1978)

Gebhardt (1980)

Fischer (1981)

von Stein & Ziegler (1984)
Baetge, Huss & Niehaus (1988)

England Taffler & Tisshaw (1977)
Marais (1979)
Earl & Marais (1982)
France Altman, et al (1973)

Mader (1975, 1979, 1981)
Collongues (1977)
Bontemps (1981)

Canada Knight (1979)
Altman & Lavallee (1981)
The Netherlands Bilderbeek (1977)

van Frederikslust (1978)
Fire Scoring System (de Breed—1996)

Spain Briones, Marin & Cueto (1988)
Ferndndez (1988)

Italy Cifarelli, Corielli, Foriestieri (1988)
Altman, Marco & Varetto (1994)

Australia Castagna & Matolcsy (1981)
Izan (1984)

Greece Gloubos & Grammatikos (1988)
Theodossiou & Papoulias (1988)

Developing Argentina Swanson & Tybout (1988)
Countries Brazil Altman, et al (1979)

India Bhatia (1988)

Ireland Cabhill (1981)

South Korea Altman, Kim & Eom (1995)

Malaysia Bidin (1988)

Singapore Ta and Seah (1988)

Finland Suominen (1988)

Mexico Altman, Hartzell, and Peck (1995)

Uruguay Pascale (1988)

Turkey Unal (1988)

Exhibit 10.1. List of International Studies Surveyed.

sovereign risk as well as the classical application for individual firms. Indeed, a 1998
World Bank study analyzed Asian countries after the crisis and concluded that a num-
ber of standard financial measures (e.g., firm financial ratio) and the Z-Score model
(Altman, 1968) could have been used to aggregate the credit risk of the corporate sec-
tors in each country and realize an effective early warning of the coming financial cri-
sis. The corporate data that was used to calculate Z-Scores was derived from year-end
1996 financials. Countries like South Korea, Thailand, and Indonesia showed unmis-
takable signs of distress considerably before their meltdown in July 1997 and thereafter.
As such, the World Bank study concluded that corporate and sovereign governance
were the primary causes of the sovereign risk problems in that era. This “bottom-up”
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approach to assess country risk, as opposed to the more traditional “top-down” meas-
ures (e.g., macroeconomic variable), was, in our opinion, an important contribution.

10.2 JAPAN. In Japan, bankruptcies are concentrated in the small- and medium-
size firms, especially those that do not enjoy the protection of an affiliated group of
companies. These groups, known as “Keiretsu,” usually involve a leading commer-
cial bank and a number of firms in diverse industries. Still, a number of larger firms
listed on the first section of the Tokyo Stock Exchange have succumbed to the nega-
tive economic reality of failure. A comparison of the business failures in Japan and
the United States may be made based on these statistics appearing in the Failure
Record published by Dun & Bradstreet and Tokyo Shoko Koshinso, among others.
There have been a number of studies concentrating on failure prediction in Japan—
most were built prior to 1984. Although we will discuss just two, the reader can find
reference and discussion to at least a half dozen more in Altman (1983).

(a) Takahashi, Kurokawa, and Watase (1984). Using multiple discriminant analysis,
over 130 measures on individual firms, 36 pairs of failed and non-failed manufactur-
ing firms listed on the Tokyo Stock Exchange in the period 1962-1976 and 17 dif-
ferent model types, the authors have constructed a failure prediction model using the
following measures:

* Net worth/fixed assets

e Current liabilities/assets

* Voluntary reserves plus unappropriated surplus/total assets
* Borrowed expenses (interest)/sales

* Earned surplus

* Increase in residual value/cash sales

* Ordinary profit/total assets

e Value added (sales—variable costs)

The authors suggest that their model could be more accurate than Altman’s (1968)
because of (1) its simultaneous consideration of data from one, two, and three years
prior to failure, (2) its combination of ratios and absolute numbers from financial
statements, (3) its utilization of the cash basis of accounting from financial statements
as well as the accrual base, and (4) its adjustment of the data when the firm’s audi-
tors express an opinion as to the limitations of the reported results (window dressing
problem).

It was found that models with several years of data for each firm outperformed a
similar model with data from only one year prior to failure. Further, absolute finan-
cial statement data contributed to the improved classification accuracy and data from
financial reports prepared external to the firm on an accrual basis were more predic-
tive than those prepared from an “investment effect” or cash basis method. Adjusting
the data to account for auditor opinion limitations improved the information content
of the reported numbers and ratios. A holdout sample of four failed and 44 nonfailed
firms was tested with the selected model. The four failed firms went bankrupt in
1977, that is, the year after the last year used in the original model.

One problem with the above model might be the use of several years of data for
the same firm in order to construct a model. The authors apparently were aware of
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this problem but felt it was not serious. While this technique may be superior to the
sometimes-advocated technique of utilizing several models, each based on a differ-
ent year’s data (e.g., Deakin [1972]), it still remains that the observations are not in-
dependent from each other. That is, while the 36 firms are independently drawn ob-
servations, the three years of data for each firm are not.

The accuracy of this model on the original and holdout samples was simulated
based on various cutoff score criteria. The Type I error was found to be quite low for
the original sample (range of 0.0% to 16.7% error rates) and virtually nil on the very
small four-firm holdout failed firm sample. The Type II error rates ranged greatly,
from 0.0% to 52.8%, indicating the tradeoff between Type I and Type 11 errors as one
varies the cutoff score.

The authors spend considerable effort to discuss the derivation of cutoff scores
based on various assumptions of prior probabilities and cost of errors. In essence,
Takahashi et al. simulate various assumptions and leave the choice of a cutoff score
up to the individual user.

(b) Ko (1982). Ko’s sample included 41 pairs of bankrupt and nonbankrupt entities
from 1960 through 1980. Several accounting corrections, adjustments, and transfor-
mations, in addition to variable trends, were applied to the data set in order to reduce
the biases held to be inherent in conventional Japanese reporting practices. He com-
pared the standard linear model design against a model with first order interactions
and, also, a quadratic model. He also examined a discriminant model using factor
analysis for orthogonal variable transformation. On the basis of classification results,
a five-variable linear independent model, without the orthogonal transformations,
was selected as the best model; it yielded a 82.9% correct classification rate by
Lachenbruch (1967) tests versus a 90.8% for the original sample set. It is interesting
to note that the linear interaction design appeared best on the basis of group separa-
tions potential, but not for classification accuracy.

Ko found, with respect to the variables of the model, that each sign was in agree-
ment with each variable’s economic meaning and that three of the variables are sim-
ilar to those in Altman’s 1968 model. They are: EBIT/sales, working capital/total
debt, and market equity/total debt. A fourth variable in this model is an inventory
turnover change ratio. His last ratio was the standard deviation of net income over
four periods. The final standardized coefficient model is of the form:

Z; = 0.868X; + 0.198X, — .048X; + 0.436X, + 0.115Xs

X, = EBIT/sales

X, = inventory turnover two years prior/inventory turnover three years prior
X3 = standard error of net income (four years)

X, = working capital/total debt

X5 = market value equity/total debt

Z; = Z-score (Japanese model)

The standardized form results in a zero cutoff score; that is, any score greater than
zero indicates a healthy situation, with probability of classification of bankruptcy less
than 0.5, and probabilities greater than 0.5 for negative scores.
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10.3 SWITZERLAND

(@) Weibel (1973). While bankruptcy classification and its many implications have
interested researchers in Germany for many years, the earliest major work published
in German was performed in Switzerland by Weibel (1973). He constructed a sample
of 36 failed Swiss firms from 1960 to 1971 and matched them to a like number of non-
failed firms in terms of age, size, and line of business. Using univariate statistical para-
metric and nonparametric tests, Weibel analyzed ratios of these two groups in much
the same way that Beaver (1967) did. He found that many of the individual ratios were
non-normal and so he abandoned multivariate tests [We have often referred (Altman
et al., 1977) to the non-normality problem which exists in many economic and finan-
cial data sets but we prefer to test the robustness of models using such data rather than
abandoning the tests. We do observe that some European researchers have found mul-
tivariate studies suspect due to the non-normality properties of financial measures].

Out of 41 original ratios, Weibel selected 20 for dichotomous comparisons. He uti-
lized cluster analysis to reduce collinearity and arrived at the conclusion that six ra-
tios were especially effective in discriminating among the paired groups. Three ratios
were types of liquidity measures with one (near monetary resource assets-current li-
abilities/operating expenditures prior to depreciation) performing best. He also found
that inventory turnover and debt/asset ratios were good individual predictors. He ex-
amined the overlapping range of individual ratios for the two groups and presented
some ad hoc rules for identifying failures. He then divided the observations into three
risk groups. The low-risk group had all six ratios in the interdecile range of good
firms; high-risk firms had at least three ratios in the interdecile range of failed com-
panies; and a final category was identified where the firm does not fall into either of
the other two groupings. Weibel’s results were quite accurate in the classification
stage; we have no documentation on how his “model” performed on holdout tests and
what has been the evolution of models in Switzerland since his original work.

10.4 GERMANY

(a) Beerman (1976). Many studies in Germany have investigated the causes and
problems of insolvencies, especially for financial organizations. Beerman (1976)
published one of the first German statistical classification models for insolvency
analysis. He examined matched groups of 21 firms that operated or failed in 1966
through 1971. Applying dichotomous and linear discriminant tests, he analyzed 10
ratios encompassing profitability, cash flow, fixed asset growth, leverage, and
turnover. His results, using the difference in means dichotomous test, were mixed,
with one ratio type (profitability) yielding quite respectable results. The other ratios
were far less impressive on a univariate basis.

Beerman advocates using discriminant analysis, and his 10-ratio model yielded
classification error rates of 9.5%, 19.0%, 28.6%, and 38.1% for the four years prior
to failure. He does not indicate which model to use, and the coefficients of each
measure were quite unstable in the four different year models. Also, we are given no
indication of holdout test results or predictive accuracy and, due to the small sample,
we do not have confirming evidence of the model(s) reliability.

(b) Weinrich (1978). Weinrich’s (1978) book, from his dissertation, attempted to
construct risk classes in order to predict insolvency. His sample of failed firms was
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considerably larger (44) than Beerman’s, concentrating on small and intermediate-
size firms, with average sales of DM 4 million (less than $2 million), that failed from
1969 through 1975. Weinrich considered three consecutive annual financial state-
ments (Years 2 through 4 prior to failure) but did not utilize the one statement clos-
est to insolvency. This is a marked difference from most of the other models we have
studied.

Weinrich abandoned the use of parametric classification techniques because of his
feeling that many assumptions were violated (normality, variance homogeneity of
groups, and high correlation amongst the variables). His linear discriminant models
were quite good in terms of classification accuracy (11% error for Year 2, 15.7% and
21.9% for Years 3 and 4, respectively).

Weinrich did use factor analysis and found the technique useful, indicating at
least six different factors that explained 80% of the variance of the ratios. He then
devised a model of credit-worthiness that contained eight relatively independent ra-
tios and utilized both univariate and multivariate methods. A point evaluation sys-
tem was devised based on quartile values of good and bad firms. For example, a net
worth/debt ratio over 43.3% receives the best (lowest) point value. A firm with sig-
nificant insolvency potential is one with 24 points or more (an average of three for
each of the eight ratios). This arbitrary point system correctly classified over 90%
of the failed firms two years prior to failure, but was only 60% accurate three years
prior. The Type II error rate was quite high, averaging well over 20% in each year.
Weinrich advocated the use of trend analysis of the point system as well as the point
estimate.

(c) Gebhardt (1980). Gebhardt (1980) compared dichotomous and multivariate
classification tests of samples of failed and nonfailed firms based on models con-
structed before and after the 1965 Financial Statement Reform Law. The earlier
model contained 13 matched pairs of industrial firms and the post-1965 model con-
tained 28 pairs. He utilized a very large number of possible financial indicators which
were reduced to 41 ratios for the dichotomous tests. He also incorporated crude
measures of misclassification costs and tested his results with the Lachenbruch
(1967) holdout test procedure. Gebhardt, like others, felt that the non-normality of
some ratios implied the use of nonparametric procedures but found those results un-
satisfactory. The multivariate results were far superior. Gebhardt concluded that the
pre-1965 models’ results were actually better than the ones following the reform law.

(d) Fischer (1981). Fischer’s work concentrates on non-numerical data for fore-
casting failure. He is particularly interested in methods of credit evaluation for sup-
pliers who do not have the ability or the data to perform comprehensive conventional
analysis on their existing and potential customers. He advocates an electronic data
processing system which can retrieve and analyze such non-numerical information as
reports from newspapers, magazines, inquiry agencies, and credit information from
other sellers. Unfortunately, according to Fischer, commercial rating agencies and
banks are constrained as to how honest and revealing they choose to be with regard
to their reports. In addition, the information provided may be outdated and certainly
contains subjective elements. More than one source of credit information is therefore
desirable.

Fischer advocates combining the permanent and transitory information on enter-
prises with microeconomic and sociopolitical data. Five arbitrary rating categories
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are devised based on non-numerical data and the delphi technique (numerous experts
in various areas) is also recommended. Each characteristic is rated over time into the
five categories. The sum of development patterns from varying sources of informa-
tion builds the basis for a final classification. Clustering techniques are also used by
Fischer to clarify information types.

(e) von Stein and Ziegler (1984). This is an ambitious attempt to identify bank-
ruptcy risk from three separate, yet inter-related perspectives. They are: (1) balance
sheet analysis using financial ratios; (2) analysis of the bank accounts of firms, and
(3) analysis of the behavioral characteristics of company management. The study
thus addresses criticism leveled at relying exclusively on one of the three approaches
in assessing failure risk.

The balance sheet analysis considers medium-sized firms in Germany. The failure
dates for the “bads” covered the years from 1971 to 1978. The date for all the
“goods” was fixed (1977). There were 119 failed companies; the failure date was de-
fined as the date of the first value adjustment or write-off, or only in a few cases, the
date of the bankruptcy or composition petition. The “goods” consisted of 327 com-
panies. The companies in the “bad” sample were from the following industries: man-
ufacturing and processing (54.5%), building (17.7%), trade (22.7%), others (5.1%).
The companies in the “goods” sample were comparably distributed across industries.

Thirteen financial ratios were identified as the most discriminating of the 140 ra-
tios initially considered. These ratios are:

Capital borrowed/total capital
(Short-term borrowed capital X 360)/total output
(Accounts payable for purchases and deliveries X 360)/material costs

N

(Bill of exchange liabilities + accounts payable for purchases and deliveries X
360)/total output

(Current assets — short-term borrowed capital)/total output
Equity/(total assets — liquid assets — real estates and buildings)
Equity/(tangible property — real estates and buildings)
Short-term borrowed capital/current assets

L X AW

(Working expenditure — depreciation on tangible property)/(liquid assets + ac-
counts receivable for sales and services — short-term borrowed capital)

10. Operational result/total capital
11. (Operational result + depreciation on tangible property)/net turnover

12. (Operational result + depreciation on tangible property)/short-term borrowed
capital
13. (Operational result + depreciation on tangible property)/capital borrowed

Three nonparametric methods (Nearest-Neighbor Classifications: Fix/Hodges,
Loftsgaarden/Quiesenberry and Parzen) and two parametric methods (linear and
quadratic multiple discriminant analysis) were tested. The method of Fix and Hodges
was found to be the most discriminating. The results of the tests on the development
sample are given in Exhibit 10.2.

In the second phase of the analysis, 45 bad and 37 good cases were examined
using the following account characteristic variables:
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Group Year Before Fixed Date Correct Classification
5 71.4%
4 78.2
Bad cases 3 86.6
2 89.9
1 95.0
Good cases 1977 83.7

Exhibit 10.2. Classification Results—Fix/Hodges Nonparametric Model.

» Average balance with regard to value dates
* Most favorable balance for the borrower

* Most unfavorable balance for the borrower
¢ Credit turnover

e Debit turnover

* Bill of exchange credits

* Check credits

e Transfer credits

* Cash deposits

* Bill of exchange debits

e Check debits

* Transfer debits

* Cash payouts

e Limit

Profile analysis, dichotomous classification, and linear discriminant analysis were
the three techniques applied on the data. All three methods revealed important dif-
ferences between the bad and the good companies. Linear discriminant analysis pro-
vided the best results. The function contained the following variables:

¢ (Most favorable balance for the borrower)/limit

e (Most favorable balance for the borrower)/debit turnover
* Check debits/debit turnover

¢ Debit turnover/limit

* Bill of exchange debits/debit turnover

» Transfer credits/credit turnover

The classification results (from von Stein and Zeigler [1984]) on the development
sample are shown in Exhibit 10.3

The third phase of the study attempted to identify the characteristics and concrete
behavioral indications that distinguish the failed firms from the solvent ones. The au-
thors used a psychological technique named ‘“nomethetical assessment” and the
“principle of simultaneous vision.” The latter term is taken to mean that the authors
looked for factors consistently found in the failed group that are consistently absent
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Correct
Classification
Semiannual Period Correct of Good
before Fixed Date Classification Cases
8 73.3% 89.2%
7 66.7 83.8
6 75.6 81.1
5 80.0 89.2
4 82.2 78.4
3 91.1 78.4
2 88.9 83.8
1 88.9 83.8

Exhibit 10.3. Classification Results on the Development Sample.

in the nonfailed groups. The investigation was based on 135 bad companies and 25
good companies and consisted of (1) an examination of the functional areas of the
companies leading to their weak points and (2) partly standardized interviews of
bank lending personnel most familiar with the history and behavioral characteristics
of the owner/managers.

The qualities found to set the failed company management apart were the following:

» Being out of touch with reality

* Large technical knowledge but poor commercial control
* Great talents in salesmanship

* Strong-willed

* Sumptuous living and unreasonable withdrawals

* Excessive risk-taking

The management of the solvent companies was found to be more homogeneous
than the failed companies and seldom showed a lack of consciousness of reality. The
authors recommend all three components of analysis (balance sheet, account behav-
ior, and management) be pursued to assess a company.

(f) Baetge, Huss, and Niehaus (1988). This study reports the results of a multiple
discriminant analysis model whose aim is to identify at least 80% of the endangered
corporate borrowers three years before they become distressed.

The bad borrowers were defined as those that resulted in a final credit loss to the
bank or wherever a temporal delay occurred or was feared in the payment of the ob-
ligations of the borrower as stipulated by contract. Good borrowers were those that
did not possess the above characteristics. Samples were drawn from both bad and
good enterprises representative of the line of business, legal form, and size. Principal
component analysis was used to reduce the initial universe of 42 financial ratios to
seven factors. These factors in turn led to a three variable MDA model consisting of
the following ratios:

1. Capital structure: Net worth/(total assets — quick assets — property and plant
[without equipment])



10.5 ENGLAND 10-13

2. Profitability: (operating income + ordinary depreciation + addition to pension
reserves)/total assets

3. Financial Strength: (cash income including extraordinary income — cash ex-
pense including extraordinary expense)/short term liabilities

Rather than using the cutoff point as the basis for separating the firms into good
and bad groups, the authors created a gray area around the cutoff point where the
probability of assigning to either group was low. By doing so they were able to put
the predictive accuracy of the model in a clearer perspective. The discriminant func-
tion was subsequently tested with about 40,000 financial statements of all corporate
customers of the bank. The results of the tests were quite similar to that found on the
analysis sample. The model proved very stable when tested using a simulation model
developed at Gottingen University.

10.5 ENGLAND

(a) Taffler and Tisshaw (1977). Taffler and Tisshaw (1977) have approached the cor-
porate distress problem primarily from the viewpoint of security analysis and adap-
tations of their work, and that of Taffler and Houston (1980) and Taffler (1976). They
indicate that their model is also relevant for accounting firms to assess the going con-
cern capability of clients and in their work as receivers and liquidators of firms that
have already failed.

(b) Research Design. To construct their solvency model, Taffler and Tisshaw (T&T,
1977) utilized linear discriminant analysis on a sample of 46 failed firms and 46 fi-
nancially sound manufacturing companies. The latter sample was matched to the
failed sample by size and industry (no information on these characteristics is avail-
able), from the period 1969 through 1975. Failed firms were those entering into re-
ceivership, creditors’ voluntary liquidation, compulsory winding up by order of the
court, or government action (bailouts) undertaken as an alternative to the other un-
fortunate fates. Eighty different ratios were examined for the two samples with a re-
sulting model utilizing only four measures. These four were:

X, = profit before tax/current liabilities
X, = current assets/total liabilities

X3 = current liabilities/total assets

X4 = no-credit interval

The first three ratios are taken from the balance sheet and measure profitability,
liquidity, and a type of leverage, respectively. The no-credit interval is the time for
which the company can finance its continuing operations from its immediate assets if
all other sources of short term finance are cut off. More directly it is defined as im-
mediate assets-current liabilities/operating costs excluding depreciation. T&T state
that the no-credit interval is “something akin to the acid-test ratio” (p. 52).

(c) Empirical Results. Both the model described above and an “unquoted model”
(for non-listed companies) appeared to be quite accurate in classifying correctly over
97% of all observations. Another model by Taffler (1976), supposedly the one being
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used by practitioners in the U.K. investment community, had accuracies of 96%,
70%, 61%, and 35% for the four years prior to failure.

The nearly perfect one-year-prior accuracy that T&T observe utilizing their model
contrasts sharply with the relatively small percentage of quoted and unquoted firms
that were assessed to have a going concern problem by their auditors. In fact, T&T
report that just 22% of the 46 quoted firms (and none of the 31 unquoted manufac-
turing bankrupt firms) had been qualified on-going concern grounds prior to failure.

(d) Implications. The drop-off in accuracy is quite noticeable as earlier year data
are applied. For investment purposes, however, one needs less of a lead time, versus
credit risk models, before failure in order to disinvest without losing a major amount
of his investment. It is fair to say, however, that as failure approaches, stock prices
tend to move downward in a rather continuous manner. Taffler and Houston (1980)
indicated that 12% of large quoted industrial firms had Z scores indicating high fail-
ure risk. This is a comparable figure to results we observed utilizing our own ZETA
model (Altman, Haldeman, and Narayanan, 1977) in the United States.

The authors also point out that about 15% to 20% of those firms which display a
profile similar to failed companies will actually fail. In addition, the British govern-
ment appeared to them to be keeping many ailing firms alive. Although this type of
paternalism is less common in the United States, examples like Lockheed and
Chrysler Corp. periodically crop up. Finally, T&T conclude that accountants are too
defensive when it comes to considering the value of conventional published historic
statements. When several measures of a firm, described from a set of accounts, are
considered together the value of the information derived is enhanced dramatically.
Essentially, T&T advocate a multivariate approach to financial analysis, and we cer-
tainly agree. It is unfortunate that they did not share with readers a more complete
description of their findings and the data used in their analysis. Their results are cer-
tainly provocative and appear to be of some practical use in England.

In his latest attempt to revise the company failure discriminant model (Taffler,
1982), a smaller sample of 23 failed companies (1968—1973) and 45 nonfailed enti-
ties displaying financially healthy profiles were examined first within a principal
component analysis framework. A large list of almost 150 potential variables was re-
duced to just five. These five are:

Earnings before interest and taxes/total assets
Total liabilities/net capital employed

Quick assets/total assets

Working capital/net worth

Nk W=

Stock inventory turnover

The variables were discussed in terms of their discriminant standardized coeffi-
cients and other relative measures of contribution, but no function weights were pro-
vided. Taffler did utilize prior probability and cost-of-error estimates in his classifi-
cation procedures. He concludes that such an approach is best used in an operational
context as a means of identifying a short list of firms that might experience financial
distress (p. 15). Another conclusion is that the actual bankruptcy event is essentially
determined by the actions of the financial institutions and other creditors and cannot
strictly be predicted by using a model approach.
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(e) Other U.K. Studies. Marais (1979), while on a short-term assignment for the In-
dustrial Finance Unit of the Bank of England, also utilized discriminant analysis to
quantify relative firm performance. He too concentrated on U.K. industrials and in-
corporated flow of funds variables with conventional balance sheet and income state-
ment measures. Using a sample of 38 failed and 53 nonfailed companies
(1974-1977), he tested several previously published models from the United States
and the United Kingdom using both univariate and multivariate techniques.

He then went on to develop his own model, of which space does not permit a full
discussion. His model included the following variables:

X, = current assets/gross total assets
X, = 1/gross total assets
X3 = cash flow/current liabilities

X, = funds generated from operations minus net change in working
capital to total debt

His results were considered “satisfactory” and his conclusions modest. He mainly
advocated that firms whose scores fell below a certain cutoff point should be re-
garded as possible future problems; “that all Z scores can hope to do is act as a so-
phisticated screening device to those firms most urgently in need of analysis” (p. 29).

A later work, by Earl and Marais (1982), expanded upon this work with more en-
thusiastically reported results and implications. Classification results of 93%, 87%,
and 84% respectively for the three years prior to failure are reported. The authors felt
that funds flow data improved their classification accuracy. The single ratio of cash
flow/current liabilities was a successful discriminator. Subsequent tests on failures
and nonfailures in 1978 revealed a very low Type I error but an unacceptably high
Type II error assessment.

10.6 CANADA. Canada, like Australia, is a relatively small country in terms of
business population, yet it too is concerned with the performance assessment of in-
dividual entities. The economy is very much tied to the fortunes of the United States
and its financial reporting standards are often derived from the same accounting prin-
ciples. Like many other environments, the key constraint in Canada is the availabil-
ity of a large and reliable database of failed companies. This requires both a sufficient
number of failures and publicly available data on those firms. Both attributes do exist
in Canada, but just barely.

(@) Knight (1979). Knight (1979) analyzed the records of a large number of small
business failures as well as conducting interviews with the key persons involved. The
author contends that his study supplies information “to answer the question, why do
small businesses fail in Canada and also generates certain guidelines as to how the
failure rate in Canada may be decreased from its recent increasing level.” Not sur-
prisingly, Knight finds that a firm usually fails early in its life (50% of all failed firms
do so within four years and 70% within six) and that some type of managerial in-
competence accounts for almost all failures.

Knight also attempted to classify failure using a discriminant analysis model. He
amassed a fairly large sample of 72 failed small firms with average sales and assets
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of about $100,000. A five-variable discriminant function realized disappointing re-
sults, however. Only 64% of the original sample of 36 failed and 36 nonfailed firms
and 54% of the test sample of a like number of firms were correctly classified. He
concluded that the discriminant analysis procedure was not successful. Knight did
combine firms in many different industries, including manufacturing, service, retail,
and construction and this will contribute to estimation problems, especially if the data
are not adjusted to take into consideration industry differences and/or accounting dif-
ferences, for instance, lease capitalization. We discuss this industry effect at length in
the Australian situation.

(b) Altman and Lavallee (1981). The results of Altman and Lavallee (1981) were
more accurate when manufacturing and retailing firms are combined but they do not
advocate a single model for both sectors. Indeed, the holdout tests of this study indi-
cate that nonmanufacturers cannot be confidently measured when the model contains
variables which are industry sensitive.

The Altman and Lavallee (A&L) study was based on a sample of 54 publicly
traded firms, half failed and half continuing entities. The failures took place during
the ten years 1970-1979 and the average tangible asset size of these 27 failures was
$12.6 million at one statement date prior to failure (average lag was 16 months).
Manufacturers and retailer-wholesalers were combined although the data did not en-
able them to adjust assets and liabilities for lease capitalization. The continuing firms
were stratified by industry, size, and data period and had average assets of $15.6 mil-
lion. One can observe, therefore, that the Canadian model for the 1970s decade con-
sisted of firms with asset sizes similar to those of the previously reported U.S. mod-
els (e.g., Altman, 1968) constructed from the 1950s and 1960s data period.

A&L examined just 11 ratios, and their resulting model contained five based on a
forward stepwise selection procedure. The model for Canada (ZC) is

Ze = — 1.626 + 0.234(X;) — 0.531(X,) + 1.002(X3) + 0.972(X,) + 0.612(Xs)

where

Zc = Canadian Z-score

X, = sales/total assets

X, = total debt/total assets

X5 = current assets/current liabilities

X, = net profits after tax/total debt

X5 = rate of growth of equity — rate of asset growth

(c) Classification Results. The overall classification accuracy of the Canadian Z
model on the original 54-firm sample was 83.3%, which is quite high, although not
as impressive as that reported in some of the other economic environments discussed
in this international review article. Practically speaking, classification criteria are
based on a zero cutoff score with positive scores indicating a nonfailed classification
and negative scores a failed assignment. Reliability, or holdout tests, included
Lachenbruch (1967) test replications, the original sample broken into randomly cho-
sen classification and test samples, and testing the model on prior years data, for ex-
ample years 2 through 4 before failure. The Lachenbruch and replication holdout re-
sults showed accuracies very similar to those of the original sample results and the
prior year accuracies were 73% (Year 2), 53% (Year 3), and only 30% (Year 4).
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Therefore, the model appears reasonably accurate for up to two statements prior to
failure but not accurate for earlier periods. These findings are quite similar to those
of Altman’s (1968) model and we can suggest that the similarities in accuracies are
partially related to the similarities of the data quality and the somewhat diverse in-
dustries represented in the sample.

A&L also simulated their results for various assumptions of prior probabilities of
group membership and costs of error. Their findings were that Type I errors could be
reduced, even eliminated, but that the resulting Type II error was unacceptably high
and vice versa for eliminating the Type II error. The Z model’s results were also com-
pared to a naive classification strategy of assigning all observations to the nonbank-
rupt category or assuming that the resulting errors would be realized in proportion to
the actual experience of bankrupts and nonbankrupts (proportional chance model.
They concluded that, in every case, the Canadian Z model was more efficient; that is,
it had a lower expected cost than a naive model.

Finally, A&L observe that the industry affiliations of the misclassified firms were
predominantly retailers amongst the failed group and manufacturers among the non-
failed. It appeared that one of the variables, sales/assets (X), was particularly sensi-
tive to industry effects, with the misclassified failed retailers all having high asset
turnovers and the misclassified manufacturers all with low turnovers.

(d) Implications. A&L attempted to reestimate the model without the sales/assets
variable, but the results actually were worse. One can conclude that the Canadian in-
vestigations are at an early stage and follow-up work is needed in subdividing a
larger sample into manufacturers and retailers-wholesalers and/or improving the in-
formation on critical industry differences, such as lease usage and capitalization.
Only additional time will permit analysts to construct models with sufficiently large
samples or to witness an improvement in the quality of reported data. We are aware
of a move with the Canadian government to set up an early warning system to iden-
tify potential large publicly traded firm crisis situations, for instance, Massey-Fergu-
son. Authorities are currently considering available models such as Altman (1968)
and A&L (1980) as alternatives to building their own model.

10.7 THE NETHERLANDS

(a) Bilderbeek (1977). Bilderbeek (1977) analyzed a sample of 38 firms which went
bankrupt from 1950 through 1974 and 59 ongoing companies. They found that 85
firms had sufficient data for analysis. Bilderbeek analyzed 20 ratios within a stepwise
discriminant framework and arrived at a five-variable model of the form:

Z = 045 — 5.03X, — 157X, + 4.55X; + 0.17X, + 015X

where
Z = Z-score (Netherlands, Bilderbeek)
X, = retained earnings/total assets
X, = added value/total assets
X3 = accounts payable/sales

X, = sales/total assets
X5 = net profit/equity
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Two of the five signs (coefficients), X, and X5, are positive and contrary to ex-
pectations since, for this model, negative scores indicate a healthy situation and pos-
itive scores indicate a failure classification. His model was based on observations
over five reporting periods prior to failure and is not based on one-year intervals. His
results were only mildly impressive, with accuracies ranging from 70% to 80% for
one year prior and remaining surprisingly stable over a five-year period prior to fail-
ure. He explains in his book (1979) that the stability is due to the facts that there are
no liquidity variables and the stable role of the value-added measure. Subsequent
tests of Bilderbeek’s model have been quite accurate (80% over five years). Appar-
ently, several institutions are now using his model for practical purposes.

(b) Van Frederikslust (1978). Van Frederikslust’s (1978) model included tests on a
sample of 20 failed and a matched nonfailed sample of observations for 1954 through
1974. All firms were quoted on The Netherlands Stock Exchange. In addition to the
now traditional research structure, that is, linear discriminant analysis, single year ra-
tios, and equal a priori probability of group membership assumptions, the author per-
formed several other tests. Those included (1) looking at the development of ratios
over time (temporal model) as well as analyzing ratio levels, (2) varying the a priori
assumption of group membership likelihood to conform with a specific user of the
model (e.g., lending officer), and (3) varying the expected costs of the models, tak-
ing into consideration the specific user’s utility for losses.

Van Frederikslust attempts to provide a theoretical discussion for his choice of
variables. He concludes that traditional measures of firm performance, that is, lig-
uidity, profitability, solvency, and variability of several of these categories, are the
correct indicators. Industry affiliation and general economic variables are also
thought to be important but are not included in his model. In fact, the primary model
only contained two variables representing liquidity and profitability.

Van Frederikslust’s primary model analyzed the level of ratios. His definition of
failure included many different types but essentially involved the failure to pay fixed
obligations. His sample included textile, metal processing, machinery, construction,
retailing, and miscellaneous firms. The nonfailed group (20) were randomly selected
from the same industries, size categories (assets), and time periods as was the failed
group. His first model was:

Zne = 0.5293 + 0.4488X, + 0.2863X,

where

Zng = Z-score (Netherlands, Van Frederikslust)
X, = liquidity ratio (external coverage)
X, = profitability ratio (rate of return on equity)

The author distinguishes between the internal coverage ratio (cash balance + re-
sources earned in the period/short-term debt) and the external coverage ratio (short-
term debt in period ¢ plus available short-term debt [z — 1]). The external coverage
measures what can be expected from the renewal of existing debt and additional debt.
“Failure at moment (¢) is completely determined by the values of internal and exter-
nal coverage at that moment” (p. 35). Van Frederikslust uses only the external cov-
erage measure in his “simple” model.
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Separate models are developed for each year, as Deakin (1972) did. The arguments
for this are that a separate model is necessary to assess failure probabilities for dif-
ferent time periods and that the distributions of ratios vary over time. While we do
not necessarily agree that separate models are desirable—indeed, they could be con-
fusing—the discussion on timing of failure prediction is a useful one. The classifica-
tion program utilized was actually a 0.1 multiple regression structure and not the dis-
criminant analysis model used in most other studies. Fisher (1936) has shown that the
coefficients of these structures are proportional when dealing with a two-group
model.

The results for the one-period model indicate that the estimated chances of mis-
classification into the two groups are 5% for the failed group and 10% for the non-
failed group. The expected accuracy falls as time prior to failure increases. For ex-
ample, the error rates are 15% and 20% respectively for two years prior.

A revised model, analyzing the development of ratios over time, yielded an equa-
tion that utilized the liquidity ratio in the latest year before failure, the profitability
ratio two years prior, the coefficient of variation of the liquidity ratio over a seven-
year period, and the prediction error of the profitability ratio in the latest year before
failure. Again, separate models were developed for each year prior to failure. Using
Lachenbruch’s procedure for estimating error rates, the results were quite similar to
those of the first set of equations based on the two variable, “levels” ratios. Accura-
cies for earlier years did show slight improvements.

(c) The Fire Scoring System: de Breed and Partners (1996). A small consulting firm
in the Netherlands recently developed specialized credit scoring models for specific
industries in Holland. Utilizing discriminant analysis techniques, like many of the
other studies discussed earlier, the unique aspect of these models is their specific in-
dustry orientation and the very large databases of failed and unfailed companies
maintained and updated. In 1996, the firm published a type of “Michelin Guide” for
rating the health of Dutch companies, using a zero to four star system. Since the
models are proprietary, we cannot comment further.

10.8 FRANCE

(@) Altman, Margaine, Schlosser and Vernimmen (1974); Mader (1975, 1979); Col-
longues (1977); and Bontemps (1981). Altman et al. (1973) first attempted to apply
credit scoring techniques to problem firms, many of which filed for bankruptcy (fail-
lite). Working with a sample of textile firms and data provided by Banque de France,
this study applied principal component analysis to a large number of financial indi-
cators and proceeded to utilize the most important ones in a linear discriminant
model. Their results were at best mediocre on test samples and, while the model did
provide insights into that troublesome sector, it was not implemented on a practical
basis.

A more recent study by Bontemps (1981), using a large sample of industrial com-
panies and data from the Centrale de bilans of Credit National (supplier of long-term
debt capital to French firms), achieved high accuracy on original and holdout tests.
His results are quite interesting in that as little as three variables were found to be
useful indicators. Bontemps combined both the univariate technique developed by
Beaver (1967) with arbitrary, qualitative weightings of the three most effective meas-
ures to classify correctly as much as 87% of his holdout sample of 34 failed and 34
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nonfailed firms. The original function was built based on a matched (by industry,
size, and year) sample of 50 failed and nonfailed entities from 1974 through 1979.

Collongues (1977), Mader (1975 and 1979) also have attempted to combine fi-
nancial ratios with data from failed and nonfailed French firms. Mader’s studies were
descriptive of firms in difficulty and the utility of ratios as risk measures. These have
led to several multivariate studies performed by the Banque de France in their “cen-
trale de bilans” group. Collongues did utilize discriminant analysis in his analysis of
small- and medium-size firms with some success.

The application of statistical credit scoring techniques in the French environment
appears to be problematic, but the potential remains. One problem usually is the qual-
ity of data and the representativeness of them. But this is a problem in all countries
and is not unique to France. The government has gone on record on several occasions
as intending not to keep hopelessly insolvent firms alive artificially but to try to as-
sist those ailing firms prior to total collapse. An accurate performance predictor
model could very well help in this endeavor.

10.9 SPAIN

(a) Fernandez (1988). This study describes an empirical model to objectively evalu-
ate and screen credit applicants. The work consists of the determination of the model
with two objectives: (1) to check the validity of financial ratios as prediction tools,
and (2) to predict a firm’s collapse.

The research sample consisted of 25 failed and 25 non-failed firms, with an addi-
tional 10 each being set aside for validation testing. Data pertaining to two years pre-
ceding the failure was collected. Only data pertaining to 1978—1982 was permitted in
order to eliminate the possible distortion caused by the natural changes in ratios
caused by the business cycle. The ratios were examined using three techniques:

1. Univariate analysis
2. Factor analysis by principal components
3. Discriminant analysis

The author concludes that univariate analysis is not practical given the volume of
the ratios to be considered and the possible interactions among the ratios. In addition,
the univariate ratio analysis has to be performed in the context of the market in which
the firm operates, thus the ratios show only relative position of the company. Lastly,
multivariate ratios can improve analyst productivity and free him/her to concentrate
on other equally important matters such as the credit terms, maturity, guarantees, and
SO on.

When there are a large number of variables to be considered, principal component
analysis is a way to eliminate the variables that carry the same information and re-
duce the observation to a handful of factors or “principal components.” Each princi-
pal component is a linear combination of one or more of the underlying variables.
The coefficient of the underlying variable in the factor equation is called the “factor
loading.” In this study the author conducted factor analysis in two ways: (1) without
rotation of the factors and (2) using varimax rotation to ensure the independence of
the resulting factors.

The second way is believed to produce more desirable (i.e., stabler) results when
used as independent variables in regression or discriminant analysis.
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The author found that eight factors existed that account for 79.3% of the informa-
tion contained in the initial set of ratios. Just two factors provide for 42.1% of the in-
formation. The eight factors are:

. Capacity to repay debt

. Liquidity

. Fixed assets financing

. Efficiency of the firm

. Rotation of fixed assets

. Profitability of permanent funds
. Structure of working capital

. Structure of short-term debt

AN A WN -

Fourteen ratios with a higher loading from the principal components were selected
as input for the discriminant analysis procedure. A six variable discriminant function
emerged as the best, with an overall classification accuracy of 84% in the original
sample. The discriminant function is as follows:

Z1 = — 0.26830V3 + 0.54666*V4 + 0.55483*V6 + 0.62925*%V9
— 0.514119*VI12 + 0.43665*V17

where

V3 = (Permanent funds/Net fixed assets)/Industry value
V4 = Quick ratio/Industry value

V6 = Cash-flow/Current liabilities

V9 = Return on investment

V12 = Earnings before taxes/sales

V17 = Cash-flow/sales

The results of the model on the development sample and the hold out sample are
given in Exhibit 10.4. As expected, there is a slight drop in performance of the model
in the hold out sample. Of greater concern is where the drop in performance is: nor-
mally the Type I accuracy will be maintained and the Type II accuracy will be lower.
In this case, the Type I accuracy has dropped from 84 to 70%. Some follow-up analy-

Predicted
Group Membership
Actual Group No. of Cases 1 2
Group 1 25 21 4
84.0% 16.0%
Group 2 25 4 21
16.0% 84.0%

Exhibit 10.4. Classification Results.
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sis of the Type I and Type II errors by individual case may have been useful. The au-
thor compared the discriminant model using the underlying ratios (described in the
foregoing) with a discriminant model using the factor scores and found that the per-
centage accuracy of classification was the same in both cases. This is an interesting
result for future researchers.

(b) Briones, Marin, and Cueto (1988). This study presents the results of empirical
research undertaken to build a multivariate model to forecast the possible failure of
financial institutions in Spain and their takeover by the monetary authorities or reg-
ulatory agencies.

During the period 1978-1983, Spain underwent a serious crisis in its financial in-
stitutions. Roughly 47% of all Spanish banks failed during this period; 21.4% of the
equity and 18.7% of the deposits were affected by the problem banks. Banco de Es-
pana (the Spanish equivalent of the Federal Reserve) working through Fondo de
Garantia de Depdsitos (the Spanish equivalent of the Federal Deposit Insurance Cor-
poration) carried out the resolution of the banks through “administrative solutions.”
Legal solutions such as bankruptcy procedures were not used for fear of causing a
panic. A bank may thus be technically insolvent when it has a liquidity crisis or it
may be definitively insolvent when there is negative net worth. Since a “failed” in-
stitution can operate indefinitely with assistance from the regulators, the authors have
defined a bank to have failed if there was an intervention by Fondo de Garantia De-
positos.

The sample consisted of 25 failed banks and an equal number of nonfailed banks
paired up based on the five-year average size of deposits during the period prior to
intervention. The data sources were Anuario Estadistico la Banca Privada published
by the Consejo Superior Bancario and the memorandum of the Fondo de Garantia de
Depésitos. Both a univariate and multivariate approach were used in classifying the
failed and nonfailed groups.

In the univariate approach, the authors found that the mean values for the ratios
maintain a logical correspondence (the actual mean values obtained are not men-
tioned in the study, however). They also found that standard deviations of the failed
bank ratios tended to be generally higher. Profitability and liquidity measures were
found to be the most significant variables for forecasting failures in a univariate
analysis. The cutoff point for the individual ratio was fixed in a heuristic way, by a
process of trial and error. The costs of Type I and Type II errors were assumed to be
equal.

In the multivariate approach, discriminant analysis was used to develop models
using data of j year prior as the development sample (j = 1, 2, 3, 4, 5) and testing the
model on the data for all the years j. Since the ratios for a bank tend to be correlated
from one year to the next, the classification test on the other years does not constitute
a true out-of-sample (hold out) test. Some of the classification results presented are
nonsensical because if you used data for j = 2 to develop the model, you can not test
it on data of j = 1 because in real time that information would be nonexistent; only
j=3,4, and 5 would be!

The multiple discriminant analysis produced three and four variable models for
each year prior, resulting in a total of 10 alternative models to choose from. The com-
parison of the prediction accuracy using univariate analysis and the discriminant
analysis showed that univariate analysis actually did better than the discriminant
function in the first and the fifth year (Exhibit 10.5)—a surprising result. Most re-
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Years Ratios Functions
1 90/95% 80/85%
2 75/80 80/85
3 75/80 75/80
4 75/80 75/80
5 80/85 75/80

Exhibit 10.5. Overall Accurate Predictions—Comparison of Single Ratios with Dis-
criminant Functions.

search using multivariate methods appears to come to the opposite conclusion be-
cause it is believed that the interaction or the substitution effects of one variable with
others provide better information than if the variables are considered sequentially.

The authors conclude that there is a close balance between the univariate ratio ap-
proach and the function approach and that both types of analysis can be viewed as
complementary.

More rigorous testing using a holdout sample will be needed to confirm that uni-
variate approach has predictive power comparable to the multivariate approach.
Coming to this conclusion based solely on original sample test results is premature
because of sampling bias in the results.

10.10 ITALY

(a) Altman, Marco, and Varetto (1994). This study presents the results of two inter-
esting innovations in the diagnosis of corporate financial distress. The first is the use
of a two-stage decision process employing two discriminant analysis models to fine-
tune the process used to grade companies into groups of healthy, vulnerable, and un-
sound companies. The second innovation is the application of neural networks (NN)
to solve the same problem. The study is also of interest because of the access of the
authors to a large and well-developed database of financial information on over 37,000
companies in Italy, as much as to the pooling of this data by a consortium of banks
that have thereupon been able to use the diagnostic system developed for medium- and
small-sized businesses in Italy. After trying various alternative approaches in neural
network modeling, the authors conclude that the linear discriminant model compares
well relative to neural networks. The main advantages of the discriminant model are
its consistency of performance and the modest cost in fine-tuning the model. Having
said that, the authors state that neural networks continue to hold promise especially in
situations where the complexity of the problem can be handled well by the flexibility
of NN systems and the capacity to structure them into simple, integrated families.

The study was carried out in the Centrale dei Bilanci (CB) in Turin, Italy. CB is
an organization established by the Banca d’Italia, the Associazione Bancaria Italiana
and over forty leading banks and special credit institutions in Italy. CB develops and
distributes tools for the member banks to use. One product was a linear discriminant
analysis-based model that is used in practice to improve credit analyst productivity
by pre-selecting the credits and for monitoring the uniformity of the judgments made
about businesses by the various branches of the bank.

The first part of the study describes the results of the new release of the system
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F1 Discriminant Model Results

Test Period Healthy Firms Unsound Firms
Estimation sample (404
companies in each group)
Estimation period T-3 90.3% 86.4%
Control period T-1 92.8 96.5
Holdout sample (150 companies
in each group) T-1 90.3 95.1

F2 Discriminant Model Results

Test Period Healthy Firms Unsound Firms
Estimation sample (404
companies in each group)
Estimation period T-3 99.0% 60.1%
Control period T-1 97.8 82.7
Holdout sample (150 companies
in each group) T-1 96.8 81.0

Exhibit 10.6. Test Results.

that improves on predictive accuracy by splitting the estimation/classification prob-
lems into two steps. In the first step, the two group sample consists of healthy firms
on the one hand and unsound and vulnerable companies on the other. “Vulnerable”
companies are those that are not at the point being considered “Unsound” but are bor-
derline cases. The second step was to develop another discriminant analysis model to
classify the vulnerable companies on the one hand and the unsound companies on the
other. Estimation of the model was done based on data three years prior to distress
and tested on original and control (hold-out) sample for one and three years prior.
The results of the tests of the two models are as shown in Exhibit 10.6.

(b) Neural Networks. Neural networks consist of a potentially large number of el-
ementary processing units. Every unit is interconnected with other units and each is
able to perform relatively simple calculations. The processing behavior of the net-
work is derived from the collective behavior of the units each of which is capable of
altering its responses to stimuli from the external environment as well as from the
other neurons with which it is linked. Obviously, the change of response is the learn-
ing process that the NN goes through as revisions are introduced to the weightings
that drive the response. Neural networks can range in complexity from the simple
single-layer network to multilayer networks. In general, the more complex the net-
work, the greater is the promise that it will have a genuine capacity to solve a prob-
lem, but also greater is the difficulty associated with understanding its sometimes
anomalous behavior. And, more complex networks take longer to train.

The Altman et al. (1994) experiment with neural network progressed through four
steps:

1. Attempt to replicate the scores generated by multiple discriminant analysis
using ratios different from those used in discriminant analysis. The objective in
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doing so was to verify the network’s capacity to do at least as well as discrim-
inant analysis but using a different set of ratios.

2. Train the network using data three years prior and test it in one year prior data
in its ability to separate the healthy and bankrupt companies.

3. Attempt to integrate the knowledge implicit in observing the evolution of the
various ratios and indicators over time. In other words teach the network to
learn from both point-in-time data and trend data.

4. Check the capacity of the network to separate the healthy, vulnerable and un-
sound companies in the same way as the two stage discriminant analysis mod-
els presented earlier.

(c) Results. The best results were obtained with a three-layer network in replicating
the scores generated by discriminant analysis. The initial layer of ten neurons, a sec-
ond layer of four neurons, and an output layer consisting of a single neuron. The
input consisted of ten financial ratios. The resulting profile after 1000 learning cycles
on 808 companies was extremely close to the desired level.

In the second stage (classifying healthy and bankrupt companies) a 15, 4, 1 net-
work provided the best recognition rate, with a classification accuracy of 97.7% for
the healthy companies and 97% for the unsound companies. However the authors
noted two concerns with the network: it was able to obtain that accuracy using a
much higher number of indicators, that is, fifteen as opposed to nine used by dis-
criminant analysis. Second, its behavior became erratic as the learning progressed—
initially the model makes rapid strides in its capacity to identify the groups but as it
moves forward there are often points where its performance actually deteriorates.
This led the authors to suggest that neural networks may suffer from “overfitting,” a
phenomenon encountered with quadratic discriminant functions that do very well in
the development sample but fail in hold-out testing.

In the third stage the authors fed the same ratios used in discriminant analysis to the
neural network using the argument that it is common for analysts and systems to re-
ceive a standard information base. The objective was to check the network’s capacity
to replicate the knowledge base produced by discriminant analysis, using the same in-
puts. The results of this, obtained using a 9, 5, 1 network are as shown in Exhibit 10.7.

The next experiment, involving the synthesis of historical information by the net-
work, also produced impressive classification results, but here again, the behavior of
the network became at times unexplainable and unacceptable due to frequent inver-
sion of output values when the inputs were modified uniformly or in limited subsets.

Discriminant Analysis

Linear Discriminant

) Neural Network Function (F1)
Sample size = 404
in each group Healthy Unsound Healthy Unsound
Estimation T-3 period 89.4% 86.2% 90.3% 86.4
Control T-1 period 91.8 95.3 92.8 96.5

Exhibit 10.7. Comparison of Classification Rates: Neural Network vs. Linear.
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In conclusion, the authors note that while complex networks may produce better
classification results, they take longer to train and are more difficult to control in
terms of illogical behavior. However, they have shown enough promising features to
provide an incentive for better implementation techniques and more creative testing.

(d) Cifarelli, Corielli, and Forestieri (1988). These authors propose a Bayesian vari-
ant to the classical discriminant analysis which takes explicit care of the uncertainty
with which the parameters of the diagnostic distribution are known when classifica-
tions are made. In particular, in “out-of-sample” cases, the classical method uses an
estimate density of future observables, whereas the method suggested by the authors
uses a predictive density calculated using Bayes theorem.

The sample used to test develop the model came from a large Italian bank’s loan
portfolio. Unsound companies were selected among cases of formal declaration of
bankruptcy. The sound firm sample was formed by a random selection from the bank
loan portfolio. Fourteen financial ratios descriptive of growth, profitability, produc-
tivity, liquidity, and financial structure were used. The authors report that the classi-
fication accuracy of the Bayesian model is very close to that obtained with different
versions of the classical discriminant analysis model.

10.11 AUSTRALIA. Australia has certain unique characteristics, with huge devel-
opment potential (like Brazil) but with an already established industrial base but a
relatively small population (under 20 million people). While the influence of multi-
national firms is quite important, the local corporate structure is large enough to sup-
port a fairly substantial capital market.

(@) Castagna and Matolcsy (1982). The active financial environment in Australia is
a motivation for rigorous individual firm analysis. A series of studies by A. Castagna
and Z. Matolcsy (C&M), culminating in their published work (1982), have analyzed
corporate failures in Australia and have concluded that there is a strong potential for
models like those developed in the United States to assist analysts and managers.

(b) Research Design. One of the difficult requirements for failure analysis found in
just about every country in the world outside the United States is assembling a data-
base of failed companies large enough to perform a reliable discriminant analysis
model. Despite a relatively large number of liquidations, Australian data on failed
firms are quite restricted. C&M were able to assemble a sample of only 21 industrial
companies (the number of firms would have been much larger if mining companies
were included). The failure dates spanned the years from 1963 through 1977, with the
date determined by the appointment of a liquidator or receiver. An alternative crite-
rion date might have been the time of delisting from the stock exchange or the liqui-
dation/receiver date, whichever comes first. For every failed company in the sample,
there is a randomly selected surviving quoted industrial firm from the same period.
Industries represented include retailers, manufacturers, builders, and service firms.

(c) Empirical Results. Prior studies by C&M reduced the number of potential dis-
criminating variables to 10 that were then analyzed in a linear and quadratic dis-
criminant structure. The authors also attempted to test their results for various a pri-
ori group membership probabilities. The results suggest that it is difficult to identify
a unique model to predict corporate failures and that some specification of user pref-
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erences is desirable. Still, they do indicate 10-variable linear and 5-variable quadratic
classification models.

As noted, the results of C&M’s work are not definitive. For example, if one is con-
cerned with minimizing the misclassification of failed companies, then the linear
model using equal priors outperforms all other models tried. This model also had the
best overall results, except in the fourth year prior to failure. However, the linear
model does not perform better than other models in the classification of surviving
companies. A stepwise procedure indicated that a five-variable model did not perform
as well as the models based on the ten-ratio set in the overall classification tests. All
of their comparisons are based on the Lachenbruch validation tests.

The C&M study does not address prediction accuracy per se. All of the tests are
on the original sample of 21 firms. In order for the tests to be predictive in nature,
their model(s) should be applied to subsequent firm performance in Australia. The
authors do note that they expect to monitor their findings on samples of continuing
companies listed on the Australian Stock Exchange.

(d) 1zan (1984). Izan (1984) and Altman and Izan (1983), in subsequent attempts to
address the failure classification problem in Australia, analyzed a larger sample of
firms (50 failed and an industry-failure-year-matched sample of 50 nonfailed firms).
Perhaps the most distinctive aspect of this model is the attempt to standardize the ra-
tios by the respective firms’ industry medians.

The argument put forward by the authors to use industry-relatives is to point to the
significant differences that exist among industries of the key financial ratios. As for
the counterargument that some industries are indeed riskier than others, the authors
respond by stating that a near-bankrupt situation of any of the industries represented
in the study is extremely remote. Having made the argument for using the industry
relatives, the authors proceed to derive the value of this variable by dividing the
failed and the nonfailed firm’s raw ratio by the industry median.

The 10 candidate ratios chosen for analysis were:

Ordinary earnings/shareholder funds

Earnings before interest and taxes (EBIT)/total assets
Earnings after interest and taxes/total assets

Cash flow/borrowings

EBIT/interest

Current assets/current liabilities

Current assets stocks/current liabilities—overdrafts
Funded debt/shareholder funds

Market value of equity/total liabilities

LXRAAN R W=

[y
S

Book value of equity/market value of equity

The final model was quite similar to the Altman (1968) model. The ratios in the
model and their relative contributions are as shown in Exhibit 10.8.

The classification accuracy of the models on the development sample one year
prior to failure is presented in Exhibit 10.9.

The industry relative ratios model showed a Type I accuracy of 94.1%, 75%, and
63.5% respectively on data one, two, and three years prior to failure. Type II accu-
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Standardized

Univariate F Coefficient Wilk’s Lambda

Forward
Variable Amount Rank Amount Rank Amount Rank Stepwise
EBIT/TA 26.4 3 0.79 3 0.23 5 3
EBIT/Interest 49.2 1 0.66 1 0.53 1 1
CA/CL 4.3 5 0.96 5 0.24 4 5
FD/SF 21.6 4 0.82 4 -0.25 3 4
MV/TL 36.9 2 0.72 2 0.44 2 2

Exhibit 10.8. Relative Contribution Tests and Ranks of Variables in the Distress Model.

Industry Relative

Ratios Raw Ratios
Classified Classified
Actual No of
Group Cases Failed Nonfailed Failed Nonfailed
Failed 51 48 3 46 5
(94.1%) (7.8%) (90.2) (9.8%)
Nonfailed 48 5 43 5 43
(10.4%) (89.6%) (10.4%) (89.6%)

Exhibit 10.9. Classification Accuracy of the Industry Relative and the Raw Ratio Models.

racy for the same periods was 89.6%, 89.6%, and 85.4% respectively. The prediction
accuracy on a small secondary sample (holdout) of ten failed firms was 100% one
year prior to failure, 70% two years prior and 40 percent three years prior. In the ab-
sence of the corresponding Type II accuracy, this result is difficult to interpret, how-
ever. The authors believe that the model is sufficiently robust as to be applicable to a
cross-section of firms and industries.

10.12 GREECE

(@) Gloubos and Grammatikos (1988). Companies in regulated economies are often
sustained in operation long after they have become economically bankrupt. This
causes taxonomic problems for the researcher because to treat such companies as
healthy is clearly wrong, while including them in the bankrupt group causes biases
because of the difficulties in identifying the date of the bankruptcy. The authors sug-
gest that estimated models in such economies as Greece may be expected to have a
higher degree of misclassification than similar models estimated in market-driven
economies. In this study the authors compare four techniques on a “new” sample of
healthy and bankrupt firms. The four techniques used are:

1. Linear Probability Model (LPM)
2. Probit Analysis (PROBIT)
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3. Logit Analysis (LOGIT)
4. Multiple Discriminant Analysis (MDA)

The LPM model is a multiple linear regression model where the dependent variable
is a 0—1 variable which is regressed against a set of independent variables. One prob-
lem with this approach is that the error terms’ distribution is not normal. Also when
the predicted value lies outside the 0—1 range, it is difficult to interpret the result. This
difficulty is overcome by applying suitable transformations that would restrict the
probability predictions to the 0—1 interval. This is done in the PROBIT model where
P is the conditional probability of failure expressed in terms of a cumulative standard
normal distribution function. As to be expected, the introduction of the standard nor-
mal distribution involved nonlinear estimation. The LOGIT model uses a computa-
tionally simpler function based on the cumulative logistic probability function. In
multiple discriminant analysis, the function is linear or quadratic in the variables.

The sample consisted of 30 Greek industrial firms that went bankrupt during the
period 1977-1981. Each failed firm was paired with a healthy firm of similar size in
the same year and from the same industry. Data was gathered for one year prior to
bankruptcy and was obtained from various issues of the Government Gazette. Sev-
enteen accounting ratios were used in the analysis and the final models with all four
techniques had the same variables. The group statistics for these ratios along with the
T-statistics are presented in Exhibit 10.10.

The model results on the development sample are as reproduced in Exhibit 10.11.
It was found that the MDA and LPM have the greater accuracy overall and also in
the Type I and Type II categories. The authors note that the MDA model’s coefficients
for two of the variables had counterintuitive signs but go on to suggest that because
of the interdependencies inherent in a multivariate model, this may be acceptable.

Group Mean Group Mean
Variable Bankrupt Nonbankrupt T-value

Current assets/current liabilities 0.932 1.579 -3.95
Net working capital/total assets -0.092 0.196 -5.20
Total debt/total assets 0.813 0.595 5.69
Gross incomef/total assets 0.077 0.253 -4.51
Gross income/current liabilities 0.106 0.607 6.16
Exhibit 10.10. Group Statistics.
A. One year prior to

bankruptcy Overall Bankrupt Nonbankrupt
MDA 91.7% 96.7% 86.7%
LPM 91.7 93.3 90.0
PROBIT 85.0 83.3 86.7
LOGIT 86.7 83.3 90.0

Exhibit 10.11. Correct Classifications on the Original Sample.
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A. One year prior to

bankruptcy Overall Bankrupt Nonbankrupt
MDA 66.7% 66.7% 66.7%
LPM 72.9 70.8 75.0
PROBIT 72.9 70.8 75.0
LOGIT 77.1 66.7 87.5
B. Two years prior to bankruptcy
MDA 71.7 60.9 82.6
LPM 71.7 60.9 82.6
PROBIT 71.7 60.9 82.6
LOGIT 71.7 60.9 82.6
C. Three years prior to bankruptcy
MDA 75.0 64.3 85.7
LPM 71.4 64.3 78.6
PROBIT 60.7 42.9 78.6
LOGIT 64.3 50.0 78.6

Exhibit 10.12. Correct Classifications on a New Sample.

The models were tested on 24 new paired samples of bankrupt and healthy firms for
the period 1982-1985. As to be expected, the classification performance of the mod-
els drops off somewhat in the holdout sample as shown in Exhibit 10.12.

The performance differences among the four models are marginal. The authors
recommend using probability models because they are more successful slightly be-
fore bankruptcy and their dependent variables can be interpreted directly as proba-
bilities. The fact that the Type I accuracy of these models, which is more critical, is
less than Type II accuracy is of some concern, however.

(b) Theodossiou and Papoulias (1988). The problematic firms in Greece are typi-
cally moribund firms kept alive by government assistance. The assistance is provided
by banks in the form of external financing under pressure from the government anx-
ious to minimize unemployment that would ensue if these firms are allowed to fail.
The 1979 oil crisis, the entrance of Greece into the European Economic Community,
and resulting competition, as well as the worldwide recessions in the 1980s brought
about the minicollapse of the industrial sector. Irresponsible lending policies of banks
and the improper management of the capital structure by the firms were also, ac-
cording to the authors, contributing factors. The purpose of the study was to demon-
strate, using a corporate failure prediction model developed by the authors, that the
prevailing state of problematic firms in Greece could have been anticipated years be-
fore the problem became an issue. The models employed are logit, probit, and a
Bayesian approach to discriminant analysis. In the Bayesian discriminant analysis,
the coefficients are identical to those of traditional discriminant analysis. However,
the discriminant score is scaled by an intercept in such a way that its distributional
assumptions are invariant to either the sample size or the industries. Moreover, this
technique is said to be free from the problem of differential firm size and yields prob-
abilities in the 0—1 interval.

The sample used by the authors contained 33 failed firms and 68 nonfailed firms
for the year 1983. To adjust the timing of failure for the bankrupt firms kept alive by
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government interventions beyond their natural span of existence, the data for such
firms was collected as of two years prior to the time their net worth became negative.
For others, data was gathered for one year prior.

The authors found that the performance scores generated by the three models were
highly correlated and ranked the problematic firms similarly. Because the models ap-
peared to be equivalent, the authors chose just the probit model for presenting the re-
sults. It was found that the probabilities of failure increased for the problematic firms
from 0 in 1973—-1974 to more than 0.5 in the mid-seventies, with complete deterio-
ration of performance of about two-thirds of the problematic firms in the sample by
1979.

While there is no doubt that the models anticipated the problematic firms quite
well, the results would be more compelling had the authors published the Type I ac-
curacy of the models. A model may have 100% Type I accuracy, but if it has 0 Type
II accuracy, then it is of no value.

10.13 ARGENTINA

(@) Swanson and Tybout (1988). This paper analyzes the determinants of industrial
bankruptcy on Argentina on three levels. First, the importance of macroeconomic
variables on the business failures is considered. Real interest rate, credit stock, man-
ufacturing output, real wage rate and the peso exchange rate are regressed on busi-
ness failures two variables at a time using a multivariate regression with third order
polynomial distributed lag terms. Second, sectoral failure rates are examined to de-
termine whether reform policies had a differential effect on highly protected indus-
tries. The data is divided into high protection and low protection industries and the
differential impact of economic policies is evaluated by adding the degree of protec-
tion as a dummy variable in a regression of the number of business failures against
the real interest rate and credit stock. The authors then consider the firm-level
anatomy of failure by creating a probit regression model on a sample of 19 to 22 fail-
ures and 190 to 324 survivors. Measures of financial structure consisting of cash flow
indices, firm financial structure variables, firm size, and the degree of protection were
utilized. The firm failure model was estimated for the pre- and post-maxi devaluation
period of the Argentinian peso, that is, 1979—-1981 and the period following 1981, re-
spectively.

Following the military coup that ousted Isabel Peron in 1976, Argentina passed
through a reform period. The reform started with selective tariff reductions. Soon,
contractionary monetary policies and temporary wage and price controls were im-
posed to combat hyperinflation. In late 1978, an exchange rate regime was intro-
duced. The end result of all these policies led to a maxi devaluation of the peso that
threw the economy into a recession similar to the Mexican peso crisis precipitated by
the December 1994 devaluation. The authors examine the effects of the reform po-
lices with the hope that policymakers will evaluate future policy options in terms of
the stress they place on the corporate sector. Their results were obviously ignored or,
more than likely, unknown in the more recent Mexican crisis.

Using quarterly data on the macroeconomic variables (24 data points), 10 regres-
sions were estimated using a different combination of two macro variables. Although
the business failure rate, rather than the absolute number of business failures would
have been more appropriate as the dependent variable, the authors did not have the
data on the total number of businesses in each time period, and therefore they were
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forced to use the absolute number of failures. The authors also note the other short-
comings: limited size of the data sample, conceptual problems with measuring ex-
pected devaluation rates, and the distortions in measuring the time of failure by lags
in court processing time. The authors conclude, based on the results of the regres-
sions, that of all the factors considered, interest rates and credit stocks are the most
important factors in explaining business failures.

The second question examined by the authors is the issue of whether all industries
were uniformly affected by the Argentine reforms. The authors’ hypothesis is that the
high protection industries suffer considerably higher failure levels than the low pro-
tection industries when the protection is reduced. Each subsample for the study con-
sisted of 12 industries with data for 20 quarters. To account for interindustry differ-
ence in the number of firms, the authors included the logarithm of the number of
establishments in the industry as an explanatory variable. The authors report statisti-
cally significant evidence to support their hypothesis that high protection leads to
higher failures when protection is removed.

In order to test their third question, that is, what are the firm-level variables that
predict failure, the authors favor the use of a probit regression instead of discriminant
analysis for two stated reasons: that assumptions necessary for statistical inference
are typically not satisfied and that the individual influences of the predictors cannot
be isolated. The criticism of discriminant analysis by the authors is not compelling
because the authors appear to tolerate even more serious limitations caused by the
smallness of the sample. Also the standardized discriminant function does show the
relative importance of the variables.

The models were estimated for the predevaluation period and postdevaluation pe-
riod. The final model contained ratios with total assets as the best normalizing vari-
able (as opposed to total debt or net worth). The resulting model included the fol-
lowing ratios: the protection (0, 1) index, quick ratio, real financial cost, EBIT, sales,
debt, Ln(Assets), and foreign exchange.

In the post-devaluation period, the role of financial costs, foreign currency expo-
sure and firm size become more marked as expected. In both pre-devaluation and
post-devaluation periods, the dummy variable for protection has the expected sign
but is not statistically significant. The authors conclude based on this outcome, and
because sectoral regressions reflect contrasts among firms not listed in the stock ex-
change, that higher failure rates for protected firms are concentrated among smaller,
privately held firms.

Although by using probit regression, the authors could evaluate and present the
statistical significance of individual variables, the published statistics (log-likelihood
and the chi-square) do not tell us anything about the classification/misclassification
accuracy among fails and nonfails respectively. In addition, the published results are
in-sample values. Despite the problems with the data, this article is impressive in the
broad sweep of the issues considered in both macroeconomic and microeconomic
terms and in explicitly modeling trade protection and foreign currency exposure. As
we move further into a truly global economy, these variables take on added signifi-
cance in assessing risk.

10.14 BRAZIL. Brazil is an example of an economy where the end result of a series
of economic setbacks would put severe pressure on private enterprises. For example,
tightening of credit for all firms—especially smaller ones—can jeopardize financial
institutions and undermine government efforts to promote economic development.
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Most observers would agree that action to detect and avoid critical pressures of this
type is highly desirable in an economy like Brazil, which has enjoyed extraordinary
growth followed by severe inflation, maxi devaluations and recessions. And, as a re-
sult of the very recent significant reduction in inflation, banks are now making loans
again and are therefore concerned with credit risk issues. Based on the results in
1994-1996, these concerns are valid as the number of business failures escalated,
computed to the days of hyperinflation and little borrowing.

(@) Altman, Baidya, and Ribeiro-Dias (1979). Altman, Baidya, and Ribeiro-Dias
(1979) examined two a priori groups of firms categorized as serious-problem (SP)
and no-problem (NP) companies. A small number of variables were then calculated
for each observation (firm) in each of the two samples. Data covered the period from
one to three annual reporting statements prior to the problem date. The data from one
year prior (and the corresponding year for the control sample) were then analyzed
through the use of linear discriminant analysis.

The serious-problem firms were defined as those filing formal petitions for court-
supervised liquidations, legal reorganizations in bankruptcy (concordatas), and out-
of-court manifestations of serious problems. In all but two of the 23 serious-problem
cases, the problem became manifest during the 30 months from January 1975 to June
1977. Industry categories represented include textiles, furniture, pulp and paper, re-
tail stores, plastics, metallurgy, and others. The average asset size of the serious-prob-
lem firms was surprisingly high at 323 million cruzeiros (U.S. $25-30 million).
Therefore, the model, if accurate, has relevance over a wide range of companies in
terms of size. The control (or no-problem) sample was actually somewhat smaller in
terms of average asset size.

One or two firms were selected for the control sample from each of the same in-
dustrial categories as those represented by the serious-problem group, and data were
gathered from the year corresponding to the year prior to the problem date. Since
there were more than 30 industrial categories to choose from, the number of firms in
each industrial group was often quite small. Whenever possible, privately owned, do-
mestic companies were selected since we felt that a state-owned or multinational af-
filiation reduced, in general, the possibility of failure.

The classification procedure used in this study is based on the failure model de-
veloped in the United States (Altman, 1968), with modifications that allow for con-
sideration of Brazilian standards and reporting practices. In this Brazilian study, the
same variables were utilized but X, and X, were modified. With respect to X, the
retained earnings account on U.S. balance sheets reflects the cumulative profits of a
firm less any cash dividends paid out and stock dividends. In most instances, the
small, young firm will be discriminated against because it has not had time to accu-
mulate its earnings. In Brazil, however, due to different financial reporting practices
and adjustments for inflation, there is no exact equivalent to retained earnings. The
nearest translation to retained earnings is “lucros suspetisos,” which refers to those
earnings retained in the business after distribution of dividends, This amount is usu-
ally transferred, however, within a short time (perhaps two years) through stock div-
idends to the account known as capital.

In addition, reserves that were created to adjust for monetary correction on fixed
assets and the maintenance of working capital were deducted from profits and
thereby decrease those earnings which are reported to be retained in the firm. These
reserves, however, increase both the assets and the firm’s equity and they too are
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transferred to capital. In essence, then, that amount of capital which represents funds
contributed by the owners of the firm is the only part of equity that is not considered
in the Brazilian equivalent to retained earnings. X, was calculated as:

(Total equity — Capital contributed by shareholders (CCS))/Total assets

A more precise expression of the numerator would be the cumulative yearly retained
earnings plus the cumulative reserves created over the life of the firm, but this infor-
mation is very difficult to obtain outside the firm and was not available to the authors.

Since most Brazilian firms’ equity was not traded, there cannot be a variable which
measures the market value of equity (number of shares outstanding times the latest
market price). To derive the new values for X4, the book value of equity (patrimonio
liquido) was substituted and divided by the total liabilities. The remaining three vari-
ables were not adjusted, although we are aware of the fact that certain financial ex-
penses are also adjusted for inflation in Brazilian accounting.

(b) Empirical Results. The empirical results will be discussed in terms of two sepa-
rate but quite similar models. The first model, referred to as Z;, includes variables X,
to X5 (four measures) of the original Z-Score model. Model Z; does not include X;
because the stepwise discriminant program indicated that it did not add any explana-
tory power to the model and the sign of the coefficient was contrary to intuitive logic.
Once again, as so often is found in multivariate failure classification studies, the lig-
uidity variable is not found to be particularly important. The second model, referred
to as Z,, does not include X,, because X, is quite difficult to derive with just one set
of financial statements and it is similar to X4. Model Z, can therefore be applied with-
out supplementary data.
The models are as follows:

Z,
Z,

1.44 + 4.03X, + 2.25X;5 + 0.14X, + 0.42X5

In both cases, the critical cutoff score is zero. That is, any firm with a score greater
than zero is classified as having a multivariate profile similar to that of continuing en-
tities and those with a score less than zero are classified as having characteristics sim-
ilar to those of entities that experienced serious problems.

Results from the two models are essentially identical based on one year prior data.
Model Z, performed better for Years 2 and 3; therefore, only the results of that model
are discussed. Of the 58 firms in the combined two samples, seven are misclassified,
yielding an overall accuracy of 88%. The Type I error (that of classifying a serious-
problem firm as a continuing entity) was 13% (3 out of 23 misclassified) and the Type
IT error (that of misclassifying a continuing entity) was slightly lower at 11.4% (4 of
35). These results are impressive since they indicate that published financial data in
Brazil, when correctly interpreted and rigorously analyzed, do indeed possess im-
portant information content.

Due to the potential upward bias involved in original sample classification results,
further tests of the models were performed with several types of holdout or valida-
tion samples. The accuracy of the SP sample is unchanged after applying the Lachen-
bruch test. Several replication tests also showed high accuracy levels. Finally, the ac-
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curacy of the model is examined as the data become more remote from the serious
problem date. The SP sample results, as expected, show a drop in the accuracy of the
models. We utilized the weights from the model constructed with Year 1 data and in-
serted the variable measures for Years 2 and 3 prior to the SP date. Year 2 data pro-
vided accuracy of 84.2% (16 of 19 correct). Year 3 data provided lower accuracy of
77.8% (14 of 18 correct) classifications. Therefore, in only four cases were errors ob-
served in classification based on data from three (or more in some cases) years prior
to the SP date.

(c) Implications of Results for Brazil. The implications and applications of models
designed for assessing the potential for serious financial problems in firms are many.
This is especially true in a developing country, where an epidemic of business fail-
ures could have drastic effects on the strength of the private sector and on the econ-
omy as a whole. Most observers of the Brazilian situation would agree on the merit
of preserving an equilibrium among private enterprises, state-owned firms, and
multinationals. Such equilibrium would be jeopardized if the domestic private sector
were weakened by an escalation of liquidations. If a model such as the one suggested
is used to identify potential problems, then in many cases preventive or rehabilitative
action can be taken. This should involve a conscious internal effort, by the firms
themselves, to prevent critical situations as soon as a potential problem is detected.
Besides internal efforts, a program of financial and managerial assistance, more than
likely from official external sources, is a potential outcome.

Many economists, including the writers, have argued that significant government
assistance for the private sector is an unwise policy except where the system itself is
jeopardized. One can rationalize government agencies’ attempts to stabilize those in-
dustries where a significant public presence or national security is involved, for in-
stance, commercial and savings banks or the steel industry. In developing countries,
the distinction between high public interest sectors and the fragile private sector is
more difficult to make, and limited early assistance is advocated.

10.15 INDIA

(a) Bhatia (1988). The author has developed a discriminant analysis model for
identifying “sick” companies. Sick companies in India refer to companies that con-
tinue to operate (or more accurately are kept in operation even after their economic
value is in question) even after incurring losses. The definition used by the Industrial
Development Bank of India for sickness is if a company suffers from any of the fol-
lowing ills:

* Cash losses for a period of two years, or if there is a continuous erosion of net
worth, say 50%

 Four successive defaults on its debt service obligations
* Persistent irregularity in the use of the credit lines
» Tax payments in arrears for one to two years

The sample consisted of 18 sick and 18 healthy companies all of which are pub-
licly traded. Data used pertained to the period 1976-1995. The healthy companies
were paired with the sick ones based on the type of product and gross fixed assets.
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Standardized Unstandardized

Coefficient Rank Coefficient
X4 0.56939 2 1.64621
X 0.23186 6 0.03071
X3 0.34543 4 0.004271
X4 0.50499 3 0.8169
Xs 0.64154 1 0.05372
Xe 0.14993 7 -0.007024
X5 0.34498 5 0.006616

X1 = Current ratio

X, = Stock of finished goods/sales

X3 = Profit after tax/net worth

X4 = Interest/value of output

X5 = Cash flow/total debt

Xe = Working capital management ratio
X, = Sales/total assets

Exhibit 10.13. Discriminant Function Coefficients.

The companies were drawn from the cement, electrical, engineering, glass, paper,
and steel industries.

The seven ratios in the final discriminant function, along with the standardized
discriminant function coefficient are presented in Exhibit 10.13.

The Type I accuracy was 87.1% and the Type II accuracy was 86.6% on the de-
velopment sample. A holdout test was performed on 20 healthy companies and 28
sick companies. The test results generally validated the efficacy of the model.

10.16 IRELAND. In Ireland, Cahill (1981) presents some exploratory work on a
small sample of 11 bankrupt, listed companies covering the period from 1970
through 1980. Three primary issues are explored: (1) identification of those ratios
which showed a significant deterioration as failure approaches, (2) whether the audi-
tors’ reports expressed any reservations or uncertainty about the continuance of the
firms as going concerns, and (3) whether there were any other unique aspects of the
failed companies’ conditions.

Cahill’s analysis revealed a number of ratios indicating clear distress signals one
year prior to failure. These ratios compared unfavorably with aggregate norms and
ratios for the comparable industrial sector. Although several measures continued to
show differences in earlier years, the signals were less clear in year 2 prior and it was
difficult to detect strong signals from ratios prior to year 2.

Only one of the 11 auditors’ reports was qualified on the basis of going concern.
Five other less serious qualifications were present in the auditor’s reports. Cahill
speculates that the low frequency of auditor qualifications on a going concern basis
was due to auditor reluctance and accounting convention in Ireland as well as their
feeling of being part of a “small society.” We observed similar circumstances in Aus-
tralia. Still, according to Cahill, since deterioration was quite apparent, those close to
the situation should have been aware of the seriousness of the situations and earlier
remedial action taken or qualification given.

Unsuccessful merger activity and significant investment and asset expansion fi-
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nanced by debt were the major causes of Irish failures. Several of the firms contin-
ued to pay dividends right up to the year prior to failure. On the other hand, only
one company actually made payments to unsecured creditors after insolvency, in-
dicating that asset value had deteriorated beyond repair and only then was failure
declared.

10.17 KOREA

(@) Altman, Kim, and Eom (1995). As a growing and potentially overheated econ-
omy, Korea may be following in the footsteps of its neighbor, Japan, which had a pe-
riod of rapid economic growth only to be followed by increased business failures. For
this reason, the authors suggest, that a failure prediction model for Korea is timely,
even given the 1995 robustness of the South Korean economy. In particular, because
of the increased deregulation and greater autonomy in decision-making by financial
institutions, the availability of predictive models is relevant.

The distress classification model described in this study consists of two versions:
the K1 model is applicable for both public and private firms, whereas the K2 model,
which uses the market value of equity in one of its ratios, may be used only for pub-
licly traded firms.

Linear discriminant analysis was the technique used in building the model. The
sample of failed firms consisted of 34 publicly traded industrial and trading compa-
nies with assets ranging from $13 million to $296 million. Failure and failure dates
were defined based on technical insolvency or liquidation whichever came first.
Technical insolvency is defined as the condition when the credit of a company is no
longer accepted. Most of the failures in the sample occurred in 1991-1992. It is sig-
nificant to note that 30 of the 34 distressed firms had their shares publicly traded only
since 1988, and 23 of the 30 were listed during the explosion of new IPO listings in
1988 and 1989. For this reason, the results of the model may be of interest to in-
vestors and regulators of new issues in the Korean stock market.

Because the nondistressed group of firms tended to be significantly larger in size
on average, the pairing of the healthy firm with the failed firm was based mainly on
industry sector grouping. For 34 distressed firms a larger sample of 61 nonfailed en-
tities was chosen, with the actual one to one pairing done by random selection from
the universe of 61 firms during model building.

The time series analysis of the individual ratio averages revealed that some early
warning financial indicators such as book value of equity to total liabilities do not be-
have in the same way as they do for U.S. firms. This ratio, contrary to expectations,
actually improves for failed firms until just before bankruptcy. However, the same
ratio based on market value behaves as expected. For this reason, the authors have
proceeded with two different models: one employing the book equity leverage vari-
able and the other with a market equity variable.

The criteria for selecting the final variable set were:

* High univariate significance test (see Exhibit 10.14).

» Expected sign for all the model coefficients.

* Original (in-sample) and holdout (out-of-sample) test results.
» Reasonable accuracy levels over time.

The K1 model had the following variables:
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Years Prior to Failure No of Firms % Correctly Classified
1 34 97.1
2 34 88.2
3 33 69.7
4 32 50.0
5 16 68.8
Year No of Firms % Correctly Classified
1988 57 77.2
1989 58 81.0
1990 59 83.1
1991 47 89.4
1992 29 93.1
Total 250 83.6

Exhibit 10.14. Classification Results—Bankrupt Firms K1 Model.

LOG(Total assets)

LOG(Sales/total assets)

* Retained earnings/total assets

* Book value of equity/total liabilities

The classification results on the original sample for the K1 and K2 models are pre-
sented in Exhibit 10.14.
The K2 model contained the following ratios:

LOG(Total assets)

LOG(Sales/total assets)

* Retained earnings/total assets

* Market value of equity/total liabilities

The classification results on the original sample for the K2 models are presented
in Exhibit 10.15.

The authors note two major limitations of these models. First, because of lack of
data, the authors were unable to perform hold-out testing. Second, the Type II accu-
racy of 70% is perceived to be rather low. Both limitations will be removed if future
tests of the model yield usable predictions.

10.18 MALAYSIA

(@) Bidin (1988). The New Economic Policy launched by the Malaysian Govern-
ment in the early 1980s was aimed at increasing and redistributing corporate owner-
ship among the races in that country. The indigenous races in which the Malays form
the majority have a disproportionately small share of the corporate wealth. The gov-
ernment has set up a number of public corporations and enterprises to directly in-
volve the indigenous races in terms of ownership and the development of managerial
skills. Permodalan Nasional Berhad (PNB) is a corporation whose objective is to
evaluate, select, and acquire shares in corporations with good potential with the in-
tention of ultimately selling them to a unit trust fund. PNB is thus an investment in-
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Years Prior to Failure No of Firms % Correctly Classified
1 29 96.6
2 23 85.2
3 15 71.4
4 4 40.0
5 3 75.0
Year No of Firms % Correctly Classified
1988 40 75.0
1989 51 86.3
1990 57 86.0
1991 47 89.4
1992 29 93.1
Total 224 85.7

Exhibit 10.15. Classification Results: Bankrupt Firms K2 Model.

stitution which has developed some expertise in financial analysis and monitoring the
operations of companies. In 1985, the government entrusted PNB with the additional
task of monitoring the performance of all government companies, not just those in
PNB’s portfolio. This led to the formation of CICU, the Central Information Collec-
tion Unit, the unit within PNB that performs this function. CICU is charged with the
task of identifying companies in distress at an early stage so that the necessary re-
medial action may be taken by the authorities. A multivariate discriminant analysis
model has been built with applicability mainly for manufacturing companies, and
also for companies in the transportation and service sector.

The sample consisted of 21 companies known to have been in distress paired with
financially sound companies which were entirely Malaysian with business activities
in Malaysia. Forty-one ratios were defined for inclusion in the analysis. Stepwise se-
lection yielded a discriminant function that had seven variables ranked by the level
of contribution to the F statistic as shown in Exhibit 10.16.

Variable R**2 F-Statistic
R1 0.5307 45.230
R2 0.3921 30.250
R3 0.2388 12.506
R4 0.2275 10.898
R5 0.1360 5.665
R6 0.0333 3.181
R7 0.0795 2.935

R1 = Operating profit/total liabilities

R2 = Current assets/current liabilities

R3 = EAIT/paid-up capital

R4 = Sales/working capital

R5 = Current assets — Stocks — Current liabilities/EBIT

R6 = Total shareholders’ fund/total liabilities

R7 = Ordinary shareholders’ fund/employment of capital

Exhibit 10.16. Discriminant Function Variables.
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The authors present three case studies where the PNB-Score was able to correctly
predict the outcome in advance. They also note that the test of the model on over 600
companies showed that the results predicted by the model were found to be relatively
consistent with the actual performance of the companies. The model is very sensitive
to the liabilities of the company, because failure is most often caused when the com-
panies’ cash flows are relatively low compared to its fixed debt commitments. The
study does not present any information on Type II accuracy. It is also not clear
whether the 600 companies tested are all problem companies or they included some
healthy ones as well. To the best of our knowledge, a revised PNB model is still ac-
tively used.

10.19 SINGAPORE

(@) Taand Seah (1988). Singapore was and still is a dynamic and growing economy
that has attracted a large amount of foreign investment. A business failure prediction
model is justified both for preserving Singapore’s image as a major financial and
manufacturing center and as a way to assist rational investment in Singapore compa-
nies by investors and creditors. This study examines 24 financial ratios using linear
discriminant function analysis.

The failed firm sample consists of 22 firms with failure dates in the period
1975-1983. The failure characteristics of the firms in the sample are as follows: 9%
went into receivership, 18% went into creditors’ voluntary liquidation, while the rest
were involuntary “winding up” by the order of the court. The matched sample con-
sists of 21 nonfailed entities. Only industrial and commercial firms are considered in
the samples. The mean asset size of the firms in the sample is S$89.5 million. The
data sources for the sample are:

* Singapore Registry of Companies and Businesses
* Singapore Stock Exchange
» National University of Singapore’s Financial Database

The discriminant analysis process produced a four-variable model consisting of:

1. Total debt/equity

2. Profit before tax/sales

3. Profit before tax/equity

4. Interest payment/profit before interest and taxes

The results of the model on the original sample and a validation (holdout) sample
are reported in Exhibit 10.17. The results for the original sample are based on data
from one year prior to failure. The validation test results are for one and two years
prior.

Although the sample size is relatively small, the results of the model are fairly
good, and its performance is assured as good quality data is available on a larger
number of Singapore companies. The model does suffer from several variables meas-
uring similar firm attributes (e.g. profits).
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10.20 FINLAND

(@) Suominen (1988). The author employs a multinomial logit model (MNL) to
classify firms into two groups: failing and nonfailing and to assess the relative im-
portance of each financial ratio variable. The second part of the study classifies failed
firms further into two groups: firms failed within one year of prediction and firms that
failed later. Both models employ the same set of three financial ratios indicative of
profitability, liquidity and leverage. The ratios are:

PROF = (Quick flow — Direct taxes)/Total assets, where Quick
flow = (Net turnover — Materials and supplies — Wages
and salaries — Rent and leases — Other expenses + Other
revenues)

LIQU = Quick/Total assets, where Quick = (Current assets —
Inventories/Current liabilities)

LEVE = Liabilities/Total assets

The author favors the MNL technique, corrected for the constant term, because
concerns that the assumptions of equal covariance matrices and normal distribution
of the variables are not usually prevalent or tested when using discriminant analysis.
In addition, the coefficients from a MNL model are easily testable. Suominen’s sam-
ple consists of two sets of data. The first set covers the period 1964—1973 and con-
sists of 49 failed firms and 87 healthy firms, both from manufacturing industries. The
second set consists of data for a different set of failed and healthy firms covering the
period 1981-1982.

The PROF ratio was not found to be significant in the models for one and two
years prior to failure. In the three years prior model, only LEVE was significant. In
the four years prior model only LIQU was significant. The classification results on
the first sample and the second sample are summarized in Exhibit 10.18. It should be
noted that both results are for the sample space and not for holdouts. The results of
the one-year model are comparable to those obtained using discriminant analysis
using the same variables. The Type I errors are reported to be fewer in the discrimi-
nant model, however.

The purpose behind the second part of the study is not entirely clear. Here the ob-
jective is to predict correctly the firms that failed within one year of the prediction as

Data From 1964-1973 Data From 1981-1982
Years Type | Type Il Type | Type Il
Prior Accuracy % Accuracy % Accuracy % Accuracy %
1 67-71 85-86 65-74 61-65
2 53-57 84 61 70
3 31-33 87-89 65 70
4 26 93-95

Exhibit 10.18. Classification Accuracy.
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Sample No. 1 Sample No. 2*
Accuracy Accuracy
Years of Failure % %
1vs.2,3,4 73-75 65-70
2vs. 3,4 60-67 57-65
3vs. 4 50-52

*There are no firms with data extending beyond 3 years prior to failure.

Exhibit 10.19. Classification Accuracy.

distinct from those failed later. The results suggest that the MNL model is able to
classify the firms into the two groups with overall accuracies as indicated in Exhibit
10.19 for the first and the second sample sets. Type I and Type II accuracy rates could
not be reported here because this information is not available in the study.

10.21 MEXICO

(@) Altman, Hartzell, and Peck (1995). The authors assert that emerging markets
credits should be initially analyzed in a manner similar to traditional analysis of U.S.
corporates. Once a quantitative risk assessment has emerged out of traditional analy-
sis, it can then be modified by the qualitative assessments of an analyst for other
risks, such as currency risk and industry risk characteristics of the industry itself as
well as the firm’s competitive position in that industry. It is not often possible to build
a model specific to an emerging country based on a sample from the country itself
because of the lack of credit experience in that country. To deal with this problem,
the authors have modified the Altman Z-Score model and renamed the resulting
model as the EMS model (Emerging Market Scoring Model). The revised model uti-
lized the first four of the original five variable Z-score (1988) model, with weightings
determined by a new set of computer runs.
The process of deriving the rating for a Mexican corporate credit is:

1. EMS score is calculated and equivalent U.S. bond rating is obtained based on
the calibration of the EMS scores with U.S. bond rating equivalents.

2. The company’s Eurobond bond is then analyzed for the issuing firm’s vulnera-
bility to servicing its foreign currency denominated debt. This is based on the
relationship between the nonlocal currency revenues minus costs compared to
nonlocal currency expenses. Then, the level of nonlocal currency cash flow is
compared with the debt coming due in the next year. Depending on the degree
of vulnerability seen by the analyst, the rating is adjusted downward, or remains
the same in the case of little vulnerability.

3. The rating is further adjusted (up or down) if the company is in an industry
considered to be relatively different from the bond equivalent rating attained
in step 1.

4. The rating is further adjusted up or down depending upon the dominance of the
firm’s position in its industry.
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5. If the debt has special features such as collateral or a bona fide guarantor, the
rating is adjusted accordingly.

For relative value analysis, the corresponding U.S. corporates’ credit spread is
added to the sovereign bond’s option adjusted spread. Only a handful of the Mexican
companies are rated by the rating agencies. Thus the risk assessments such as those
provided by EMS are often the only reliable indicators of credit risk to overseas in-
vestors in Mexico. The author reports that the ratings have proven accurate in antic-
ipating both downgrades and defaults (e.g., Grupo Synkro in May 1995) and up-
grades.

10.22 URUGUAY

(@) Pascale (1988). The economic situation in Uruguay had gone through a major
transformation, starting from a period of deep economic intervention during the pe-
riod 1950-1974 that led to high inflation, low real growth and frequent balance of
payments crises. Starting in 1974 there was gradual reduction in the controls for cap-
ital flows, government intervention in economic affairs was reduced, and a new tax
policy implemented. The change in the economic environment provided a new set of
shocks to Uruguayan firms. They had to face new market conditions and decreased
protection. It is in this setting that this model was developed to predict financial prob-
lems in firms.

The sample consisted of 44 failed firms (FP’s; Financial Problems), and 41 healthy
firms (NPs; No problems). The criterion for failure was any one of the following: lig-
uidation, bankruptcy, (forbearance/restructuring) agreement with creditors, arrange-
ments with bank syndicates or other financial backers which did not always involve
special formalities but entailed substantial changes in financial structure, and cessation
of activities owing to financial problems. The firms were in food, beverage, footwear
and apparel, leather, chemical, and metal products. All the firms selected had no less
than 10 workers each, with most firms (both failed and healthy) employing 50 or more
workers. Healthy firms were matched with failures based on size and industry, al-
though an exact correspondence was not always possible due to lack of data. Both
groups of firms were studied for the period from 1978 to 1982. Of the firms with prob-
lems, 77% experienced their difficulties in 1980 and 1981, and 11% in 1982.

The adjustments performed on the sample data are worth mentioning because nor-
mally nominal values of the ratios are used in such studies rather than those based on
constant term or inflation-adjusted financials:

* The data was cross-checked with published reports.

* All amounts were restated in a common currency.

* Fixed assets were valued in accordance with tax regulations.

* Current assets and liabilities in local currency were deflated by the wholesale
price index applicable to the industry.

* Investments other than fixed assets were deflated using the general consumer
price index.

* Fixed assets were computed at their value for tax purposes for the first year of
data. In subsequent years the adjustments to the value were deflated by the im-
plicit price index for fixed gross investment.
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Variable FP Mean NP Mean F
Asset turnover 1.11932 1.64829 16.39
Current ratio 1.02636 2.29415 3;59
Changes in working capital 0.03091 0.46927 j1‘.514
Sales/nonbank working capital 2.94295 4.78073 10.43
Leverage 1.33432 3.03975 5431.26
Inventory/bank debt 0.98568 4.58146 2?.54
Bank debt/total debt 1.68295 2.84097 2.735
Long-term debt/total debt 0.07455 0.12659 2.912

(Accounts receivable +
inventories/accounts payable

+ spontaneous sources) 3.85841 3.06780 2.070

Inventory turnover 3.90432 7.68439 16.65
6

Rate of return on assets -0.25068 0.23341 6.414

Sales/debts 1.53454 4.67829 68.24
3

Net earnings/total assets -0.08705 0.10756 27.05
7

F1.60(0.05) = 4.00, Fy 1,0(0.05) = 3.92

F].6O(O'01) = 708/ F]JZQ(0.0’I) = 685

Exhibit 10.20. Means of the Variables and Significance Tests.

¢ Net worth was calculated in constant terms as the difference between assets and
liabilities.
» Sales were deflated using the wholesale price index for the industry.

The variables used in the model along with the means and univariate F statistics
are presented in Exhibit 10.20.

The resulting discriminant function using the F value as the criterion to enter con-
tained the following three variables:

1. Sales/debt
2. Net Earnings/total assets
3. Long-term debt/total debt

The classification accuracy of the model in the original sample was 98% for Type
I and 85% for Type II. In the Lachenbruch holdout test, the corresponding values
were 98% and 83% respectively. The Lachenbruch test (sometimes called the “jack-
knife” test) is used to eliminate the sample bias, by estimating the model with one
observation held out and then classifying that observation. This process is repeated
as many times as there are cases which virtually eliminates any potential bias. The
author performed holdout tests by validating the model with random sub-samples.
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The classification accuracy in the holdout subsample ranged from 79% to 100%. Fi-
nally the accuracy of the model was tested on data two and three years prior to fail-
ure. The Type I accuracy for two and three years prior was 83% and the Type II ac-
curacy was 79% for two years prior and 81% for three years prior, indicating that the
model had an impressive ability to predict failure.

10.23 TURKEY

(@ Unal (1988). In this study, the author argues in favor of conducting principal
component and congruency analysis on the universe of financial ratios in order to re-
duce the dimensions of the variables selected and minimize multicollinearity in the
discriminant analysis by the use of highly correlated variables. This in turn leads to
insufficient discriminating ability and possibly also lack of stability. His research on
the Turkish Food sector employs these two techniques to reduce the number of vari-
ables that best separate failing and stable firms.

In the second phase, cluster analysis, principal factor analysis and Q factor analy-
sis were conducted to determine the basic financial ratios that will appear in the early
warning model. Varimax rotation was applied to the principal factors to obtain a more
meaningful interpretation of the principal factors. The basic financial ratios that were
obtained were then subjected to discriminant analysis to formulate a failure predic-
tion model for the industry during the period 1979-1984.

The failed firm sample consisted of 33 firms. The definition of a failed firm was:
(1) a firm that reported continuous losses after a certain period of time; (2) firms
whose capital profitability was below that provided by risk-free government bonds;
(3) those firms that had standing debts after the date they were due; and (4) those
firms that could not be considered successful because they did not exhibit a positive
correlation between the ratios representing risk and profitability respectively. Sixty-
two firms registered in the Turkish Capital Market Roster were used in the study. The
data was comprised of 50 financial ratios.

The author discussed the pros and cons of adjusting the financial numbers for infla-
tion (i.e., use ratios derived from constant dollar data) versus using the nominal
amounts. In the end, he used the nominal values because of the limited scope of the re-
search. There are other limitations in a study of this nature, according to the author. The
first is the existence of correlations among the financial ratios. This can be addressed
through factor analysis. The effect of economic change brought about by the business
cycle cannot be evaluated by looking at data for a narrow band of time. A time series
analysis of data from 1979-1984 was performed to take account of this problem. To
address the question of the distribution of the financial ratios, normalcy tests were con-
ducted on the ratios. Although the attempts to normalize through transformations the
nonnormal ratios proved to be unsuccessful, the normalcy tests did bring about the re-
jection of outliers that appeared to cause right skewness in the sample data.

After conducting factor analysis to identify principal components, time series
analysis to look for ratio stability, and cluster analysis and Q factor analysis to group
“like” ratios, the final model was determined.

The ratios satisfying the normalcy conditions, low correlations, and stability were:

X,: Earnings before interest and tax/total assets
X,: Net working capital/sales

X3: Long-term debt/total assets
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Coefficient
(absolute value The Relative
of the difference Importance of the
Ratio Coefficient of the means) Ratio (%)
X4 18.11 5.4029 52.04
X 1.64 1.0365 9.98
X3 -1.21 0.1078 1.04
X4 1.21 0.1806 1.74
Xs -0.96 0.3890 3.75
Xe 5.85 3.2663 31.45

Exhibit 10.21. Discriminant Function Coefficients.

X4: Total debt/total assets
X5: Quick assets/inventory

Xe: Quick assets/current debt

The standardized discriminant function coefficients and the discriminant function
are as shown in Exhibit 10.21. The classification accuracy of the model on the de-
velopment sample was 97% overall. With the same level of accuracy for Type I and
II. Tests on data 2 years prior yielded a Type I accuracy of 91% and Type II accuracy
of 93%. No hold-out test results were reported.

10.24 SUMMARY. We have attempted to review and compare a relatively large
number of empirical failure classification models from over twenty countries. Much
of the material is derived from little-known sources and as such we hope that the
study will stimulate a greater transnational discussion. Indeed, as financial institu-
tions and government agencies in countries such as Canada, the United States, Brazil,
France, and England wrestle with the specter of large firm failures in the future, the
knowledge that prior work has been done with respect to early warning models may
help obviate the consequences or reduce the number of these failures.

We expect the quality and reliability of models constructed in many of the afore-
mentioned countries to improve (1) as the quality of information on companies is ex-
panded and refined, (2) as the number of business failures increase, thereby provid-
ing more data points for empirical analysis, and (3) as researchers and practitioners
become more aware of the problems and potential of such models. Where sufficient
data do not exist for specific sector models, for instance, manufacturing, retailing,
and service firms, the application of industry relative measures, for example, Altman
and Izan (1983), can perhaps provide a satisfactory framework for meaningful analy-
sis. Of course, this requires that government or private agencies build reliable indus-
try databases for comparison purposes.
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11.1 INTRODUCTION. Portfolio managers in France, Germany, and England have
for decades routinely invested a large fraction of their portfolio in securities that were
issued in other countries. In contrast only in the last decade has there been a signifi-
cant amount of foreign securities held by U.S. investors. Was the historical emphasis
on U.S. securities by U.S. investors provincialism that is now disappearing, or are
there sound economic reasons for the historical differences in the behavior of man-
agers in different countries and for the current changes on the part of U.S. managers?
In this chapter we attempt to present sufficient evidence for the readers to decide for
themselves.

In section 11.2 we examine the market value of equities and debt worldwide. It
turns out that no country comprises most of the world’s wealth. Given the great num-
ber of opportunities worldwide, we discuss whether international diversification is a
sensible strategy for investors. To analyze this question, we first show how returns on
foreign assets are computed. The reasonableness of international diversification de-
pends on the correlation coefficient across markets, the risk of each market, and the

This chapter is based on Chapter 12 of Elton, Edwin J., Gruber, Martin J., Brown, Stephen, and Goetz-
man, William, Modern Portfolio Theory and Investment Analysis, 6th ed., Copyright © 2002, John Wiley
and Sons. This material is used by permission of John Wiley & Sons, Inc.
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11 2 INTERNATIONAL DIVERSIFICATION

returns in each market. This is the subject of the next section of the chapter. One of
the major sources of risk in international investment are changes in exchange rates.
The impact of exchange risk on international diversification and the possibility of
eliminating part of the risk through hedging is examined next. Sections 11.3 and 11.4
examine the key role of return expectations in determining the benefits of interna-
tional diversification. Break-even returns are derived and evidence is presented from
actively managed international portfolios. After discussing the reasonableness of in-
ternational diversification, we focus on active and passive strategies for international
investment.

11.2 WORLD PORTFOLIO. In discussing the size of capital markets it is interest-
ing to employ the concept of world portfolio. The world portfolio represents the total
market value of all stocks (or bonds) that an investor would own if he or she bought
the total of all marketable stocks on all the major stock exchanges in the world. Ex-
hibit 11.1 shows the percentage that each nation’s equity securities represented of the

Area or Country Percent of Total?
Austria 0.1%
Belgium 0.4%
Denmark 0.4%
Finland 1.6%
France 5.5%
Germany 4.3%
Ireland 0.2%
Italy 2.1%
Netherlands 2.5%
Norway 0.2%
Portugal 0.2%
Spain 1.3%
Sweden 1.6%
Switzerland 2.8%
U.K. 9.7%
Europe 32.8%
Australia 1.1%
Hong Kong 1.0%
Japan 12.6%
Malaysia 0.5%
New Zealand 0.1%
Singapore 0.4%
Pacific 15.5%
Canada 2.1%
United States 49.5%
North America 51.6%
Total 100.0%

Source: From Morgan Stanley Capital International Perspec-
tives, June 2000.

aSince the Morgan Stanley index does not include all shares
traded in a market the proportions are approximate. Column
sums may not equal totals because of rounding.

Exhibit 11.1. Comparative Sizes of World Equity Markets 2000.
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Area or Country Percent of Total
United States 47.0%
Euroland 22.9%
Japan 18.3%
United Kingdom 3.0%
Canada 1.7%
Switzerland 0.9%
Denmark 0.8%
Australia 0.6%
Sweden 0.6%
Norway 0.2%
New Zealand 0.1%
Asia 2.3%
Latin America 0.8%
Eastern Europe/Middle East/Africa 0.7%
Total 100.0%

Source: From Salomon Brothers.

Exhibit 11.2. Comparative Sizes of Major Bond Markets 1999.

world portfolio in 2000. Exhibit 11.2 shows similar percentages for the various pub-
licly traded bond markets in 1999.

In 2000 the largest equity market was the United States, which represented 50% of
the total. The second largest was Japan with 13% of the world market. All of the Eu-
ropean markets combined accounted for about 33% of the world market.! Exhibit 11.2
shows that the U.S. bond market represented 47% of the world value and the Euro-
pean Monetary Union bond market was 23% of world value. Next was Japan with
18.3% of the world market.

Even for U.S. investors a large part of the investment opportunities lie outside the
domestic market. For investors from any other country the opportunities (in terms of
the market value of securities) outside the home country are much greater than those
within the country of domicile. Thus for all investors a large part of the world’s
wealth lies outside the investor’s home country. International assets could be dupli-
cates of those found in the home country, in which case they do not offer new op-
portunities, or they could represent opportunities not duplicated in the home country.
Which of these possibilities holds needs to be analyzed in order to determine whether
international diversification should be an important part of each investor’s portfolio.
To examine this question we need to analyze the correlation between markets and the
risk and return of each market. But before we do this we must first examine how to
calculate returns on foreign investments.

11.3 CALCULATING THE RETURN ON FOREIGN INVESTMENTS. The return on a
foreign investment is affected by the return on the assets within its own market and
the change in the exchange rate between the security’s own currency and the currency

IThe percentage shown for Japan is an overstatement since Japanese companies have a greater ten-
dency to own other companies than do companies in other countries and thus have more double counting.
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of the purchaser’s home country. Thus the return on a foreign investment can be quite
different than simply the return in the asset’s own market and can differ according to
the domicile of the purchaser. From the viewpoint of an American investor, it is con-
venient to express foreign currency as costing so many dollars.2 Thus it is convenient
to express an exchange rate of 2 marks to the dollar, or the cost of 1 mark is $0.50.
Assume the following information:

1 2
Cost of Value of Value in
Time 1 Mark German Shares Dollars (1 X 2)
0 $0.50 40 DM 0.50 X 40 = $20
1 $0.40 45 DM 0.40 X 45 = $18

Furthermore assume that there are no dividends paid on the German shares. In this
case the return to the German investor expressed in the home currency (marks) is

45
(1 +Ry) = 20 or  Ry=0.1250r12.5%

However, the return to the U.S. investor is

0.40 X 45 18

1 4+ Ryq) = =
( us) 0.50 X 40 20

or  Rys = —0.10 0or —10%

The German investor received a positive return, whereas the U.S. investor lost
money because marks were worth less at time one than at time zero. It is convenient to
divide the return to the American investor into a component due to return in the home
or German market and the return due to exchange gains or losses. Letting R, be the ex-
change return we have

(I + Rys) = (1 + R)(1 + Ry)

l1+R =—"—"-=1-02 R, = —0.2
* = 050 0.20 or . 0.20

45
1+RH=4T)=1*0.125 or Ry = 0.125

(I + Ryg) = (1 —0.20)(1 +0.125) =1 — 0.10 or Rys = —0.10
Thus the 121/2% gain on the German investment was more than offset by the 20%
loss on the change in the value of the mark. Restating the preceding equation

(1 + Rys) = (1 +R)(1 + Ry)

ZForeign currency exchange rates can be quoted in two ways. If an exchange rate is stated as the
amount of dollars per unit of foreign currency, the exchange rate is quoted in direct (or American) terms.
If the exchange rate is given as the amount of foreign currency per dollar, the quote is in indirect (or for-
eign) terms. The form of quotes differs across markets. In the interbank market indirect quotes are used,
whereas direct quotes are the norm in futures and options markets.
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Simplifying
RUS = Rx + RH + R)CRH

In the example

—0.10

—0.20 + 0.125 + (—0.20) X (0.125)
~0.20 + 0.125 — 0.025

The last term (the cross-product term) will be much smaller than the other two terms,
so that return to the U.S. investor is approximately the return of the security in its
home market plus the exchange gain or loss. Using this approximation, we have the
following expressions for expected return and standard deviation of return on a for-
eign security.

Expected return
EUS = Ex + EH
Standard deviation of return
_ 1.2 2 12
ous = [0F + oF + 20p,]"

As will be very clear when we examine real data, the standard deviation of the re-
turn on foreign securities (oyg) is much less than the sum of the standard deviation
of the return on the security in its home country (o) plus the standard deviation of
the exchange gains and losses (o). This relationship results from two factors. First,
there is very low correlation between exchange gains (or losses) and returns in a
country (and therefore the last term o, is close to zero). Second, squaring the stan-
dard deviations, adding them, and then taking the square root of the sum is less than
adding them directly. To see this, let

o, = 0.10
o =0 (to make the covariance zero)
then
obs = 0.10% + 0.15%
and

Oys — 0.18

Thus, the standard deviation of the return expressed in dollars is considerably less
than the sum of the standard deviation of the exchange gains and losses and the stan-
dard deviation of the return on the security in its home currency. The reader should
be conscious of this difference in the tables that follow.

Having developed some preliminary relationships it is useful to examine some ac-
tual data on risk and return.
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11.4 RISK OF FOREIGN SECURITIES. Exhibit 11.3 presents the correlation between
the equity markets of several countries for the period 1991-2000. These correlation
coefficients have been computed using monthly returns on market indexes. The in-
dexes are computed by Morgan Stanley Capital International. They are market-
weighted indexes with each stock’s proportion in the index determined by its market
value divided by the aggregate market value of all stocks in that market. The indexes
include securities representing approximately 60% of the aggregate market value of
each country. All returns were converted to U.S. dollars at prevailing exchange rates
before correlations were calculated. Thus, Exhibit 11.3 presents the correlation from
the viewpoint of a U.S. investor. These are very low correlation coefficients relative
to those found within a domestic market. The average correlation coefficient between
a pair of U.S. common stocks is about 0.40, and the correlation between U.S. indexes
is much higher. For example, the correlation between the S&P index of 425 large
stocks and the rest of the stocks on the New York Stock Exchange is about 0.97. The
correlation between a market-weighted portfolio of the 1,000 largest stocks in the
U.S. market and a market-weighted portfolio of the next 2,000 largest stocks is ap-
proximately 0.92. Finally, the correlation coefficient between two 100-security port-
folios drawn at random from the New York Stock Exchange is on the order of 0.95.
The numbers in the table are much smaller than this, with the average correlation
being 0.48.

The correlations between international indexes are only slightly larger than the
correlation between two securities in the United States and less than the correlation
between two securities in most other markets. The correlations shown in Exhibit 11.3
are very similar to those found in other studies. Thus Exhibit 11.3 is representative
of typical correlation coefficients.> The numbers in Exhibit 11.3 are somewhat
higher than those found five years earlier, 0.48 rather than 0.40. This is primarily due
to the increased correlation among countries within the European Monetary Union
because of the elimination of exchange rates charges and greater integration of the
economies.

Exhibit 11.4 shows the correlation between the Salomon Brothers long-term bond
indexes of eight countries for the years 1990-2000. These indexes are value-
weighted indexes of the major issues in each country. Once again the correlations are
very low relative to the correlations of two intracountry indexes or bond portfolios.
The average correlation between countries shown in Exhibit 11.4 is 0.54. In contrast,
Kaplanis and Schaefer show an average correlation between countries of 0.43 for
long-term bond indexes in their sample period, and Chollerton, Pieraerts, and Solnik
(1986) find 0.43. This can be contrasted with the correlation between two typical
American bond mutual funds of 0.94 and the correlation between the U.S. govern-
ment and corporate bond index of 0.98.

Finally, Exhibit 11.5 shows correlation coefficients for short-term bonds, in par-
ticular, monthly returns of three-month debt. The average correlation for the same
eight countries shown in Exhibit 11.4 is 0.34. The low correlation across markets for
stocks, bonds, and Treasury bills (T-bills) is the strongest evidence in favor of inter-

3Similar results have been found by other researchers. For example, Solnik (1974a) studied the 15-
year period 1971-1986 and found an average correlation of 0.35 between countries. Similarly, Kaplanis
and Schaefer (1996), studying the period February 1978-June 1987, found an average correlation of 0.32.
Furthermore, Eun and Resnick (1988), studying the period 1973-1982, found an average correlation of
0.41.
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11 + 8 INTERNATIONAL DIVERSIFICATION

Canada France Germany Japan Netherlands Switzerland  U.K.

Canada

France 0.191

Germany 0.157 0.910

Japan 0.112 0.391 0.495

Netherlands 0.217 0917 0.960 0.408

Switzerland 0.076 0.697 0.803 0.540 0.751

U.K. 0.433 0.599 0.580 0.314 0.614 0.467

United States 0.567 0.456 0.357 0.177 0.430 0.257 0.478

Exhibit 11.4. Correlations Among Bond Indexes Measured in U.S. Dollars.

United
Canada France Germany Japan Netherlands Switzerland Kingdom
Canada
France -0.178
Germany -0.163  0.978
Japan -0.015 0.393 0.426
Netherlands -0.167  0.983 0.998 0.422
Switzerland -0.146  0.915 0.933 0.477 0.931
United Kingdom -0.006 0.696 0.697 0.282 0.695 0.660
United States 0.097 -0.073 -0.073 0.113  -0.068 -0.060 -0.106

Exhibit 11.5. Correlations for Three-Month Bond Indexes Measured in U.S. Dollars.

national diversification. The low correlation suggests that international diversifica-
tion could reduce the risk on an investor’s portfolio.

Risk depends not only on correlation coefficients but also on the standard devia-
tion of return. Exhibits 11.6 through 11.8 show the standard deviation of return for
an investment in the common equity indexes, the long-term bond indexes, and the
short-term bond indexes discussed earlier. It should be emphasized once again that
the standard deviation is calculated on market indexes and is therefore a measure of
risk for a well-diversified portfolio, consisting only of securities traded within the
country under examination.

As shown in the last section, there are two sources of risks. The return on an in-
vestment in foreign securities varies because of variation of security prices within the
securities home market and because of exchange gains and losses. Note that in some
cases the total risk is less than the domestic risk. The reduction in correlation when
exchange rates are taken into account comes about because for these countries in this
period exchange fluctuations were negatively correlated with movements in the local
market.

The column headed “Domestic Risk” in Exhibits 11.6 through 11.8 shows the stan-
dard deviation of return when returns are calculated in the indexes’ own currency.
Thus the standard deviation of 20.41 for Germany is the standard deviation when re-
turns on German stocks are calculated in marks. The second source of risk is exchange
risk. Exchange risk arises because the exchange rate between the mark and dollar
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Stocks Domestic Risk Exchange Risk Total Risk
Australia 13.94 8.66 17.92
Austria 24.80 10.59 24.50
Belgium 16.15 10.21 15.86
Canada 15.02 4.40 17.13
France 18.87 10.61 17.76
Germany 20.41 10.55 20.13
Hong Kong 29.75 0.43 29.79
Italy 24.55 11.13 25.29
Japan 22.04 12.46 25.70
Netherlands 16.04 10.59 15.50
Spain 22.99 11.18 23.27
Sweden 24.87 11.18 24.21
Switzerland 17.99 11.61 17.65
United Kingdom 14.45 10.10 15.59
United States 13.59 0.00 13.59
Equally Weighted Index (Non-U.S.) 21.57 10.03 23.43
Value-Weighted Index (Non-U.S.) 16.70

Exhibit 11.6. Risk for U.S Investor in Stocks 1990-2000.

Stocks Domestic Risk Exchange Risk Total Risk
Canada 8.67 4.40 10.75
France 8.71 10.61 12.61
Germany 5.38 10.55 11.20
Japan 9.18 12.46 15.10
Netherlands 7.03 10.59 11.68
Switzerland 6.64 11.61 12.06
United Kingdom 9.23 10.10 12.78
United States 7.89 0.00 7.90
Equally Weighted Index (Non-U.S.) 7.95 10.33 12.38
Value-Weighted Index (Non-U.S.) 9.45

Exhibit 11.7. Risk for U.S Investor in Bonds 1990-2000.

Stocks Domestic Risk Exchange Risk Total Risk
Canada 0.77 4.40 4.42
France 0.86 10.61 10.53
Germany 0.72 10.55 10.49
Japan 0.79 12.46 12.42
Netherlands 0.72 10.59 10.52
Switzerland 0.82 11.61 11.52
United Kingdom 0.82 10.10 10.04
United States 0.35 0.00 0.35
Equally Weighted Index (Non-U.S.) 0.79 10.33 10.27
Value-Weighted Index (Non-U.S.) 6.77

Exhibit 11.8. Risk for U.S Investor in Three-Month Securities 1990-2000.
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changes over time, affecting the return to a U.S. investor on an investment in German
securities. The variability of the exchange rate for each currency converted to dollars
is shown in the column titled “Exchange Risk.” As discussed in the last section, the
exchange risk and the within country risk are usually relatively independent (in this
period they were negatively correlated for many countries) and standard deviations are
not additive. Thus total risk to the U.S. investor is much less than the sum of exchange
risk and within country risk. For example, the standard deviation of German stocks in
marks is 20.41%. The standard deviation of changes in the mark dollar exchange rate
is 10.55%. However, the risk of German stocks in dollars when both fluctuations are
taken into account is 20.13%. It should be emphasized that the variability of exchange
rates is calculated by examining the variability of each currency in dollars. Thus the
total risk is measured from a U.S. investor’s point of view.

As shown in Exhibit 11.6 over the 1990-2000 time period, the standard deviation
of an index of the U.S. equity market was less than the standard deviation of other mar-
ket indexes when the standard deviation of returns was calculated in its own currency
(domestic risk). When the effect of exchange risk is taken into account, the higher risk
of foreign markets was even more pronounced. These results are not atypical. Solnik
(1988), Kaplanis and Schaefer, and Eun and Resnick (1989) find the same results for
different periods.

For long-term bonds, the standard deviation of the U.S. bond index is about aver-
age when the standard deviation of each index is calculated in its own currency.
When returns are adjusted for changes in exchange rates and all returns are expressed
in dollars, the risk for the U.S. bond index is much lower than for any foreign index.
This illustrates the importance of exchange rate fluctuations on returns and risk. Fi-
nally, for short-term bonds (Exhibit 11.8) the effect of exchange rates is even more
dramatic. The exchange rate risk is by far the largest component of total risk. When
the standard deviation is calculated for a U.S. investor, the standard deviation of U.S.
T-bills is much less than the standard deviation for non-U.S. investments. For the
case of T-bills and perhaps bonds, although the relatively low correlation strongly
suggests that international diversification pays, the higher standard deviation sug-
gests it may not.

Exhibit 11.9 shows the combination of a value-weighted index of non-U.S. markets
and the corresponding U.S. index. The numbers in the table are standard deviations of
this combination when various percentages are invested in the international portfolio.
When considering equities the minimum risk is achieved with 74% in the U.S. port-
folio and 26% in the market-weighted world portfolio (excluding U.S. securities), and
total risk is reduced by 3.7% compared with exclusive investment in the U.S. market.
The risk reduction for long-term bonds is much less dramatic because the relative risk
of a non-U.S. market-weighted international bond portfolio is much higher and the
correlation slightly higher. Nevertheless a slight risk reduction is achieved. Finally, for
T-bills some international diversification lowers risk (slightly less than 1%). Because
of exchange risk the standard deviation of a value-weighted non-U.S. international
short-term bond portfolio is dramatically higher than the standard deviation of U.S. T-
bills. In this time period, however, the correlation of U.S. T-bills and a value-weighted
index of foreign T-bills was about zero. Thus, even with the high standard deviation,
a modest amount of international diversification lowered risk.

These results were derived using data from 1990 to 2000. An interesting question to
analyze is whether the results are unique to the period examined or if we can safely gen-
eralize them. The conclusions depend on the correlation between the world portfolio
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Value-Weighted Index

X
Proportion in Long-Term

World Index (%) Stocks Bonds T-Bills
0% 13.59 7.90 0.35
10% 13.28 7.63 0.75
20% 13.12 7.45 1.38
30% 13.10 7.37 2.05
40% 13.23 7.39 2.72
50% 13.51 7.52 3.39
60% 13.93 7.75 4.06
70% 14.47 8.06 4.74
80% 15.12 8.46 5.42
90% 15.87 8.93 6.09
100% 16.70 9.45 6.77

Exhibit 11.9. Risk from Placing X Percent in a World Index Excluding U.S. Securities
and the Rest in U.S. Index 1990-2000.

and the U.S. index and the standard deviation of each index. As discussed earlier, the
correlations used in this analysis are very similar to the correlations other researchers
have found in other periods and somewhat higher than the correlations found in earlier
periods. The variability of return for foreign markets during this period is higher than
the variability of return that most other researchers have found.

Thus, the risk reduction shown in Exhibit 11.9 would hold if data from other pe-
riods were used and the results are likely to be robust across periods. Furthermore,
for stocks, rather substantial errors in selecting the optimal mix could be made and
risk would still be reduced. Therefore, using data from a prior period to decide on a
mixture of an international and domestic portfolio would likely result in a less risky
portfolio than pure domestic investment. For long-term bonds and T-bills, the risk re-
duction via international diversification is so small that errors in determining the risk-
minimizing mix of international and domestic portfolios could easily result in a port-
folio more risky than the domestic one held alone.

11.5 RETURNS FROM INTERNATIONAL DIVERSIFICATION. The decade of the 1990s
was an especially favorable time for U.S. markets relative to foreign markets. Exhibits
11.10 and 11.11 show the average annual returns from January 1990 to December 2000
on several international markets. The “Exchange Gain” column is the difference be-
tween the return in the assets home country and the assets return in the United States.*
The average non-U.S. equity index had a return of 12.54% in its home country com-
pared with 16.17% for the U.S. market with an exchange loss averaging —2.212%,
when converted to dollars the average non-U.S. equity index returned 10.31%.

The column in Exhibit 11.10 that presents returns in U.S. dollars shows only three
countries, Hong Kong, Netherlands, and Sweden, that had returns above the United

“Earlier we showed that the expected return to a U.S. investor is not the sum of exchange gains and
losses and the return in the investor’s home country. Thus, column two includes not only the exchange
return but also includes all joint effects of the country and exchange return.
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To U.S.

Stocks Own Country Exchange Gain Investor
Australia 10.51 -2.82 7.69
Austria 2.37 -1.55 0.82
Belgium 11.85 -1.39 10.46
Canada 13.53 -2.29 11.24
France 14.78 -1.40 13.37
Germany 13.89 -1.56 12.32
Hong Kong 16.90 0.02 16.92
Italy 12.55 ~4.34 8.22
Japan -4.80 2.47 -2.32
Netherlands 17.38 -1.55 15.83
Spain 16.13 -4.17 11.96
Sweden 21.22 -3.40 17.81
Switzerland 15.81 -0.43 15.38
United Kingdom 12.71 -0.42 12.28
United States 16.17 0.00 16.17
Equally Weighted

Index (Non-U.S.) 12.54 -2.22 10.31
Value-Weighted

Index (Non-U.S.) 8.77

Exhibit 11.10. Return to U.S. Investor in Stocks 1990-2000 (percent per annum).

To U.S.

Bonds Own Country Exchange Gain Investor
Canada 11.50 -2.08 9.42
France 11.08 -1.77 9.31
Germany 7.89 -1.89 6.00
Japan 8.13 3.62 11.75
Netherlands 8.84 -1.93 6.91
Switzerland 6.63 —0.55 6.08
United Kingdom 12.21 -0.54 11.67
United States 8.93
Equally Weighted

Index (Non-U.S.) 9.47 -0.73 8.73
Value-Weighted

Index (Non-U.S.) 9.59
Three-Month Securities
Canada 6.34 -2.16 4.18
France 6.44 -1.63 4.81
Germany 5.73 -1.82 3.91
Japan 2.72 3.67 6.39
Netherlands 5.58 -1.80 3.78
Switzerland 4.35 —0.38 3.97
United Kingdom 7.65 -0.44 7.21
United States 4.92
Equally Weighted

Index (Non-U.S.) 5.54 -0.65 4.89
Value-Weighted

Index (Non-U.S.) 6.77

Exhibit 11.11. Return to U.S. Investor in Bonds 1990-2000 (percent per annum).
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States. Thus, most internationally diversified equity portfolios would have had a
lower return than the U.S. market index over this period. During this period interna-
tional diversification had the advantage of lowering risk but resulted in lower aver-
age returns.

The results for long-term bonds are similar. The equally weighted portfolio of
country return indexes (excluding the United States) did slightly worse than the U.S.
market index. The value-weighted portfolio performed better. This was due primarily
to the performance of Japanese bonds. In yen, Japanese bonds returned about 8.13%
but over this period, the dollar value of the yen increased by 3.62% resulting in an
11.75% return to U.S. investors. A fair number of countries underperformed the U.S.
bond market. Thus many international portfolios would have also underperformed a
portfolio of U.S. bonds.

For three-month T-bills the return on the equally weighted index was slightly
worse and value-weighted index was slightly better than the return on U.S. T-bills.
Given the higher risk discussed earlier, many international portfolios would have
been inferior to an exclusive U.S. portfolio.

Although these results are appropriate for the period discussed, it is useful to ex-
amine other periods. Solnik (1988) studied equity indexes for 17 countries for the
years 1971-1985. For all but two countries the return on the foreign index expressed
in dollars was greater than the return on the U.S. equity index. The exchange gain
from holding foreign equities added 0.2% on average to this return. For long and
short bonds only, Canada and the United Kingdom had a lower return when return
was expressed in U.S. dollars. For bonds, however, a major factor contributing to the
return being above the U.S. return was exchange gains. The 1980s was a better pe-
riod for non-U.S. markets and many international portfolios would have outper-
formed their U.S. counterparts.

For portfolio decisions, estimates of future values of mean return, standard devia-
tion, and correlation coefficients are needed. The correlation coefficients between in-
ternational markets have been very low historically relative to intracountry correla-
tions. As Europe integrates its markets and as all countries move toward greater
integration, these coefficients are likely to rise.> However, they are still likely to be
low relative to intracountry correlation. For example, the correlation coefficient be-
tween countries whose economies are relatively highly integrated, such as Canada
and the United States, the Benelux countries, or the Scandinavian countries is still
much lower than the intracountry correlation coefficients. Thus international diversi-
fication is likely to continue to lead to risk reduction in the foreseeable future. How-
ever, we know of no economic reason to argue that returns in foreign markets will be
higher or lower than for domestic markets.

11.6 EFFECT OF EXCHANGE RISK. Earlier we showed how the return on a foreign
investment could be split into the return in the security’s home market and the return
from changes in exchange rates. In each of the prior tables we separated out the effect
of changes in the exchange rate on return and risk. In Exhibit 11.11, the column enti-
tled “Exchange Return or Exchange Risk” calculated the effect of converting all cur-
rencies into dollars. Obviously if we were presenting the same tables from a French

3In particular, exchange rates between European currencies are fixed. Although European currencies
will continue to fluctuate with the U.S. currency, any advantage in diversifying across currencies will be
eliminated.



11« 14 INTERNATIONAL DIVERSIFICATION

or Norwegian point of view, the “Exchange Rate Expected Return” and “Risk”
columns would be different, because they would contain results as if all currencies
were converted to francs (for the French investor) or kroner (for the Norwegian in-
vestor). Because francs and kroner have not fluctuated perfectly with the dollar, these
columns would be different. Thus, the country of domicile affects the expected returns
and risk (including correlation coefficients) from international diversification.

Exhibit 11.12 illustrates this by computing expected return and risk from the U.S.
investor’s point of view (which is a repeat of prior exhibits) and from the French
point of view. The numbers are clearly quite different. It is possible to protect par-
tially against exchange rate fluctuations. An investor can enter into a contract for fu-
ture delivery of a currency at a price that is fixed now. For example, an American in-
vestor purchasing German securities could simultaneously agree to convert marks
into dollars at a future date and at a known rate. If the investor knew exactly what the
security would be worth at the end of the period, he or she would be completely pro-
tected against rate fluctuations by agreeing to switch an amount of marks exactly
equal to the value of the investment. However, given that, in general, the end of pe-
riod value of the investment is random, the best the investor can do is protect against
a particular outcome (e.g., its expected value).

As shown earlier, the standard deviation of foreign investments generally in-
creases as a result of exchange risk. If exchange risk was completely hedged, then the
“Domestic Risk” column in Exhibits 11.6 through 11.8 would be the relevant column
used to measure risk.

When examining risk for common stocks in most periods, total risk is higher for
most countries. However, in the period of the 1990s, this was not true. Therefore, in
the 1990s, hedging increased risk for many countries. The increase in risk due to ex-

Procedures exist for changing the hedge through time in order to eliminate most of the exchange risk.
See Kaplanis and Schaefer.

Mean Return Variance
Country In Francs In Dollars In Francs In Dollars
Australia 9.15 7.69 21.58 17.92
Austria 2.29 0.82 25.62 24.50
Belgium 11.92 10.46 16.77 15.86
Canada 12.70 11.24 21.73 17.13
France 14.78 13.37 18.87 17.76
Germany 13.79 12.32 21.02 20.13
Hong Kong 18.38 16.92 32.72 29.79
Italy 9.68 8.22 27.91 25.29
Japan -0.86 -2.32 26.67 25.70
Netherlands 17.29 15.83 16.44 15.50
Spain 13.42 11.96 25.08 23.27
Sweden 19.28 17.81 26.37 24.21
Switzerland 16.84 15.38 18.67 17.65
United Kingdom 13.74 12.28 17.03 15.59
United States 17.63 16.17 18.45 13.59

Exhibit 11.12. The Effect of Country of Domicile on Mean Return and Risk.
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change fluctuations is clearest for long- and short-term bonds. Although we will not
present the tables, the correlation coefficients are somewhat lower when we calculate
the correlation between returns assuming exchange risk is fully hedged away. Ex-
change movement increases the correlation among countries’ returns. The average
correlation coefficient between two countries is 0.46 assuming exchange risk is
hedged away for the countries shown in Exhibit 11.3. This contrasts with 0.48 when
exchange risk is fully borne. Similarly, Kaplanis and Schaefer found an average cor-
relation of 0.37 when including the effect of exchange risk and 0.32 when exchange
risk was fully hedged. Risk in international stock portfolios is normally reduced if ex-
change risk is hedged away and always reduced in bond markets.

The effect on expected return is less clear. Exhibits 11.10 and 11.11 show that dur-
ing the 1990-2000 period, exchange movements caused losses to U.S. investors for
most countries. The same table in the 1970s would have shown mostly gains. Also,
the loss to the U.S. investor is the gain to the foreign investor, so that a different table
would hold if we expressed returns in, for example, Swiss francs. Thus the effect of
eliminating exchange gains or losses on expected return varies from country to coun-
try and period to period.

One way to determine whether international diversification will be a useful strat-
egy in the future is to analyze how low expected returns in foreign countries would
have to be for an investor not to gain via international diversification.

11.7 RETURN EXPECTATIONS AND PORTFOLIO PERFORMANCE. Most of the lit-
erature on domestic and international diversification tells us that history is a much
better guide in forecasting risk than it is in forecasting returns. If we accept the his-
torical data on risk as indicative of the future, for any assumed return on the U.S.
market we can solve for the minimum return that must be offered by any foreign mar-
ket to make it an attractive investment from the U.S. standpoint.

We did this under two assumptions: that the U.S. market would return 12% and
that it would return 16%. These numbers were selected because 16% is approxi-
mately the return for the U.S. equity market in the 1990s and 12% is roughly the his-
torical long-term return on U.S. equities. The calculations used the correlation coef-
ficients shown in Exhibit 11.3 and the standard deviations shown in Exhibits 11.6
through 11.8, and a risk-free rate of 6%. These numbers are shown in Exhibit 11.13.
The basic formula to determine these numbers is as follows:

Hold non-U.S. securities as long as’

Ry~ Ry _ Rys — Ry

Y gus

PN, US (1.1

"From Chapter 4 the first-order conditions are
» _ 2
Ry — Rp = Zyoy + ZyspnusOusOn
- _ 2
Rys — Rp = Zypnusouson + Zusois

Setting Zy equal to zero and eliminating Zyg results in the preceding equation as an equality. Increasing
R would cause Zy to be greater than zero. For a more detailed derivation see Elton, Gruber, and Rentz-
ler (1987).

This analysis assumes foreign securities cannot be shorted. If they can be shorted, then markets for
which Equation (11.1) doesn’t hold are candidates for short sales.



11+ 16 INTERNATIONAL DIVERSIFICATION

U.S. Return

Country 12% 16%
Australia 9.99 12.66
Austria 9.04 11.07
Belgium 9.53 11.88
Canada 11.36 14.94
France 10.19 12.98
Germany 10.35 13.24
Hong Kong 12.46 16.76
Italy 9.36 11.60
Japan 9.95 12.58
Netherlands 10.05 12.75
Spain 11.44 15.07
Sweden 10.98 14.30
Switzerland 10.08 12.79
United Kingdom 10.45 13.41
Equally Weighted

Index (Non-U.S.)
Value-Weighted

Index (Non-U.S.) 10.17 12.95

Exhibit 11.13. Minimum Returns on Foreign Markets Necessary for International
Diversification to Be Justified.

where

Ry is the expected return on the non-U.S. securities in dollars

Rys s the expected return on U.S. securities

oN is the standard deviation of the non-U.S. securities in dollars
oys 1s the standard deviation of U.S. securities

pyus s the correlation between U.S. securities and non-U.S. securities
Ry is the risk-free rate of interest

Although this equation is written from a U.S. investor’s point of view, a similar
equation holds true for investors in any country considering foreign investment. The
reader would simply redefine the symbols presently subscripted U.S. to the country
of interest.

Note that in Exhibit 11.13 the return required on a foreign investment is, for most
markets, considerably less than the return on the U.S. investment. For an assumed
U.S. expected return of 12%, Austrian securities would have to have an expected re-
turn of less than 9.04% for it not to pay to invest in Austrian securities at all. Diver-
sification into Canada and Spain requires higher expected returns than diversification
into other countries and Hong Kong would have to have an expected return above
U.S. securities. For Canadian securities this result is caused by high correlation of the
U.S. and Canadian markets. For Spain and Hong Kong it is primarily very high stan-
dard deviation that makes diversification less attractive. Thus, the expected return in
these markets must be higher or almost as high as the U.S. market for diversification

to pay.
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If we rearrange the expression (11.1), we have hold non-U.S. securities as long as®

O NPN,US } (11.2)

Ry = Rp > [Rys — RF][ pu
Us

As long as the expression in the last bracket is less than one, foreign securities should
be held even with expected returns lower than those found in the domestic market.
For all the countries except Hong Kong, the expression in the last bracket was less
than one so the expected return on non-U.S. securities could be less than U.S. secu-
rities and international diversification would still pay. Thus, for the period studied,
expected returns in non-U.S. countries could have been considerably less than in U.S.
countries and international diversification would still have paid.

All the entries in Exhibit 11.13 with the exception of those in the last row showed
the minimum expected return when one country was added to the U.S. portfolio.
Thus the portfolio was composed of two countries’ securities. The last row shows the
expected return on a value-weighted index necessary to justify adding it to U.S. se-
curities. Although not the lowest return, it is less than most countries’ return consid-
ered separately. If the expected return on U.S. securities is 16%, a value-weighted
portfolio should be added if its expected return is greater than 12.95%. This is a gen-
eral result. Portfolios of securities from many countries will be less risky than port-
folios of a single country’s securities. Examining Equation (11.2) shows that for a
given correlation, the lower the standard deviation the lower the expected return on
a foreign portfolio can be and still have international diversification pay.

We argued in the first section that international diversification lowers risk. In this
section we have shown that returns in foreign markets would have to be much lower
than returns in the domestic market or international diversification pays. What is for-
eign to one investor is domestic to another, however. Are there any circumstances
where international diversification does not pay for investors of all countries?

To understand this issue, consider the U.S. and U.K. markets and refer to Exhibit
11.13. This table shows that if the return in the U.K. market is not less than 13.41%
when returns in the U.S. market are 16%, a U.S. investor should purchase some U.K.
securities. Furthermore, it is easy to show that if a U.K. investor believed expected
returns in the U.K. would be less than in the U.S., then the U.K. investor should pur-
chase U.S. stocks. If investors in the two markets agree on expected returns, we have
one of three situations: both gain from diversification, the U.S. investor gains, or the
U.K. investor gains. In all three cases, however, at least one investor should diversify
internationally. If the investors do not agree on returns in the two markets, then it is
possible that neither the U.S. investor nor the U.K. investor will benefit from inter-
national diversification. For example, assume U.S. investors believe that U.K. mar-
kets have an expected return of 5%, whereas U.S. markets would have an expected
return of 10%. Further assume that U.K. investors believe U.K. markets have an ex-
pected return of 10%, whereas U.S. markets have an expected return of 5%. Under
this set of expected returns neither U.S. nor U.K. investors would wish to diversify
internationally. Are there any circumstances where investors in all countries could ra-

$Multiplying the numerator and denominator of the expression in the brackets by oy shows that the
expression in the brackets is the Beta of the non-U.S. markets on the U.S. index.
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tionally believe that returns are higher in their country relative to the rest of the
world? The answer is yes!

If governments tax foreign investments at rates very different from domestic in-
vestments, then the pattern just discussed would be possible for aftertax returns. Dif-
ferential taxation has occurred in the past, continues to occur today, and will likely
persist into the future.” Second, many countries impose a withholding tax on divi-
dends. Taxable investors may receive a domestic credit for the foreign tax withheld
and thus not have lowered returns. However, for nontaxable investors (or for a non-
taxable part of an investor’s portfolio such as pension assets), the withholding is a
cost that lowers the return of foreign investment. A third situation that could cause
foreign investments to have a lower return than domestic investments for all in-
vestors is if there were differential transaction costs for domestic and foreign pur-
chases. This could occur if there was difficulty in purchasing foreign securities or
currency controls existed. For example, there may be restrictions in converting do-
mestic to foreign currency that could affect returns. The exchange of currency A for
B might take place at an official rate higher than the free market rate, and there might
be an expectation of a later reversal. A fourth situation that can result in investors in
all countries having an expectation of higher returns from domestic investments rel-
ative to foreign, is a danger of a government restricting the ability of foreigners to
withdraw funds. Governments can and do place such restrictions on foreigners, and
this can reduce returns to foreigners. The considerations just discussed are real and
can affect the returns from international diversification.

Before leaving this section, one other issue needs to be discussed. It has been sug-
gested that investors could confine themselves to a national market and receive most
of the benefits of international diversification by purchasing stocks in multinational
corporations. Jacquillat and Solnik (1978) have tested this for the American investor.
They found that stock prices of multinational firms do not seem to be affected by for-
eign factors and behave much like the stocks of domestic firms. The American in-
vestor cannot gain much of the advantage of international diversification by invest-
ing in the securities of the multinational firm.

11.8 OTHER EVIDENCE ON INTERNATIONALLY DIVERSIFIED PORTFOLIOS. In
prior sections we have presented the considerations that are important in deciding on
the reasonableness of international diversification. Obviously, we feel that the type of
analysis we have presented is the relevant way to analyze the problem. However, sev-
eral studies analyze the reasonableness of international diversification by examining
the characteristics of international portfolios selected using historical data. The most
common approach attempts to show the advantages of international diversification by
forming an optimal portfolio of international and domestic securities using historical
data and comparing the return to an exclusively domestically held portfolio over the
same time period. It should not surprise the reader that knowing the exact values of
mean returns, variance, and covariances for international markets allows construction
of portfolios that dominate investment exclusively in the domestic portfolio. A vari-
ant of this analysis presents the efficient frontier using historical data with and with-
out international securities and “shows” that adding international securities improves
the efficient frontier.

9A government’s ability to enforce payment of taxes may be lower on foreign than domestic securi-
ties. Tax cheating could mitigate tax rate differentials.
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1990-1999

Mean Correlation

Return Standard with

Monthly  Deviation  Beta Market
Canada General Fund 1.05 4.27 0.92 0.93
Keystone International Fund 0.76 3.96 0.58 0.63
Japan Fund 0.76 7.08 0.41 0.25
Scudder International Fund 1.12 4.30 0.62 0.62
G.T. Pacific Fund 0.23 6.52 0.81 0.53
Alliance International Fund/A 0.65 4.55 0.66 0.62
Templeton Foreign Fund 0.98 3.88 0.60 0.66
T. Rowe Price International Stock Fund 1.00 4.30 0.63 0.64
Fidelity Overseas Fund 0.97 4.36 0.64 0.63
Vanguard World—International Growth 0.89 4.40 0.61 0.60
Managers Funds: International 1.06 3.68 0.56 0.66
Morgan Stanley Instl. Fund—International Eq. 1.12 3.93 0.53 0.58
Warburg Pincus International Equity 1.09 4.72 0.64 0.59
G.T. Global Growth—Europe Growth 0.78 4.90 0.71 0.62
T. Rowe Price International Discovery 1.17 5.41 0.54 0.43
Schroder Captial Funds: International 0.84 4.24 0.56 0.57
Smith Barney World Funds International 1.19 4.86 0.72 0.64
Thompson McKinnon Invest Trust Global 0.84 4.67 0.76 0.71
Fidelity International Growth and Income 1.01 4.05 0.58 0.62
Ivy Fund International 1.03 4.40 0.67 0.66
Average 0.93 4.62 0.64 0.61
S&P 1.48 3.58 1.00 1.00

Exhibit 11.14. Performance Data on Stock Funds.

While examining historical data is interesting, the real of test of international di-
versification is the performance of funds that hold internationally diversified portfo-
lios. Exhibit 11.14 shows data for 20 of the largest international mutual funds (funds
that invest only in international securities) that existed in the 1990s together with data
on the Standard & Poor’s (S&P) index.

Exhibit 11.14 shows data for a random sample of 20 international funds (funds
that invest only in international securities) that existed in the 1990s together with data
on the S&P index.

The major promise of international diversification is the low correlation between
domestic securities and foreign securities. As shown in Exhibit 11.14, the average
correlation between the fund return and the S&P index was 0.61. These correlations
are somewhat higher than the correlations between the international stock indexes
and the U.S. indexes presented in Exhibit 11.3.

Correlations this low would never be found for a U.S. mutual fund investing pri-
marily in common stock. Rather, the average correlation with the S&P index would
be above 0.90. This is strong evidence that the extensive analysis discussed earlier
concerning low correlation among countries can be reflected in actual performance
of international mutual funds. Similarly, the column entitled “Beta” shows the re-
sponsiveness of international funds to a change in the S&P index. The Beta for the
common stock portion of a fund invested in U.S. securities would be close to one.
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For the 20 funds the average beta is 0.64. For a similar sample in the 1980s the av-
erage beta was 0.71. Thus, there is a fair amount of stability in historical risk num-
bers.

As shown in Exhibit 11.6 through 11.8, the U.S. market is less risky than other na-
tional markets from a U.S. perspective. Given the low correlation between non-U.S.
markets, however, the relative riskiness of U.S. portfolios and an internationally di-
versified portfolio is less clear.

Exhibit 11.14 shows that the average standard deviation of an international port-
folio was somewhat higher than the S&P index. This evidence would suggest that the
higher risk of individual countries relative to U.S. markets was balanced by low cor-
relation between countries, and the interaction of these two effects produced a port-
folio with risk somewhat higher than that of a U.S. portfolio.

The realized return on international portfolios relative to U.S. portfolios is very
dependent on the time period studied.

This 10-year period had very high returns in the U.S. market. There were other 10-
year periods where international portfolios outperformed U.S. portfolios.

There are many fewer international bonds funds than there are stock funds, and
their history is much more limited. Exhibit 11.15 shows summary statistics for the
six funds for which data were available. The last column is the correlation coeffi-
cient of each fund with the Shearson-Lehman bond index, which is the standard
index used to calculate the performance of U.S. bond funds. It is the bond market
equivalent of the S&P index. For U.S. domestic bond funds the correlation with the
Shearson— Lehman index would be 0.85 to 0.90. Examining the last column shows
that once again the promise of low correlation is met. The average correlation of
0.51 is considerably less than for U.S. bond funds. The standard deviation of a bond
fund is very dependent on the maturity of the portfolio. Portfolios of bonds with
long maturities have a higher standard of deviation than portfolios of short-matu-
rity bonds. We have no information on the maturity of the foreign bond funds rela-
tive to the Shearson-Lehman index. Thus, it is not meaningful to compare standard
deviations.

The risk structure between various countries has been studied for 20 years, and the
result of low correlation among international markets relative to intracountry portfo-

Fund Correlation
with

Sample Mean Shearson—

Period Return Standard Lehman

Fund Name (years) Monthly Deviation Beta Index
Fidelity Global Bond Fund 10 0.42% 1.85% 0.76 0.48
T. Rowe Price International Bond Fund 10 0.60% 2.41% 0.80 0.38
PaineWebber Master Global Income Fund 10 0.50% 1.32% 0.66 0.58
Putnam Global Governmental Income Trust 10 0.52% 1.85% 0.87 0.54
Scudder International Bond Fund 10 0.58% 2.05% 0.87 0.49

Morgan Stanley Dean Witter World Wide Inc. 10 0.46% 1.50% 0.78 0.60

Average 10.00 0.51% 1.83% 0.69 0.51

Exhibit 11.15. Performance Data on Bond Funds.
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15-Year Data Optimal 10-Year Data Optimal
Proportions Proportions
Return on International Portfolio
Relative to U.S. Portfolio uU.S. International uU.S. International

+3 27% 73% 40% 60%
+2 40% 60% 53% 47%
+1 53% 47% 66% 34%

0 68% 32% 80% 20%
-1 85% 15% 96% 4%
-2 99% 1% 100% 0%
-3 100% 0% 100% 0%

Rs = the return on the riskless and = 6%,
Rsgp = the total return on the Standard & Poor’s index = 12%.

Exhibit 11.16. Optimal Investment Proportions.

lios has been consistently found. Thus the risk characteristics of international funds
that have been found in the past are likely to be found in the future. It is hard, how-
ever, to develop a convincing economic case that the U.S. market will outperform or
underperform other markets consistently in the future. Thus, once again, we believe
the relevant way to utilize mutual fund data to examine the reasonableness of inter-
national diversification is to examine the proportions to invest in the United States
and an international portfolio at various levels of assumed differences between re-
turns in the United States and returns in other countries. Exhibit 11.16 shows the op-
timal investment proportions for a portfolio of the S&P index and the typical inter-
national fund.

In calculating the proportions, the standard deviations shown in Exhibit 11.14 for
the S&P index and the average international fund were used as well as the average
correlation coefficient. An expected return of 12% was assumed for the S&P index
and a 6% riskless lending and borrowing rate.

Using data for the typical fund in the 10-year sample shows that international di-
versification pays as long as the return on the international portfolio is no less than
11/4% below the return on the S&P index.!? With equal expected return, the optimum
is 80% United States and 20% international.

11.9 MODELS FOR MANAGING INTERNATIONAL PORTFOLIOS. Prior sections
present analysis that suggests that a portfolio of international equities should be a part
of an optimum portfolio. Furthermore, examining the performance of international
funds shows that the analysis is confirmed by actual performance. The conclusions
were less clear for international bond funds.

190ne consideration an investor in an international portfolio needs to be aware of is that there is some
evidence that international managers underperform domestic managers. At a number of conferences the
authors have listened to industry speakers who specialize in evaluating international portfolios. They es-
timate a U.S. manager of a portfolio of foreign securities (such as Japanese) underperforms the foreign
(Japanese) manager. The estimates we have heard range from 2% to 4%. The underperformance may well
hold. Estimates of the exact amount should be treated with some skepticism.



11+ 22 INTERNATIONAL DIVERSIFICATION

The obvious strategy for an investor deciding to diversify internationally but not
wishing to determine how to construct an international portfolio is to hold an inter-
national index fund. The parallel to holding a domestic index fund is to hold a value-
weighted portfolio of international securities. The Morgan Stanley Capital Interna-
tional index excluding the United States is a value-weighted index, and an investment
matching this index would be a value-weighted index fund.!!

If expected return is related to a market index and if securities are in equilibrium,
then bearing nonmarket or unique risk does not result in additional compensation.
The way to eliminate nonmarket risk is to hold an index fund. Even an investor who
believes that securities are out of equilibrium but does not profess to know which se-
curities give a positive or negative nonequilibrium return (has no forecasting ability)
should hold the index fund. In this case, bearing nonmarket risk on average does not
improve expected return because the investor on average selects securities with zero
nonmarket return. Thus the investor should eliminate nonmarket risk by holding an
index fund. If there was good evidence that individual securities’ expected returns
were determined by an international equilibrium model, and if a value-weighted
index was the factor affecting expected returns, a parallel argument could be pre-
sented for holding an international value-weighted index fund. However, the evi-
dence in favor of any international model determining expected return is still contro-
versial.

A disturbing aspect of an international index fund is the proportion that Japan rep-
resents of the world excluding the United States (about 25%). If one believes in an
international equilibrium asset pricing model and Japan represents about 25% of the
market portfolio, then this is appropriate. Otherwise it makes sense only if Japan is
expected to have an abnormally high return; for diversification or risk arguments it is
clearly inappropriate. The authors have heard a number of presentations suggesting
other weighting schemes, such as trade or gross national product (GNP) that lower
the percentage in Japan. The correct justification for any weighting should come from
equilibrium arguments; otherwise any weighting is as arbitrary as another.

If one is not willing to accept an international equilibrium model that partitions
risk into that part that results in higher expected return and that part that is unique, it
is appropriate for an investor without an ability to forecast expected returns to mini-
mize total risk. The risk structure is reasonably predictable through time. The low
correlation on average among country portfolios, and the pattern of relatively high
correlation among countries with close economic links (such as the United States and
Canada) is likely to continue in the future. Both Jorion (1985) and Eun and Resnick
(1989) have examined the stability of the correlation structure and have found pre-
dictability. Thus the past correlation matrices can be used to predict the future. Sim-
ilarly, Jorion (1985) has shown that standard deviations are predictable, and thus a
low-risk international portfolio can be developed.

If one wishes to develop an active international portfolio, then many of the same
considerations are involved as are present in developing an active domestic portfo-
lio. However, international investment adds two elements to the investment process

" Although the Morgan Stanley index is the most widely used index, differences by country in the
cross holdings of securities (one company owning shares in another) means that its weighting is very dif-
ferent than an index using the value of a country’s equity assets. Japan in particular is very much over-
weighted. In addition, the Morgan Stanley index is a sample of each country’s securities and the propor-
tion sampled varies from country to country. Thus it is not an appropriately weighted market index.
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not present in pure domestic investment—country selection and exchange expo-
sure.!?

The decision concerning how much to invest in each country depends on the fac-
tors discussed earlier, namely, intercountry correlation, the variance of return for
each country’s securities, and the expected return in each country. There is good ev-
idence that the past standard deviations and correlations are useful in predicting the
future.

Recently a number of researchers have also found predictable in returns. Harvey
(1995), Solnick (1998), and Campbell and Hammo (1992) find predictability in many
country’s returns. The predictability is low with 1% to 2% of the variation in returns
explained by past variables. However, Kandel and Stambaugh (1996) provide evi-
dence that even with this low explanatory power, improvement in portfolio allocation
can be achieved. What variables seem to predict returns? Lagged returns, price lev-
els (dividend price, earnings price, and book price ratios), interest rate levels, yield
spreads, and default premiums have all been used. How is this done?

There are several ways to estimate the coefficients in a multi-index model. For ex-
ample, we could estimate the relationship between return in a country (e.g., France)
and some of the variables that have been found to predict return. Performing this
analysis we could find the relationship

Return = —1 + 1 (return in the prior period) + 1/2 (interest rate in the prior period)

The coefficients, —1, 1, and 1/2, are estimated by running a time series regression.
To forecast return in the next period, one simply substitutes the current value of this
period’s return and interest rates in the right side of the equation.

These predictions of return plus past values of correlations and standard deviations
can be used as input to the portfolio optimization process.

A second possibility for predicting expected returns is to utilize a valuation model.
For example, the infinite constant growth model states that

Dividend
Expected return = ———— + Growth
Price

Estimates of next period’s dividend could be obtained by estimating earnings and
estimating the proportion of earnings paid out as dividends (the payout rate). The
payout ratio for a country portfolio is very stable over time, and forecasts of earnings
are widely available and at an economy level quite accurate. Estimates of growth
rates in earnings are also widely available internationally. Thus valuation models are
a feasible way to estimate expected returns.!3

One of the few studies that examines some alternative ways of estimating expected
return is Arnott and Henriksson (1989). They forecast the relative performance of

2Technically the amount to invest in any security should depend on securities selected in other coun-
tries. Thus our treatment of first selecting each portfolio within a country and then doing country selec-
tion is nonoptimal. However, it captures much of practice. Furthermore, intercountry factors are rela-
tively unimportant in determining each securities’ return, so this assumption may be a simplification that
improves performance.

BTesting of the accuracy of forecasts produced by these models is unavailable, so all we can do is to
suggest types of analysis; we cannot report results.
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each country’s stocks compared to the country’s bonds on the basis of current risk
premiums and economic variables. They define the risk premium as the difference in
expected return between common equity and bonds. They measure expected return on
bonds by using the yield to maturity. They measure expected return on equity by cal-
culating the earnings divided by price. Comparing this measure with the valuation
model just presented shows that growth should be added and differences in payout
taken into account. These differences, as well as differences in accounting conven-
tions across countries and the impact of this on earnings, could affect risk premium
comparisons across countries. They recognize these influences and instead of using
risk premiums directly, they use current risk premiums relative to past risk premiums.
Their forecast equation states that future performance is related to current risk premi-
ums divided by average risk premiums in the past. In equation form this is

Future returns on equities relative to debt =

Constant + Constant (Current risk premium/average risk premium prior two years)

They find for many countries that this equation is a useful predictor and that for some
countries it can be improved by adding other macroeconomic variables, such as pre-
diction of trade and production statistics. This model could be used to estimate which
countries have higher expected future returns on equities by using current bond yields
as expected returns for bonds, and the preceding equation to estimate the difference
between bond and equity returns. Clearly, further testing of all of these models is nec-
essary. However, they are suggestive of the type of analysis that can be done in active
international asset allocation.

The second new consideration that international investment introduces is ex-
change risk. As discussed earlier, entering into futures contracts can reduce the vari-
ability because of the exchange risk. Considering only risk, this is generally useful.
Entering into futures contracts can also affect expected return; however, entering into
a futures contract could lower expected returns. Furthermore, the investor may have
some beliefs about changes in exchange rates different from those contained in mar-
ket prices.'* In this case the sacrifice in expected return may lead the investor to
choose not to eliminate exchange risk.

Finally, Black (1989) has shown that taking some exchange risk can increase ex-
pected return. Thus exchange rate exposure involves a risk return tradeoff.

Risk-free interest rates differ from country to country. For example, the interest
rate on six-month government issues could be 7% in England and 4% in the United
States. The expected return for a U.S. investor buying an English bond would be the
expected return to a British investor plus the exchange gains and losses.

Theory says the exchange gain or loss should be related to the interest rate differ-
ential. Thus the U.S. investor should expect to lose about 3% in exchange rate changes
by buying the British bond. However, empirical evidence does not support the claim
that exchange rate changes have a close relationship to interest rate differentials.

The empirical evidence strongly supports that investment in the high interest rate
country gives the higher return.!> Three explanations have been suggested: a peso ex-

14 evich (1970 and 1979) has shown that some forecasters are able to predict exchange rate movements.

I5For example, Cumby (1990) finds on average that exchange rate changes increase the return of buy-
ing the higher interest rate counting (e.g., British bonds would be expected to return more than 7%).
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planation, extra risk, and an investment opportunity. The peso explanation is named
after the investors who invested their money in Mexican government bonds. For a
number of years they earned a return greater than they would have earned in the
United States. When the devaluation occurred, however, it more than eliminated all
past gains. The peso argument is that although the empirical evidence suggests gains
by investing in the higher interest rate countries, some future devaluation will elimi-
nate all gains. The return gains have been so persistent that the size of a devaluation
necessary to eliminate past gains seems too large to be plausible. Thus, most analysts
reject this explanation.

The second explanation is that the extra return is simply compensation for risk. Al-
though some of the extra return may be compensation for risk, studies to date do not
support this as a complete explanation. Thus, there seems to be an investment op-
portunity and there are a number of funds that follow the strategy of investing in the
higher-yielding country (Cho, Eun, and Senbet (1986).1°

11.10 CONCLUSION. In this chapter we have discussed the evidence in support of
international diversification. The evidence that international diversification reduces
risk is uniform and extensive. Given the low risk, international diversification is jus-
tified even if expected returns are less internationally than domestically. Unless there
are mechanisms such as taxes or currency restrictions that substantially reduce the re-
turn on foreign investment relative to domestic investment, international diversifica-
tion has to be profitable for investors of some countries, and possibly all.
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12.1 INTRODUCTION. The major objectives of this chapter are to illustrate, by ex-
ample, how and why accounting measurement practices differ from country to coun-
try and to discuss current developments and trends in the “globalization” of account-
ing practices around the world. After reading this chapter, the reader should better
appreciate the potential significance of differences from a financial statement per-

*The authors would like to thank Samying Huie for her assistance.
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spective and the difficulty of getting all countries to agree to a single set of interna-
tionally accepted accounting principles. Emphasis is given to discussing the role of
International Financial Reporting Standards (IFRS), formerly known as International
Accounting Standards (IAS), and the policies and activities of the U.S. Securities and
Exchange Commission (SEC) as they relate to the international capital markets.

12.2 GLOBALIZATION OF FINANCIAL DECISIONS. The world is constantly
changing, and it is important to identify the forces generating change and the pres-
sures they create when evaluating differences in accounting measurement between
countries. The increase in the number of multinational companies, combined with
floating foreign exchange markets, globalization of the capital markets, and the open-
ing up of markets in previously centrally planned economies (e.g., Russia and China)
to foreign direct investment have important implications for financial reporting.
These factors indicate that business and investment decisions are becoming increas-
ingly international in scope.

The continuing trend toward a single “global” marketplace reflects the results of
the economic policies many countries are pursuing to increase the opportunities for
international trade by reducing barriers to trade such as tariffs and quotas, to reduce
the size of government by privatizing certain government-owned businesses such as
telecommunications and postal services, to encourage the growth of competitive mar-
kets, and to minimize market regulation. One of the most recent examples of this type
is China’s entry to the World Trade Organization in 2001. Changes in the accessibil-
ity and competitiveness of markets and in the regulatory environment have led to an
increase in the overall number of multinational companies and have resulted in many
multinationals’ relocating manufacturing and service operations to developing
economies to obtain efficiencies. Multinationals need to consolidate accounting data
that is sourced from many different countries. Depending on whether the parent en-
tity is located in Chile, Germany, or the United States, for example, a different basis
of accounting may apply at the group level. In a time when multinationals had a pre-
dominantly national identity, with creditors and shareholders who shared that iden-
tity, this situation was tolerable. Multinationals are increasingly seeking to define an
international identity, with investors and creditors from several countries, and the na-
tional accounting rules are frequently a barrier to achieving this objective.

There are many reasons for the globalization of the capital markets. From an in-
vestor’s perspective, the relatively unregulated and open foreign exchange markets
in most currencies facilitate cross-border capital flows. In this environment, subject
to foreign investment constraints in some industries within some countries (e.g., tel-
evision and media), investors are free to acquire existing businesses, to establish new
businesses, and to form joint ventures and other alliances in many countries around
the world. Also, mutual funds, pension funds, and insurance companies are able to
allocate capital to publicly traded equities, debt, and derivatives in other countries.
This represents a large pool of capital when aggregated globally that is allocated
based on investment decisions that reflect an assessment of prospective returns and
risks from one investment relative to other opportunities on a cross-border or
“global” basis.

From the perspective of an issuer of securities (i.e., a company seeking to raise
capital), the availability of investor funds in other markets creates new sources of
capital. Their goal is to access the capital markets for funds with terms that match
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their requirements, and that can be accessed efficiently at a reasonable price or cost
of capital when compared to the next best alternative. The size of the flotation some-
times necessitates an international offering, as has been the case, for example, with
certain privatizations such as British Telecom in 1984, the Royal PTT Nederland NV
in 1995 and Petro China Company Limited in 2000. In other cases, internationally di-
versified companies from relatively small countries outgrow their home country’s
capital market and/or desire an international presence, for example, Nokia from Fin-
land. There are now 40 non-U.S. banks registered with the SEC, reflecting their de-
sire, in some cases, for access to competitively priced debt finance in a liquid and so-
phisticated market that affords them greater financial flexibility. A high percentage of
cross-border capital raisings involve simultaneous offerings in each enterprise’s
home country and in the United States, as well as an “international” offering which
in practice could mean Canada or Japan, but most probably Europe. This structure
forces the senior management of the enterprise, and its accountants, lawyers, and in-
vestor relations people to deal simultaneously with the conflicting demands of in-
vestors, analysts, and regulators in different countries. As a result there is now a
much greater appreciation of the strengths and weaknesses of different approaches to
market regulation (e.g., insider trading and preoffering advertisements), corporate
governance, disclosure, and financial reporting regimes.

The trend toward globalization of the capital markets can be illustrated by the re-
cent developments in the United States. By December 31, 2001, there were 1,344
non-U.S. enterprises registered with the SEC, representing some 59 countries from
around the world. Approximately 77 non-U.S. enterprises entered the U.S. public
markets for the first time in 2001, down from levels experienced in 1999 and 2000.
In 2001, non-U.S. enterprises raised more than US$40.0 billion of debt and equity
capital and over the past six years have raised over US$300 billion. Of the 1,344 non-
U.S. registrants, approximately 600 or 45%, entered the United States during the last
six years. Because the accounting principles of so many countries are involved and
as the volume of transactions has increased, so too has the pressure to simplify the fi-
nancial reporting process where possible.

Cross-border mergers and acquisitions have skyrocketed in this past decade, ex-
emplified by the fact that, in 2001 alone, foreign investors spent over US$158 billion
to buy American businesses, while American buyers spent over US$156 billion in
acquiring foreign companies. These amounts of foreign investments were even
higher during the mid to late 1990s.

The exchanges in the United States and London are highly internationalized. The
volume of trade in foreign shares on the New York Stock Exchange and London
Stock Exchange reached US$787 billion and US$2,651 billion respectively in 2001.
Approximately 11% of listings on major exchanges throughout the world in 2001
were foreign (see Exhibit 12.1).

With all of this international activity taking place, creditors, investors, regulators,
and others in the business world need to better understand cross-border financial in-
formation. A multinational firm’s management needs to be able to compare the per-
formance of each of its operations in other countries. Management also must accu-
rately assess its competition. In addition, lenders and investors need comparable and
consistent information to make informed decisions. Therefore, the financial informa-
tion generated by an enterprise serves as a basis for making critical business deci-
sions.
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12.3 INTERNATIONAL ACCOUNTING DIVERSITY. As businesses become more in-
ternational, there is a more pressing need for financial information to be prepared by
businesses on a comparable basis. Unfortunately, although many financial statement
users may find it surprising, international financial data are frequently not compara-
ble. The rules of financial accounting often differ from one country to another, which
adds another dimension to the complexity of the accounting puzzle. Exhibit 12.2 il-
lustrates that accounting conventions established by one nation’s accounting rule
makers are not necessarily consistent with those established elsewhere. The contin-
ued existence of differences is also illustrated in an extensive survey completed in
2001 entitled GAAP 2001: A Survey of National Accounting Rules Benchmarked
against International Accounting Standards. GAAP 2001 concluded that investors
continue to be handicapped by variations between national accounting rules in the
world’s leading economies. Of the 65 countries surveyed, almost half revealed sig-
nificant differences but showed no signs of convergence. Some prevalent differences
noted in the study were in the following areas:

» Recognition and measurement of financial assets and derivatives, impairment
losses, provisions, employee benefit obligations, income taxes

* Business combinations
* Related-party and -segment disclosure

There are promising signs that many countries will harmonize based on IFRS, as is
illustrated in Exhibit 12.3. The most concrete example is the fact that the European
Parliament has mandated the use of IFRS for all listed companies in the European
Union by 2005. This will impact Germany, France, and the United Kingdom and
other countries within the European Community. Countries such as Australia, Brazil,
Canada, and Singapore, which have had a long-standing practice of adopting IAS as
local standards with few exceptions, will likely also increase their efforts to adopt
new IFRS. For example, Australia has recently announced the adoption of IFRS by
2005, an announcement that in part reflects the need for Australia to “catch up” and
issue comprehensive standards in areas such as pensions and derivatives.

In the short to medium term, it is important to note that the IFRS may increase
rather than reduce differences through issuing new standards. IAS 39, “Financial In-
struments: Recognition and Measurement,” is an example of a standard that in-
creased comparability with the equivalent U.S. standard Statement of Financial Ac-
counting Standards (SFAS) No. 133, while perhaps getting ahead of various national
standard-setting efforts. IAS 40, “Investment Property,” also sets a new standard that
is not merely a “cut and paste” from a comparable U.S. standard, and for most coun-
tries the fair value model it employs presents many challenges.

Similarly, developments in the major capital markets may also increase differ-
ences. In the United States, the change to eliminate goodwill amortization charges
and introduce a fair value impairment model diverge from IAS and have resulted in
billions of dollars of impairment charges. Additionally, changes in the rules sur-
rounding the consolidation of special purpose vehicles have been made post-Enron.

Because of this inconsistency in accounting rules, investors, creditors, and other
financial statement users whose scope has broadened beyond their own countries’
borders are at a disadvantage when they analyze foreign companies. Owing to the
differences in accounting principles that exist internationally, two companies in dif-
ferent countries may experience identical economic results during a period, yet report
significantly different results in their financial statements.
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Country

IAS Transition Plan

United States

United Kingdom

Germany

Japan

China

Brazil

As U.S. GAAP is an internationally accepted body of accounting
principles, there is no immediate plan to adopt IAS as United
States’ national accounting standards. However, there has been in-
creased pressure to simplify U.S. GAAP to adopt a more principles-
based approach and to revisit its requirements for non-U.S. filers,
especially for those that report under IAS.

As part of the European Union (EU), IAS will be required for listed
companies in the United Kingdom beginning in 2005. IAS are ex-
pected to be introduced as national standards in 2005.

As part of the EU, IAS will be required for listed companies in Ger-
many beginning in 2005. The German stock exchanges currently
allow IAS an alternative to German GAAP. However, reporting
under IAS is not compulsory under German law, and there is no in-
dication that IAS will replace its national standards.

There has been enormous pressure for structural reform of the Japan-
ese financial system during the recent economic downturn. The re-
form initiatives led to the establishment of a new independently
funded commission, the Accounting Standards Board of Japan (ASB)).
The ASBJ will continue to focus on reshaping the Japanese standard-
setting system in line with the International Accounting Standards
Board and Japanese GAAP in line with IAS. While there is growing
support for convergence and improved transparency, the practical
implications are proving difficult for Japanese companies to accept.

Even though the exchanges in China still require Peoples Republic
of China (GRC) GAAP, the Ministry of Finance has established tran-
sition rules to gradually reduce the differences between PRC GAAP
and IAS. Before 1997, there were different accounting standards for
different industries and enterprises with different legal forms. with
the 16 accounting standards issued in 1997 and the new account-
ing regulation for financial institutions issued in 2001. The Chinese
accounting regulators have made significant steps toward unifying
the accounting standards in China across industries and with IAS.
How rigorous these standards are applied/interpreted will be criti-
cal in achieving harmonization with IAS.

The professional bodies and the regulators in Brazil support harmo-
nization with IAS. New standards have been developed based on
IAS and the old standards are being reviewed to bring them into
line. To support this initiative, the corporate law is being reviewed
by Congress and there is a project, supported by the Brazilian Secu-
rities Commission, to create a Brazilian Accounting Standard Board.

Exhibit 12.3. Countries IAS Transition Plans.

12.4 CONSEQUENCES OF INTERNATIONAL ACCOUNTING DIVERSITY. Users
who are not sensitive to international accounting differences may make less-than-
prudent business decisions. For example, an analyst may have certain “rules of
thumb” or benchmarks against which to measure a company’s price/earnings ratio,
debt-to-equity ratio, or working-capital ratio. These benchmarks were likely devel-
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oped by the analyst on the basis of ratios of comparable companies in the local envi-
ronment prepared under accounting rules existing in that country. If the analyst were
to apply the same nominal benchmarks to a company whose balance sheet was pre-
pared under a different set of rules, it is not inconceivable that the analyst could ar-
rive at an inappropriate conclusion in the absence of any additional effort to interpret
that information properly.

Furthermore, the capital market’s inability to understand efficiently a company’s
performance could have a detrimental effect on the entity’s ability to raise capital at
competitive prices. For example, pricing inefficiencies may arise because the com-
pany has adopted unique accounting policies that are unfamiliar to investors and
creditors, the display of financial information in the primary statements and the foot-
notes does not follow accepted reporting conventions, and/or the company provides
relatively less extensive or transparent disclosure compared with other companies in
the market. Other things being equal, pricing inefficiencies may imply that a com-
pany’s cost of capital will be relatively higher and that the price of its equity and debt
will be relatively lower. Pricing inefficiencies could become evident in the domestic,
foreign, or international markets and, while this is not only a cross-border issue, the
area of greatest variation is perceived to exist between the reporting of companies
from different countries. However, the existence of inefficiencies implies that there
will be pressure on companies to improve their financial reporting in ways that lower
their cost of capital. To illustrate this point, anecdotal evidence from certain Swiss
companies has indicated that the adoption of more comprehensive and internationally
accepted financial reporting and disclosure standards resulted in significant increases
in their stock prices.

Perceptions about the reliability of financial reporting and disclosure made by
companies from a particular country also affect the cost of capital. This is because
the release of inaccurate information will lead to pricing errors and because a lack of
full disclosure will lead to pricing inefficiencies as well as leaving the door open for
insider trading and other forms of price manipulation. To protect the public, the is-
suer and other parties (underwriters, lawyers, accountants, etc.) associated with a
U.S. prospectus must ensure that the statements made in the prospectus are accurate
and that material facts have not been omitted. Full disclosure is believed to enhance
the credibility of the markets, to improve their efficiency, and to make the capital
markets attractive to the public. Given the liability standard associated with SEC fil-
ings, fulfilling these requirements demands a high standard of honesty and integrity.
Companies from countries that place relatively less emphasis on complete and accu-
rate reporting and disclosure may be penalized unless they take steps to adhere to
more internationally accepted reporting and disclosure practices.

In addition to the negative impact on an entity’s capital-raising ability and cost of
capital, disharmony in accounting principles makes it difficult to monitor competitive
factors. Officers whose responsibility it is to develop competitive strategies may not
fully understand the accounting rules of their foreign competitors and thus cannot ef-
fectively assess their competitors’ performance. Differences in accounting principles
have a large impact on many business decisions for other reasons as well. For exam-
ple, some have suggested that one of the reasons for the continuing wave of mergers
and acquisitions by British companies of American companies may be the differences
in accounting for goodwill in the two countries. Furthermore, accounting differences
have apparently affected the investment decisions of institutional investors from
many countries. The concerns of institutional investors typically relate to their lack
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of understanding of a specific country’s accounting principles and disclosures, and
concerns about the reliability of financial statements.

Another example of a business decision that might be affected by accounting in-
formation is a bank’s credit extension decision. For credit appraisals, banks rely on
accounting information in deciding whether to lend funds. If the bank is not familiar
with the implications of accounting differences, it runs the risk of making the wrong
decision. An example of this is a bank’s use of the interest coverage ratio for lending
decisions. The components of this ratio are interest expense and pretax income be-
fore interest expense. If a company is located in a country whose standards require
goodwill to be amortized or research and development (R&D) costs to be expensed
as incurred, its pretax income may be significantly different from what it would be if
the company were in a country where the accounting standards allow goodwill to be
written off directly against equity or the deferral of R&D expense. As a result, the ra-
tios between two nearly identical companies could be drastically different solely be-
cause of the application of different accounting principles.

12.5 ENVIRONMENTAL INFLUENCES ON ACCOUNTING. One might ask why the
accounting standards in two countries would differ. After all, aren’t accountants sim-
ply supposed to keep track of a company’s assets, liabilities, revenues, and expenses?
Should not there be only one right answer? The truth is that the “right” answer de-
pends a great deal on one’s perspective. A given country’s accounting standards can
be influenced by a multitude of factors. The objectives of an accounting system are
very much a function of the economic, social, and political environment of the coun-
try in which the system exists. The objectives are often linked, from an historical per-
spective, to the goals and objectives of the perceived end users of the financial state-
ments (e.g., lenders, investors, or the government). Accounting standards in a
particular country are often influenced by the standards followed in other countries
for one reason or another; for example, Canadian accounting principles are strongly
influenced by U.S. principles (and vice versa) because of geographic proximity and
economic interdependence.

The volume of accounting standard codification that countries have developed dif-
fers greatly. Certain countries have promulgated elaborate sets of rules and regula-
tions that govern the manner in which financial information is to be presented and
disclosed. Economically developed countries have established institutional struc-
tures, including professional accounting societies, stock exchanges, securities regu-
lators, and national legislative bodies, to create national standards. The objective has
generally been to resolve accounting issues and to ensure consistency in accounting
practices within a single nation. A national accounting system promotes one set of ac-
counting standards that makes the system useful to investors, creditors, auditors, and
companies’ management within the given country. The United States uniformly is
looked on as having developed the most extensive set of accounting standards and
disclosures. This exhaustive set of rules was developed in response to what was ar-
guably the most advanced economic system in the world—an economy that has given
rise to extensive markets for both equity and debt securities. The SEC was called on
to be the watchdog for the large population of investors and creditors. Consequently,
the SEC has overseen the development of an elaborate set of rules and regulations.
Similarly, while not as comprehensive and detailed as those in the United States, the
accounting standards in Canada and the United Kingdom are becoming more and
more codified—a trend due, in large part, to the growth of the economies and capital
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markets in these countries. Post-Enron, the preeminence of the U.S. standard-setting
model has been challenged and the pendulum is swinging more toward a greater de-
sire for principles rather than rules. In this regard, IFRS is considered principles
based whereas U.S. GAAP are more rules orientated through being more prescrip-
tive, detailed, and comprehensive.

Other countries have somewhat less extensive bodies of promulgated standards.
One explanation for this may be found in those countries where companies are re-
quired to conform their accounting books and statements to the books and records
utilized for income tax-reporting purposes. Examples of countries in which there ex-
ists a high degree of book and tax conformity are France, Germany, and Japan. The
standards in these countries require companies to take book deductions for items
such as reserves, write-offs, and accelerated depreciation that are deducted on their
tax returns. As a result, given the natural bias to minimize taxes, their reported earn-
ings are generally less than if the book and tax conformity requirement did not exist.
Over the past five years, globalization of the capital markets has continued to exert
its influence forcefully on financial reporting. In relation to the United States, this de-
bate is focused on the SEC’s financial reporting requirements and, in particular, the
requirement that non-U.S. registrants either prepare their financial statements in ac-
cordance with U.S. GAAP or reconcile them thereto. Some argue that these regula-
tions are acting as a barrier to the formation of capital as evidenced by the fact that
there are apparently more than 2,000 companies that have not yet entered the U.S.
public markets, even though they would meet the listing criteria of the New York
Stock Exchange (NYSE). Shares in many of these companies, which include Bayer
of Germany and Nestle of Switzerland, are actively traded in an over-the-counter
“pink” sheet market in the United States for which there is no volume reporting and
no real time quotes. Thus, there is an enormous number of high-quality companies
that may find the U.S. public markets attractive.

With so much cross-border activity, strong pressures have emerged for there to be
one financial language around the world. This goal has been embraced by the Inter-
national Accounting Standards Committee (IASC), the predecessor to the Interna-
tional Accounting Standards Board (IASB), which has clearly emerged with the lead-
ership role in the international standard-setting process. The IASB and the
International Organization of Securities Commissions (IOSCO) have announced that
their mutual goal is for financial statements prepared in accordance with IAS to be
accepted worldwide (including the United States) in cross-border offerings and list-
ings as an alternative to the use of national accounting standards. This promises to be
a very significant development having important worldwide ramifications from a fi-
nancial reporting standpoint.

12.6 FINANCIAL STATEMENT EFFECTS OF DIFFERENCES IN ACCOUNTING
PRINCIPLES. In this section, we will discuss, evaluate, and assess 12 specific areas
of accounting where diversity exists, and we will discuss the differences in account-
ing principles practiced in a representative group of countries. As can be seen in Ex-
hibit 12.2, there is a good deal of diversity among countries’ standards even in light
of the recent efforts toward the achievement of financial reporting harmonization. In
addition, we will examine the theoretical bases for the different methods adopted, and
we will explore why countries use certain rules. The accounting principles that will
be discussed are:
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* Research and development expenditures

* Fixed assets

* Inventory valuation

* Leases

* Pensions

* Accounting for income taxes

 Foreign currency translation

* Accounting for mergers and acquisitions (including goodwill)
* Consolidation

* Impairment

 Transfer of financial assets and special purpose vehicles
* Derivatives

This chapter is not intended to provide a comprehensive analysis of differences in
accounting standards but, rather, a decision framework.

(@) Research and Development Expenditures. The first issue we will discuss is the
accounting treatment for R&D expenditures. Though the definitions vary from coun-
try to country, “research” is generally thought of as the planned efforts of a company
to discover new information that will help create a new product, service, process, or
technique, or will improve one that is already in use. “Development” takes the find-
ings generated by research and formulates a plan or design for the production of a
new product or to improve an existing one substantially. The costs incurred during
each accounting period by a company on R&D activities are generally thought to be
a discretionary expenditure, which will not translate into significant revenue genera-
tion or expense reduction in that period, and may or may not result in future revenue
generation. Rule makers in each country, and at the IASB, have been called upon to
establish a policy governing the accounting for R&D costs.

The two basic ways to account for R&D are capitalizing the costs or expensing
them when they have been incurred. Those who support immediate expense recogni-
tion argue that there is a great deal of uncertainty as to whether the R&D will bene-
fit future periods. To expense the costs is conservative, since income will be lower in
the current year than if the cost is amortized over future years. Several countries’
standards (including those of Germany and the United States) require immediate ex-
pense recognition under all circumstances.

However, the more popular approach is to allow capitalization under specified cir-
cumstances. Those who support this approach believe that, if it can be determined
that there is a strong chance that the new product will be successful, capitalization
provides a better matching of future revenue and expense. By allowing capitalization,
companies are encouraged to spend money now for the future, without worrying
about the impact on their current reported income. Canada, France, the Netherlands,
Switzerland, the United Kingdom, and IAS all allow capitalization under certain cir-
cumstances. Each of the countries’ criteria for capitalization focus primarily on
whether the technical feasibility of a product or process has been established com-
bined with a judgmental assessment of the economic likelihood of product success.

Some countries take the approach that research costs should be expensed, while
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development costs can be capitalized. Such is the case, for example, in Canada and
the United Kingdom, and under IAS 38, “Intangible Assets.” The theory is that the
development costs eventually will turn the “researched idea” into action and gener-
ate revenue. Therefore, these are the only costs that should be capitalized. Countries
that advocate this approach generally stipulate that the product should have a high
likelihood of success before development costs may be capitalized. In Brazil, Italy,
and Japan, the constraints on capitalization of R&D are less restrictive than in the
other countries. [AS 38 requires that:

» The product or process is clearly defined and the costs attributable to the prod-
uct or process can be separately identified and measured reliably.

* The technical feasibility of the product or process can be demonstrated.
* The enterprise intends to produce, and market or use, the product or process.

* The market exists for the product or process or, if it is to be used internally
rather than sold, its usefulness to the enterprise can be demonstrated.

* Adequate resources exist, or their availability can be demonstrated, to complete
the project, and market or use the product or process.

The key considerations from an IAS perspective revolve around technical feasi-
bility and the enterprise’s intention to produce and market/use the product or process.
To illustrate, if IAS 38 required that technical feasibility has been (as opposed to can
be) demonstrated before permitting capitalization, then it would be clear that most
development activities (e.g., costs of constructing and operating a pilot plant) would
not satisfy the criterion because the activity have not been completed and technical
feasibility would remain unproven. Demonstrating technical feasibility for a new
product or process would appear to necessitate that all R&D aspects of a product or
process have been completed because, until their completion, feasibility would not
have actually been demonstrated. On the other hand, it can be argued that the “can”
in IAS 38 leaves room for management to take the position that it will be able to
demonstrate technical feasibility in the future.

Another criterion that must be met under IAS 38 before development costs can be
capitalized is that the enterprise must intend to produce and market the product or
process. In cases in which the enterprise is still evaluating alternative products or
processes, this test will arguably not be satisfied, and certain development costs will
not qualify for capitalization. However, once the particular product or process has
been selected to take to market, and assuming that the other tests have been satisfied,
the enterprise may no longer be engaged in an R&D activity. Furthermore, until these
criteria are made clear, debate will be inevitable as to whether an identifiable asset
exists.

(b) Fixed Assets. Fixed assets consist of land, building, machinery, and equipment.
These assets are used by an enterprise in its business for a number of years, and they
generally require a significant expenditure at the time of acquisition. The two critical
issues raised in accounting for fixed assets are: (1) In what periods should these ex-
penditures be charged to the income statement for accounting purposes? (2) At what
amount, if any, should the assets be carried on the company’s balance sheet?
Enterprises in all countries are required to capitalize and to depreciate fixed assets.
The reasoning is that this large expenditure will benefit the enterprise in future years;
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depreciating the costs over time yields a better matching of costs to the periods in
which the related assets are used to generate revenues. Depreciation is essentially a
rational allocation of the costs over the estimated useful life of an asset. There are
many methods of depreciation used in the various countries, including straight-line,
units-of-output, sum-of-the-years’ digits, and accelerated methods. The major differ-
ence between the various methods lies in how the costs are allocated among the
years. The units-of-output method tries to match the costs against revenues gener-
ated. The accelerated method allocates more of the costs to expense in the early
years, on the theory that an asset will usually be more efficient and lose a higher per-
centage of its value in the early years of its life. In this way, higher revenue is
matched against higher costs. The simplest and most commonly used method of de-
preciation is the straight-line method. This method allocates cost equally over the es-
timated life of the asset. In many countries, a specific depreciation method is not re-
quired to be used. However, for countries with accounting standards that are heavily
influenced by tax rules, such as Japan, Germany, and France, the general rule is that
a company must use the same depreciation method for both book and tax purposes.

Depreciation schedules for a 10-year asset costing 1,000 ECUs under the straight-
line, sum-of-the-years’ digits, and double-declining-balance-depreciation methods
can be seen in Exhibit 12.4.

Another factor that must be considered in this area is whether a fixed asset should
be reflected in the balance sheet at historical cost or current fair value. Historical cost
comprises the original recorded cost less accumulated depreciation; no revaluation is
allowed under this approach for amounts in excess of the original cost. (However, if
the value of an asset has been impaired below its depreciated historical cost, a write-
down is required.) This usually is viewed as a conservative balance sheet approach

SL SYD? DDBb

Year 1 100 182 200
Year 2 100 164 160
Year 3 100 145 128
Year 4 100 127 102
Year 5 100 109 82
Year 6 100 91 66
Year 7 100 73 66
Year 8 100 55 65
Year 9 100 36 65
Year 10 100 18 65
1,000 1,000 1,000

a3SYD—calculates each year’s percent depreciation by divid-
ing the number of years remaining at the beginning of the
year by the sum of the years’ digits (e.g., in year one, the per-
cent is computed as 10 dividedby 10+ 9 +8 + 7 ... 1).

bDDB—completed by applying a rate of double the straight-
line rate to the remaining undepreciated balance. Once a
straight-line method for the remaining life yields a higher de-
preciation amount, a switch is usually made to straight-line.

Exhibit 12.4. Sensitivity of Depreciable Expense to Choice of Depreciation Method.
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that results in an asset’s book value falling below its current market value during pe-
riods of moderate to high inflation. Countries whose accounting standards follow the
historical cost approach include Canada, Germany, Japan, and the United States.

The alternative is to allow upward or downward revaluation of fixed assets to the
most current fair (appraised) value. Downward revaluation may be used under this
approach even to value the asset below its cost similar to reporting a write down
under the historical cost method. Those who advocate upward revaluation contend
that the balance sheet should, whenever possible, present the fair value of the com-
pany’s assets, provided that the increase in value is not determined to be temporary.
Revaluation gives management more flexibility to improve the appearance of its bal-
ance sheet when it is most advantageous. Countries where the accounting rules allow
some form of revaluation include Brazil, France, Italy, the Netherlands, Switzerland,
and the United Kingdom. IAS 16, “Property, Plant and Equipment,” establishes his-
torical cost as the benchmark standard, but permits revaluations as an allowed alter-
native, albeit that the IASB is proposing to eliminate the allowed alternative when
IAS 16 is adopted as an IFRS.

(c) Inventory. Inventory valuation is an extremely important area of accounting.
For many commercial companies, inventory is one of the largest assets on the bal-
ance sheet. Inventory consists of goods owned and held for sale in the normal course
of business operations, and raw materials and goods in the process of being produced.
Inventory is normally recorded at acquired cost, which includes the purchase price
plus any additional costs needed to bring the product to a salable state. The critical
accounting question regarding inventory is how to allocate costs between the cost of
goods sold in the income statement and the goods yet to be sold (i.e., the inventory)
on the balance sheet. The three main acceptable methods most often used to account
for inventory are first in, first out (FIFO), the average cost method, and last in, first
out (LIFO), all of which are applied on a lower-of-cost-or-market-value basis.

The LIFO method allocates the cost on the premise that the last goods purchased are
the first ones sold. The ending inventory that remains on the balance sheet under this
approach represents the inventory that was purchased first. This is considered conser-
vative for income statement purposes, since the resulting cost of goods sold (expense)
is generally higher (assuming rising prices). However, the majority of accountants
around the world argue that LIFO has no conceptual basis in accounting theory in most
industries. The inventory on the balance sheet, they argue, is valued at “inaccurate” old
prices when LIFO is applied. The main advantage for a company using LIFO is that it
can provide large tax savings when used for tax purposes. This is because, under con-
ditions of risi