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Preface

The second edition improves on the first edition in the usual ways: correcting errors,
making the notation more consistent, updating studies, and rewriting the rough
passages. Larger changes were also made to allow students with only an elementary
background in economics and mathematics to join in. There are two entirely new
chapters that unpack the material and slow down the exposition of the extended
one-sector growth model. Chapter 3 details the role of fiscal policy in development.
Chapter 4 focuses exclusively on schooling and fertility. Over 90 additional
exercises are included throughout the book to help build understanding. There is
now a technical appendix with examples of how math is used in constructing the
economic models. Both the text and the solution manual include more diagrams to
illustrate important points.

We had lots of help in making a better book. Undergraduate and graduate students
in our development and macroeconomics classes provided many helpful comments.
Stephen Rangazas prepared all the new diagrams. Our editor, Lorraine Klimowich,
made a convincing case that the second edition was worthwhile. Thanks to all.

Washington, DC, USA Sibabrata Das
Washington, DC, USA Alex Mourmouras
Indianapolis, IN, USA Peter Rangazas
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Overview 1

Among the most enduring questions in economics are those related to growth and
development. Since 1776, when Adam Smith published An Inquiry into the Nature
and Causes of the Wealth of Nations, economists have been assessing the factors
determining a nation’s standard of living. At Adam Smith’s time the focus was
primarily on the level of living standards. There was much less motivation to study
ongoing economic progress because not much sustained growth had ever occurred!
The best growth theorist among the classical economists was Thomas Malthus, who
explained why living standards failed to improve over time and instead remained
stagnant in the long-run. The Industrial Revolution was just underway in England
and had yet to spread widely across the globe. The standard of living for the vast
majority of people was very low. Income disparities across regions of the world were
relatively minor. The Western Offshoots (Australia, Canada, New Zealand, and the
United States) were the richest countries and African countries were the poorest, but
the gap in per capita income was only 3 to 1.

After 1800 the Industrial Revolution and sustained modern growth began to take
hold in selected places of the world causing their living standard to diverge from the
rest. By the end of the twentieth century, per capita income was 18 times higher in
the Western Offshoots than in Africa (Galor (2011, Chapter 1)). Today, countries
among the richest 5% have per capita incomes that are at least 25 times that of
countries in the poorest 5% (Jones and Vollrath (2013, Table 1.1)). Explaining the
huge income gaps across the world has now become the question in economics.
Nobel Prize winning economist Robert Lucas (2002, p. 21) shifted his attention from
business cycle research to economic development because, as he put it,

The consequences for human welfare involved in questions like these are simply staggering:
Once one starts to think about them, it is hard to think about anything else.

More than two centuries of research studying modern growth have improved our
understanding of how investments in physical and human capital, advancing
technologies, openness, and sound institutions transform relatively poor economies
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into economic powerhouses. This book is an introduction to some of the newer
features of growth theory that developed after 1950, when research on the topic
exploded. We show how the theory can be blended with historical data and case
studies to think about the sources of economic prosperity that may be used to help
lagging countries also experience prosperity.

Our coverage is selective and the book is by no means a broad survey. We
concentrate on transitional growth from a two sector perspective. Most economists
believe that this is the right approach for studying early development. However, we
also believe that the importance of transitional growth in explaining the complete
growth experience of countries over very long periods of time has been
underestimated. One of the primary objectives of the book is to make a case for
transitional growth and its implications. For these reasons we do not cover endoge-
nous growth theory, which is an attempt to explain long-run technological change in
already developed economies. For those who have an interest in endogenous growth
theory, Aghion and Howitt (2008) is an excellent text for advanced undergraduates
and beginning graduate students that discusses the topic in detail.

We begin with a single, relatively simple, theoretical framework that augments
the Solow model to include endogenous theories of saving, fertility, human capital,
and policy formation. The analysis is then extended to include two sectors of
production. We study the structural transformation of developing economies as
they shift from traditional production in largely rural areas to modern production
in largely urban areas during the early take-off period of modern growth. The
two-sector growth model is used to explain the commonly observed differences in
saving, worker productivity, and fertility across rural and urban sectors. We examine
the effects of policies that reallocate resources across these sectors, such as taxation,
migration restrictions, international trade, and an urban bias in the provision of
public services. How policies affect the pace of the structural transformation is a
critical feature of development as it plays an important causal role in determining an
economy’s aggregate growth rate.

The extensions to the standard one sector growth model mentioned above add
significant complexity to the analysis. We maintain tractability by using specific
functional forms that make the main points more transparent. The use of specific
functional forms also allows us to calibrate the models and assess the quantitative
importance of various sources and mechanisms of growth. We believe this
approach makes the book suitable for advanced undergraduates, beginning grad-
uate students, and policy makers specializing in the macroeconomic analysis of
development. The mathematics used in most of the text requires only undergrad-
uate calculus and an exposure to optimization theory that can be found in
intermediate microeconomics or an undergraduate mathematics-for-economist
course. The more technical material is contained in the second half of the book
and in the appendices at the end of chapters. An appendix at the end of the book
provides mathematical background for those who want to follow the derivations
of key equations. A large number of end-of-chapter Exercises are offered;
Questions that help the reader focus on the main points and Problems for students
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who want to work on model building skills or conduct numerical examples that
illustrate how the models operate in a concrete way. Solutions for all the
Exercises are available at the Springer website for the book.

1.1 Beyond the Solow Model

Early post World War II thinking about growth and development concentrated on
industrialization or the accumulation of private capital. Private capital accumulation
can be analyzed using the famous Solow growth model, the dominant analytical device
appearing in undergraduate texts on macroeconomics and development to this day.
However, over the latter portion of the twentieth century, academics and policy makers
realized that private capital accumulation can only explain a relatively small portion of
the growth in worker productivity and living standards. Other sources of growth began
to receive attention, such as human capital, fertility, resource allocation, and technologi-
cal progress. Textbooks have been slow to respond to this realization as the Solow
growth model remains the only fully articulated theory of growth provided to students.
Apart from the lack of attention paid to other sources of growth, the Solow model is an
unsatisfactory tool for studying private physical capital accumulation because it lacks the
complete microeconomic foundations needed to link policies to investment and assess
welfare effects.

We go beyond the Solow model in two ways. First, we build in the needed
microeconomic foundations by using the overlapping generations framework devel-
oped by Peter Diamond (1965) that has become one of the workhorses of macroeco-
nomic analysis. The overlapping generation model incorporates explicit households
that make life-cycle saving decisions. The life-cycle theory of saving allows links to
be made between policies and investment in private physical capital. In particular,
we include endogenous theories of fiscal policy, including taxation and the accumu-
lation of public capital or infrastructure such as roads, public education, and property
right protections. Second, we gradually extend the overlapping-generations frame-
work to include household decisions about human capital investments, fertility, and
the locational choice for work that affects the efficiency of resource allocation. These
extensions allow us to provide an explicit theory with a balanced emphasis on a
variety of growth determinants.

1.2 Foreign Aid

AGreat Divergence in living standards began to form in the nineteenth century. Two
centuries later the gaps in per capita income between rich and poor countries are
huge. The dramatic gaps are concerning and raise a series of questions. Why are
some countries so rich and others so poor? How did the rich countries reach their
current level of economic development? What can be done to promote growth in
poor countries and help narrow worldwide income inequality?

1.2 Foreign Aid 3



Most texts in economic growth and development focus on the first two questions
but leave the third question to be addressed through recommended readings for
students who want to pursue the topic after the course is completed. We think that
foreign development aid is too important, and of too much interest to students, to be
treated as an afterthought.

The cross-country income gaps of the mid-twentieth century caused international
economic assistance to become a prominent feature of the global system since the
1950s. National governments in economically advanced countries created interna-
tional organizations to provide loans and grants to developing nations in need due to
mismanagement, conflict, natural disasters and other bad luck. The most prominent
of these international financial institutions (IFIs) are the International Monetary Fund
(IMF) and the International Bank for Reconstruction and Development (IBRD),
which is commonly known as the World Bank. These two US-based IFIs were
created in the 1940s. The mission of the World Bank in particular is to provide
assistance to poor countries with the goal of jump-starting sustained economic
growth.

Unfortunately, foreign aid has a disappointing track record. The correlation
between aid inflows to a poor country and its subsequent economic growth is, at
best, weak. International aid organizations are under constant criticism from
conservatives and liberals alike. With so much human suffering caused by persistent
poverty, frustration with the failed attempts to help developing countries is high.
Even more modest attempts to temporarily relieve hunger and illness with humani-
tarian aid often end in failure.

We devote almost an entire chapter to foreign aid. We attempt to explain why aid
has generally not worked and provide suggestions for how international assistance
might be improved. More generally, we examine what policy recommendations have
the best chance of increasing growth and also discuss the political economy of why
these policies are nevertheless resisted.

1.3 Why a Two-Sector Approach?

About half of our text is devoted to the analysis of a two-sector growth model. Given
the predominance of the one-sector models in growth theory it is natural to ask if a
two-sector model is worth the trouble. As mentioned above, many economists
believe accounting for two-sectors is essential, especially for understanding the
early stages of development. Lewis (1954) noted that developing economies exhibit
a dualism, where two economies with fundamentally different structures operate
within a single country. One economy operates in a traditional sector using elemen-
tary production technologies that rely heavily on raw labor, natural resources, and
land. The other economy operates in a modern sector using advanced technologies
that rely heavily on skilled labor and physical capital. The precise interpretation of
the two sectors is left open and depends on the particular application of the
framework.
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In some applications, the traditional sector is thought of as rural in location and
the goods produced are assumed to be agricultural. The modern sector is urban in
location and produces manufacturing goods. In other applications, the same goods
are produced in each sector but using different production technologies and inputs.
For example, agricultural products can be produced using traditional or modern
methods. As the economy evolves, the traditional ways of producing disappear, but
not the products themselves.

The existence and effectiveness of markets also may differ across the two sectors
as the markets for labor and capital in the modern sector will generally be more
developed than the markets for labor and land in the traditional sector. Under this
interpretation, the decline in the traditional sector represents the spread of markets
for labor and land (as land is enhanced and developed, essentially becoming part of
the reproducible capital stock).

In most developing countries, these different interpretations of the two sector
framework strongly overlap. The traditional sector is predominately rural, agricul-
tural, and is operated without much reliance on formal markets for labor and land. In
the early stages of growth, the traditional sector is very large, and this is where the
dual economy approach has the greatest potential to improve our understanding of
development.

When the two sectors are given an explicit geographic interpretation, the
households living and producing in the two locations may differ in their behavior
because of differences in their economic environments and their initial conditions.
Household behavior that may differ across sectors includes saving, work effort,
human capital investment, and fertility—all of which relate to aggregate economic
growth in important ways.

For example, Lewis thought that a dual approach was necessary to explain why
saving rates and capital accumulation increase over the course of development. He
conjectured that the income of capital owners in the modern sector would rise
relative to incomes of workers and land owners as “surplus” labor from the tradi-
tional sector is pulled into the modern sector with little upward pressure on wages.
Lewis believed that the relative expansion of capital income was important for
growth because capital owners were viewed as saving a larger fraction of their
income than land owners and workers. Thus, growth was accelerated by an increase
in the economy’s saving rate as the modern sector expanded and the traditional
sector contracted.

Carter et al. (2003) argue saving rates expand with development for a different
reason, but one that is also related to the presence of a dual economy. Residual
income from inherited farms finances the consumption of the elderly and reduces the
need for retirement saving during working years. As the economy goes through the
structural transformation away from traditional family farming, the reliance on
income from inherited family farms declines and the retirement saving out of
earnings rises.

The difference in saving rates across the two sectors is only one possible feature
of dual economies that affects aggregate growth. There is now a substantial body of
evidence suggesting that there are large gaps in worker productivity across sectors in
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the early stages of development (Gollin, Parente, and Rogerson (2002, 2004) and
Gollin, Lagakos, and Waugh (2014)). These productivity gaps suggest that labor
may be inefficiently allocated and that TFP and aggregate economic growth increase
as labor migrates from the low productivity traditional sector to the high productivity
modern sector.

It is commonly observed that fertility is much higher in the traditional sector than
in the modern sector (e.g. Greenwood and Seshadri (2002)). This fact suggests that
the movement of households from the traditional sector to the modern sector lowers
the economy’s fertility rate. A reduction in the economy’s fertility creates another
link between the transformation of the dual economy and economic growth.
Reductions in population growth allow for greater accumulation in physical capital
per worker, for a given saving rate.

Years of schooling for children of households in the modern sector are typically
higher than those in the traditional sector (Cordoba and Ripoll (2006) and Vollrath
(2009)). There is some suggestion that the “quality” of schooling is also different
across the two sectors, as students in the rural schools of developing countries are
less well equipped and have fewer days of attendance over the course of a school
year (e.g. Banerjee and Duflo (2011, Chapter 4)). Thus, growth of the modern sector
may increase human capital, yet another important cause of economic growth.
Recent theories connect the rise in schooling and the decline in fertility associated
with development (Galor (2005, 2011)). Some of the theories relate both behaviors
to the dual structure of economies (Greenwood and Seshadri (2002), Doepke (2004),
Cordoba and Ripoll (2006), and Mourmouras and Rangazas (2009a)).

A country’s fiscal policy is also affected by its dual structure. Countries with
larger traditional sectors have a more difficult time collecting taxes and providing
essential public infrastructure to private producers (Mourmouras and Rangazas
(2009b)). Similar to private capital accumulation, the structural transformation of
an economy away from the traditional sector and toward the modern sector may
accelerate the growth in productive public capital per worker. There are also many
political economy issues associated with how policies are affected by the relative
influence of landowners who dominate the traditional sector versus capitalists who
dominate the modern sector (e.g. Galor et al. (2009)) or rural versus urban
households, who may receive different levels of attention from government officials
(e.g. Mourmouras and Rangazas (2013)).

A final connection between the dual economy and aggregate economic growth
focuses on the role of cities in the urban sector (Henderson 2010). There are theories
and evidence supporting the idea that producing in larger cities can raise worker
productivity through knowledge and information spillovers. These externalities are
believed to be positively associated with the population density of the city, at least up
to the point where various negative effects of crowding begin to dominate. The
premise is that the more people that work in a concentrated area, the greater the flow
of ideas and the better the match between employers and employees. Raising the
stock of knowledge, and matching skills and tasks more effectively, raises worker
productivity in the city. Thus, the concentration of workers in larger cities may
increase economic growth apart from the other mechanisms described above.
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1.4 The Dual Economy

The recent literature on two-sector models and the structural transformation relates
back to the earlier work on dual economies, although there are substantial
differences between the older and more modern approaches. Lewis (1954) and
Ranis and Fei (1961) pioneered the analytical treatment of dual economies and the
structural transformation. Important assumptions in their analysis included: (i) an
exogenous institutional wage in the agricultural sector and (ii) the institutional wage
is paid out of the average product of labor (which includes land rents) and (iii) a
“surplus” of labor in the agricultural sector with the marginal product of labor in
agriculture lower than the marginal product of labor in industry (which equals the
institutional wage and average product of labor in agriculture). There are no wage
gaps in their models, as the institutional wage also determines the wage paid to labor
in industry. In the early stages of development, with most of the labor in traditional
agriculture, the marginal product of labor in agriculture was thought to be, not just
low, but actually zero. This was Lewis’s extreme interpretation of “surplus” labor.

The empirical relevance of surplus labor, even in the poorest developing
countries, was challenged early on by Schultz (1964). He used the natural experi-
ment of an influenza epidemic in India as a test of the idea. The epidemic caused a
sharp decline in the agricultural labor supply and total agricultural output fell
accordingly—a clear contradiction to the surplus labor assumption. The surplus
labor assumption certainly is not relevant to labor scarce countries, such as the
U.S. in the nineteenth century, because migrant workers from other sectors of the
economy were typically hired during harvest times.

The assumption of an exogenous institutional wage that determines wages across
the economy is also problematic. As mentioned above, not only are there large
productivity gaps across sectors, but there are large annual wage gaps as well.
Explaining the presence of these large wage gaps has become the main focus of
the recent literature on dual economies.

The earlier dual theories were naturally not unified in the sense that models are
today. They ignored human capital altogether. The theories did recognize the
importance of population growth and physical capital formation for the economic
transformation, but these variables were treated exogenously. Schultz (1964) was the
first to stress the importance of human capital in causing the movement away from
traditional agriculture. Eaton (1987) and Drazen and Eckstein (1988) modeled the
interaction between a dual structure and physical capital formation. Galor and Weil
(1996, 2000) insisted that fertility and population growth must be given a central role
in theories of long-run development. This book incorporates all these features from
the recent literature into a dual economy approach.

To see how a unified approach to modeling the dual economy is able to generate
connections between key features of development, consider the treatment of implicit
claims on land. In the older theories, there were implicit claims on land rents that
allowed “wages” to exceed the marginal product of labor in the traditional sector,
resulting in an inefficient allocation of labor. The older theories were static model,
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with no markets for land, and the total output was simply assumed to be split across
the workers.

In the newer theories, inefficiencies in the allocation of labor are also linked to
land rents. The current generation of landowners desires to bequeath land to the next
generation if they are willing and able to maintain the tradition of family farming
(a preference that is more likely to be operative when land markets are incomplete).
Workers in the traditional sector accept lower wages (which do equal their marginal
product) in the traditional sector because if they move off the farm they lose their
claims to land in the future, i.e. they will not inherit the land from their parents or
tribal elders. Thus, expectation of future rents from an intergenerational transfer of
land creates both wage and productivity gaps across sectors. Moreover, the expecta-
tion of future land rents also lowers saving and raises fertility. The observed sector
differences in wages, productivity, saving, and fertility are all explained in the
same way.

1.5 Growth Facts

The focus and organization of the book is guided by the goal of explaining key
stylized growth facts. Explanations of these facts are developed throughout the book.
The facts are listed roughly in the order in which they are addressed.

G1—The marginal product of capital and the rates of returns to assets are modestly
higher at low levels of development.

G2—Children spend more time in school, within and across years, and less time
working as an economy develops.

G3—Population growth rates rise and then fall as economies develop.
G4—The per capita income gaps between rich and poor countries today are huge.
G5—Standard measures of physical and human capital accumulation are not

sufficient to fully account for the growth within countries or the income
differences across countries.

G6—After 1950, some poorer countries experienced Growth Miracles that were not
witnessed before in human history, while other poor countries experienced
Growth Disasters that lowered their living standards.

G7—There was almost no sustained growth in living standards before 1800.
G8—The onset of modern growth began in some countries around 1800, but was

delayed in others, creating the Great Divergence.
G9—As an economy develops, there is a structural transformation away from home-

based informal production to firm-based formal production. A shift of labor out
of agriculture and a movement of the population from rural to urban areas are
typically associated with the structural transformation.

G10—The shares of household budgets devoted to food fall over the course of
development and caloric intake stays relatively constant for centuries.
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G11—The level of real wages and labor productivity is much lower in the agricul-
tural sector than in other sectors of the economy during the early stages of
development.

G12—The relative size of government grows as economies develop (Wagner’s Law).
The government shares of currently poor countries are larger than the historical
shares of currently rich countries when at similar stages of development.

1.6 Outline

To summarize, the key features of the book are (i) an extension of the standard model
of private physical capital accumulation that provides a more balanced theory of the
determinants of growth, (ii) a focus on foreign aid and an examination of pro-growth
policies, and (iii) a two-sector approach that connects the structural transformation,
the demographic transition, and economic growth. The book is outlined as follows.

Chapter 2 presents a one-sector model of physical capital accumulation where
saving is motivated by the need to finance retirement consumption, based on the
seminal work of Diamond (1965). The model is then extended to include intergen-
erational transfers that take the form of both physical assets and investment in
children’s human capital. Calibration exercises show that one can explain very little
growth in U.S. history unless human capital is included. This result receives further
support when we move to a two sector setting in the second half of the book.

Chapter 3 adds the government. In particular, we include the aspects of fiscal
policy that affect growth such as taxation and public infrastructure. Taxation reduces
private saving and capital accumulation. However, taxes also fund public infrastruc-
ture investments by the government—a vital ingredient to sustained growth. We
focus on how to balance the interaction between these two features of fiscal policy.

Chapter 4 moves beyond physical capital accumulation to examine the roles of
fertility and human capital. Based on the famous theory of Gary Becker, households
are modeled as choosing the “quantity” and “quality” of children. At the economy-
wide level, the household choices determine population growth and human capital
formation. The chapter also presents Malthus’s theory of how population growth
prevents long-run economic progress.

Chapter 5 includes all the elements from Chaps. 2, 3, and 4, providing a complete
one-sector growth model. Large income differences across countries are explained
by a combination of a poverty trap, that keeps human capital low and fertility high,
and anti-growth fiscal policies. The model is extended to include foreign aid and
pro-growth policy recommendations, including a discussion of their limitations.

Chapter 6 provides an introduction to a two sector model with complete markets
across the economy. We use the model to examine the origins of modern growth,
asset bubbles, how the structural transformation affects physical capital
accumulation , the impact on economic growth and welfare of opening the economy
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to the trade of goods, and how health considerations help explain the relatively
constancy of caloric intake and the decline in household budget shares spent on food
over the course of development.

Chapters 7, 8, and 9 introduce market imperfections and cultural attitudes that
create the dualism observed in many developing countries. The dual structure leads
to differences in household behavior and to policy conflicts. Chapter 7 focuses on
gaps in worker productivity and fertility. Chapter 8 shows how differences in saving
behavior and the internal migration of workers affect physical capital accumulation
per worker in the modern sector. Chapter 9 combines the material in Chaps. 5 and 6
to provide a complete dynamic analysis of a dual economy. The model is used to
simulate transitional growth over two centuries. The simulated growth and
predictions about other features of development are compared to real world data.

Chapter 10 introduces fiscal policy in a two-sector setting to examine the connec-
tion between government and urbanization. We find that it can be efficient for fiscal
policy to be “biased” toward the modern sector, as the bias encourages internal
migration that raises worker productivity throughout the economy. However, the
rural sector cannot be completely ignored. Some rural development is needed to
maintain a reasonable pace of migration to the city in order to prevent crowding of
government services. We also find that internal migration restrictions is not an
efficient way to pace the structural transformation as they make modern urban sector
households better off at the expense of rural households.

Chapter 11 provides a conclusion.
The book can provide an undergraduate course on economic growth and devel-

opment by moving at a deliberate pace through Chaps. 2, 3, 4, and 5 for a thorough
coverage of the extended one-sector model. If one wants to avoid the complexity and
policy emphasis of Chap. 5, the beginning sections of Chaps. 6 and 7 can be used
instead to offer an exposure to the two-sector approach. Masters and beginning PhD
courses on economic growth can use Chaps. 6, 7, 8, 9, and 10 to provide a dual
economy perspective.
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Part I

One-Sector Growth Models



Overlapping-Generations Model
of Economic Growth 2

This chapter introduces the one-sector neoclassical growth model with overlapping
generations. The primary focus of the chapter is growth via private physical capital
accumulation. We think of private physical capital as manmade durable inputs to the
production process. For our purposes, private capital can be primarily thought of as
plant and equipment that is produced in one period and then used in production in the
following period.1 To model production, we introduce firms, economic institutions
that combine physical capital and labor to produce goods and services. Later in the
chapter, we introduce human capital, the knowledge and skills embodied in workers.
Chapter 3 adds public capital, the economy’s infrastructure created by the govern-
ment, such as roads, laws, and utilities.

The accumulation of capital must be financed or funded by household saving. We
use the two-period life-cycle theory of household consumption as the basis for
explaining saving behavior. In the overlapping-generations model, households
save during their working period to finance retirement consumption. This implies
that, instead of a single representative household type, there are two different
household types representing two different generations that overlap each period—
a “young” working household and an “old” retired household.

Once the theoretical model is developed, we apply it to real world issues. First, we
illustrate how the model can be “estimated,” or more precisely calibrated, to make
quantitative analysis possible. We then examine how well the simple model of
physical capital accumulation can replicate the economic growth in the U.S. from
1870 to 2000. The main finding is that physical capital alone can only explain a small
portion of the observed growth. Human capital is added and significantly improves
the model’s ability to match the historical facts.

1Definitions of physical capital will vary depending on the purpose at hand. In some cases physical
capital is defined to include inventories, software, land, and other inputs that extend beyond plant
and equipment. Public capital is often lumped together with private capital as if they are close
substitutes. Chapter 3 argues that it makes more sense to treat them as complementary inputs.
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The chapter will explain G1, the fact that returns to capital are modestly higher at
the early stages of development. It will also become clear that even the combination
of physical and human capital accumulation is not sufficient to explain all of an
economy’s growth, G5.

2.1 Firms, Production, and the Demand for Capital

The first step in developing a general equilibrium model of output and income is to
introduce a production technology. We assume that production takes place in
“firms”— organizations that hire labor and rent capital in order to produce output.
Each firm’s production knowledge or “technology” is represented by a Cobb-
Douglas production function,

Yt ¼ AK α
t M

1�α
t , ð2:1Þ

where Y denotes output, K denotes the capital stock rented, M denotes the hours of
work hired, and where A and α are technological parameters. The production
function is a technological “recipe” that relates the inputs hired and used by the
firm to the output that the firm is capable of producing. The parameter A is some-
times referred to as Total Factor Productivity (TFP). It captures a wide variety of
unmeasured variables that affect the productivity of labor and capital; from climate
and geography that determine natural resources available and the health environment
of households to laws and regulations that restrict the way that production is carried
out. The parameter α is a fraction that measures the relative importance of physical
capital in the production process. This interpretation of α will become more clear as
the theory of the firm is developed below.

The output produced by firms is a single “all-purpose” good that can either be
consumed or invested as a physical asset (somewhat like corn that can be either
consumed or stored and invested as a physical asset to plant and produce more corn
in the future). This abstraction avoids the complication of having two distinct sectors
of production, one producing consumer goods and the other capital goods. For some
purposes one may require this more elaborate two-sector model, but this is not the
way to begin an analysis of a growing economy.

The Cobb-Douglas production function is a special case of what is called a
“neoclassical” production function. All neoclassical production functions have
three general properties: (i) positive marginal productivity, (ii) diminishing marginal
productivity and (iii) constant returns to scale. Economists believe that these
properties are common to most production processes.

The marginal product of an input is the increase in output that results from an
increase in the use of an input. Formally, it is the partial derivative of the production
function with respect to a particular input, holding other inputs constant (see the
Technical Appendix for a discussion of partial derivatives). For a Cobb-Douglas
production function, the marginal product of labor and the marginal product of
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capital are 1� αð ÞAK α
t M

�α
t and αAKα�1

t M1�α
t . The marginal productivity of

increasing the level of either input is always positive—more output results when
the firm hires either more labor or more capital.

Diminishing marginal productivity means the additional output, associated with
adding an additional unit of an input, decreases as more of that input is used. While
output increases as the firm uses more of an input, the size of the increase gets
smaller as the amount of the input used in production increases. Diminishing
marginal productivity is based on the intuitive notion of “input crowding.” The
increasing scarcity of the input held fixed, limits the production that results from
adding more of the other input. For example, if there is a given amount of capital, as
more workers are hired the amount of capital that each worker can use decreases—
serving to limit the rise in output. Note that the marginal product of labor expression
above is decreasing inMt, for a fixed value of Kt. The analogous observation applies
to the marginal product of capital. Sketch the marginal product of labor against the
level of employment to see this graphically. A similar sketch applies to the relation-
ship between the marginal product of capital and the capital used in production.

Constant returns to scale means that if both inputs were increased in the same
proportion, then the ability to produce output would also increase by that proportion.
This property makes sense because if the firm can simply duplicate its current plant,
equipment, and work force, it should be able to duplicate or double its output as well.

Finally, note that the properties we just described imply that the marginal product
expressions can be simplified by combining Mt and Kt into the capital-labor ratio,
also known as capital intensity, kt � Kt/Mt. The simplified expressions for the
marginal products are, 1� αð ÞAk α

t and αAkα�1
t . The marginal product of labor is

increasing in capital intensity. The more capital per worker, the more productive an
additional worker is. The marginal product of capital is decreasing in capital
intensity. Higher capital intensity means there are fewer workers available to work
with any additional capital bought to the workplace.

The fact that the marginal products of capital and labor are both functions of the
capital-labor ratio, k, and not the levels of K andM, is a consequence of the constant
returns to scale assumption. This property implies that the scale of a firm is indeter-
minate, i.e. the optimal size of a firm cannot be pinned down by the theory. Firms are
indifferent about the level of production, but they do want to hire capital and labor in
a particular ratio that depends on the relative market prices of the inputs.

From the point of view of microeconomics, the indeterminacy of firm size can be
seen as a disadvantage. One is forced to simply assume that firms are of a given size
and that there are enough of them competing to justify the perfect competition
assumption that is discussed below and used throughout the book. From a macro-
economic point of view, the indeterminate size of firms can be seen as a convenient
simplification. The key expressions that characterize the production side of the
economy apply to both the individual firm and to the collection of firms as a
whole. This is why in many macroeconomic models the distinction between the
individual firms and production in the economy as a whole is not emphasized.
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What makes (2.1) special in the class of neoclassical production functions is
that the Cobb-Douglas functional form implies that the shares of national output
that are paid to capital owners and workers are the constant output elasticity
values α and 1 � α. Data shows that over the last century, income shares have in
fact stayed roughly constant within and across countries. For this reason, many
economists view the Cobb-Douglas functional form as a reasonable approxima-
tion to an economy’s aggregate production technology. To explicitly see that
(2.1) has the constant income share property, we next need to think about how
capital owners and workers are paid.

We assume that markets are perfectly competitive in our production economy. As
discussed in elementary economics, the notion of competitive markets applies not
only to the markets for goods but also to the factor markets for labor and capital. The
competitive assumption applied to the factor markets means that firms demand
inputs to maximize profits taking as given the market prices of the inputs: the
wage rate paid to labor (w) and rental rate on physical capital (r). No single firm is
large enough to be able to influence market prices when they unilaterally change
their production or input levels. The price of the economy’s single output good is
taken to be one. So we can think of output and revenue as being the same. Therefore,
profit can then be written as Yt � wtMt � rtKt.

Maximizing profits requires that firms hire capital and labor as long as the
marginal benefit (marginal product) exceeds the marginal cost (factor price).
Formally, the necessary conditions for profit maximization are

αAkα�1
t ¼ rt ð2:2aÞ

1� αð ÞAk α
t ¼ wt: ð2:2bÞ

Equation (2.2a, 2.2b) says that, in order to maximize profit, the marginal product of
each input must be equated to its market price, just as in the theory of competitive
factor markets from intermediate microeconomics.

From the perspective of an individual firm, that takes factor prices as given, it
appears that there are two independent Eqs. (2.2a) and (2.2b), to determine one
unknown, k. In general, this situation leads to inconsistent solutions for k—i.e.
different solutions for k from each equation. This is not the case here because of
an important implication of competitive markets: economic profits are driven to
zero. Competition between firms for the available resources will force factor
prices to satisfy these equations, which in turn implies that economic profits are
zero. Thus, (2.2a) and (2.2b) also play a role in determining the market factor
prices and not just k.

To think about this last point further, first notice that we can write the production
function as Yt ¼ Ak α

t Mt. Next, multiply each side of (2.2a) and (2.2b) by Kt and Mt

respectively to get
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αYt ¼ rtKt ð2:3aÞ
1� αð ÞYt ¼ wtMt ð2:3bÞ

Equation (2.3a) shows that the share of output and revenue paid to owners of capital
(by each firm and in the economy as a whole) is the constant, α, an interpretation that
was suggested above. Moreover, if αYt goes to capital owners as a gross rent to
capital, there is just enough revenue left over, (1 � α)Yt, to pay workers the
competitive wage, implying that economic profit is zero.

The connection made in (2.3a, 2.3b) allows us to refer to α and 1 � α as the
capital and labor shares. The fact that the Cobb-Douglas technology, combined with
competitive markets, implies constant factor shares is a strong prediction of the
model. Remarkably, this prediction is approximately consistent with empirical
evidence that shows little trend in factor shares as a country develops.

The two Eqs. (2.2a) and (2.2b) are then profit-maximizing conditions that deter-
mine two variables: the firm’s demand for capital relative to labor and, via the zero
profit condition, one of the factor prices. To determine the remaining factor price, we
need the final requirement of a competitive equilibrium: market clearing. The firm’s
demand for capital per worker must equal the supply of capital per worker coming
from households. We will think of the rental rate on capital as the “price” that clears
the capital market. Then interpreting (2.2a) and (2.2b) as determining the demand for
capital and the competitive wage rate that generates zero profit, we have three
conditions to determine the three unknowns: rt, wt, and kt.

The first step in developing the market clearing condition is to be more explicit
about what we mean by the demand for capital in the production economy. Start
by thinking of the capital-labor ratio on the left-hand side of (2.2a) as the capital-
labor ratio demanded by firms at different rental rates for capital. Call the firm’s
demand for k, k d

t . In period t, firms will enter the capital market to rent capital that
they can use in production. Solving (2.2a) for k, we can write the demand for
capital in period-t as

k d
t ¼ αA

rt

� �1= 1�αð Þ
: ð2:4Þ

Equation (2.4) indicates that as the rental rate required by the market rises, the firm’s
demand for capital declines. This is because, as the cost of capital rises, firms will
shift towards using less capital and more labor in production.

The theory thus far gives us the firms’ demand for capital intensity. Now we need
to develop a theory for the supply of capital in period t. In other words, we need to
discuss who owns the capital and how much capital they are willing to supply to the
market.
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2.2 Household Saving and the Supply of Capital

In our model, households purchase capital as an asset, a type of saving used to
finance retirement consumption. The capital generates funds for retirement con-
sumption purchases when the households rent the capital to firms. So, the supply
of capital referred to at the end of Sect. 2.1 results from older households attempting
to generate income for retirement consumption.

To capture a retirement motive for saving in the simplest way possible, we
assume households live for two periods: one when they are young and working
and one when they are old and retired. This means that in any one period there are
two household-types from distinct generations: a young working household and an
old retired household. Macroeconomic models where different generations operate
as distinct decision-makers in each period are called overlapping generations
models.

Including the saving behavior of households is an important extension to the
Solow model of capital accumulation from undergraduate macroeconomic courses.
In the Solow model saving is treated as an exogenous variable. The economy’s
saving rate is simply assumed to be a constant fraction of total income with no
explanation provided. In contrast, we derive the saving rate from the utility
maximizing behavior of households. When the government is introduced in
Chap. 3, the economy’s saving rate will be influenced by fiscal policy.

2.2.1 The Supply of Labor and Capital

As just mentioned, the supply of capital that is rented to firms is owned by old retired
households. They rent the capital to firms to generate income that finances their
retirement consumption. Once the firms complete production using the capital, the
retired households sell the capital to the young working households that are looking
to save assets to finance their future retirement consumption. The sale of capital
provides further resources for retirement consumption of the current old households.

Formally, the currently old households who own and supply the capital, purchased
the capital as an asset during their working lives in the previous period. In period t� 1,
each young household supplied one unit of labor to firms and earned the wage, wt�1.
With each household supplying one unit of labor, the aggregate supply of labor in each
period is then just the number of young households. In period t� 1, the total supply of
labor to all firms is the total number of young households from that generation,
Ms

t�1 ¼ Nt�1.
The capital supplied per unit of labor results from the household’s saving

behavior, st�1. Young households save in period t � 1 by purchasing output and
treating it like a physical asset that generates income during retirement by supplying
or renting it to firms for use in production during period-t. The firms use this physical
capital to produce output and generate revenue in period t. The firms then return the
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capital, that has been depreciated by use in production, back to households and pay
them the rental rate rt. So, for every unit of capital that households purchase and rent
to firms, they receive back in period t, 1� δþ rt, as their return to saving, where δ is
the fraction of capital that depreciates from use. We somewhat loosely refer to rt � δ
as both the “return to capital” and the “interest rate” on household saving.

The total supply of new capital to the market in period-t is the total saving of young
households in period t�1, st�1Nt�1. To match the demand concept in (2.4), we need an
expression for the capital supplied per worker in period t. The supply of capital per
worker in period t is k s

t � st�1Nt�1=M
s
t ¼ st�1Nt�1=Nt ¼ st�1=n, where n is the

average number of children born in each young household. We treat n as an exogenous
constant. The number of children each household has determines the relative population
size of different generations. For example, if n ¼ 1, then generations are of equal size
and Nt ¼ Nt�1. If n > 1, Nt > Nt�1 and there is positive population growth over time.
Note that the rate of population growth is (Nt/Nt�1) � 1 ¼ n � 1.

In summary, the factors of production supplied by the households in period t, for
hire by firms, are

Ms
t ¼ Nt

and

k s
t ¼

st�1

n
:

To complete the model, we need a theory of st.

2.2.2 Household Saving

We now develop a theory of household saving. Households do not directly benefit
from saving but rather use saving to create their desired lifetime consumption path.
The consumption path that households prefer depends on their attitudes about
consuming now rather than later in life. Household preferences are represented by
a utility function. The utility function captures the household’s preference for
consuming at different points in their lifetime.

We assume that household preferences are represented by a time separable, log
utility function,

U c1t; c2tþ1ð Þ ¼ ln c1t þ β ln c2tþ1:

The single period utility function, lnc, has the familiar characteristic, one you may
recall from introductory economics, of diminishing marginal utility. In other words,
greater consumption increases satisfaction but at a diminishing rate. All increasing
concave functions have this property because their slopes get smaller as the
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argument of the function increases. The natural log function we are using as our
single-period utility function is simply a convenient increasing concave function.

The lifetime utility function includes the satisfaction the household expects to
receive from a particular plan for both current and future consumption, combining
the utility gained in each period of life. The parameter capturing the household’s
preferences about the timing of consumption is the pure time discount factor (β).
Typically, one assumes that β < 1 because people are generally viewed as being
“impatient,” i.e. they weigh utility gained from current consumption higher than
utility gained from future consumption.

The household’s task is to choose a path for consumption that makes U as large as
possible. For a generation-t household, consumption in the first and second periods,
c1t and c2tþ1 determine the value of lifetime utility. Households face constraints that
restrict the consumption paths they can afford. In each period there is a budget
constraint that must be satisfied. In the first period of life, a generation-t household
has its wage (wt) as a source of funds that can be used to purchase output for
consumption (c1t) or for saving (st). This gives the first period budget constraint,
c1t þ st ¼ wt. In the second period, consumption (c2tþ1) is financed by the saving
from the first period, c2tþ1 ¼ Rtst, where Rt ¼ 1þ rtþ1 � δ is the return from owning
physical capital or what sometimes is called the “interest factor.” Note the return
from saving this period is paid next period based on the rental rate that prevails in
that period. In other words the return from st is based on rtþ1. The two single
period budget constraints can be combined to form a single lifetime budget
constraint that requires the present value of consumption to equal the first period
wage, c1t þ c2tþ1/Rt ¼ wt.

Households maximize lifetime utility subject to the lifetime budget constraint.
The solution to this problem gives us the optimal consumption and saving behavior
of a household

c1t ¼ 1
1þ β

wt ð2:5aÞ

c2tþ1 ¼ β

1þ β
Rtwt ð2:5bÞ

st ¼ β

1þ β
wt ð2:6Þ

All behavior is proportional to the household wage, via an income effect. Higher first
period wages make the household want to consume more in both periods. The only
way it can consume more in the second period is to save some of the greater first
period wage income.
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2.2.3 Supply of Capital per Worker

Using Eq. (2.6), dated for a generation-t�1, and the definition of k s
t that was

introduced previously, we can now write the economy’s supply of capital per
worker as

k s
t ¼

β

1þ β

wt�1

n
: ð2:7Þ

The economy’s supply of capital per worker next period is based on the saving per
worker in the previous period and the growth of the economy’s work force. An
increase in the previous period’s wage raises saving because a portion of the higher
wage is consumed and a fraction is put aside to allow consumption in the future to
rise as well.

The extent to which saving and capital supplied raises the capital-labor ratio in the
next period, depends on the growth in the workforce. Greater fertility implies a
higher rate of population growth and a faster growing workforce. As the workforce
next period rises relative to the current workforce, less saving and capital will be
available per worker in the future. Thus, higher rates of population growth lower the
capital-labor ratio by forcing the available capital to be spread over a larger
workforce.

2.3 Competitive Equilibrium in a Growing Economy

Before moving to the determination of the market clearing condition in the capital
market, let’s summarize the key actions taken in period t by each agent.

Firms hire labor, pay each worker wt

rent physical capital per worker, k d
t , pay owners rt per unit supplied

Young

Households supply one unit of labor, receive wt

purchase st ¼ nk s
tþ1 units of physical capital

Old

Households supply st�1 ¼ nk s
t units of physical capital, receive rt per unit

supplied

A market clearing equilibrium in the capital market requires that the firms’
demand for capital per worker equals the supply of capital per worker by old
households, i.e. k d

t ¼ k s
t for all values for t. As in other competitive markets, the

market price is the mechanism for bringing the two sides of the market together. In
the capital market, the market price is the rental rate on capital that is paid by those
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demanding capital and received by those supplying the capital. Market clearing
requires finding a value of rt that equates (2.4) and (2.7) in every period, as sketched
in Fig. 2.1.2

Figure 2.1 is the standard demand-equals-supply way of thinking about how
equilibrium is determined. It is analogous to the “loanable funds” market of saving
and investment commonly used in introductory macroeconomics. Here, the
“demand for funds” is replaced by the direct demand for physical capital to be
used in production. The “supply of funds” results from household saving. The only
way households can save in the model is to directly purchase physical capital and
then rent it to firms to use in production. The behavior of firms and households, in
demanding and supplying capital in a competitive market, determines the equilib-
rium return to capital and the amount of capital traded.

While intuitive, the demand-supply approach has limitations as an analytical tool.
The problem is that it is a static snapshot of a dynamic economy. In general, a
production economy will experience capital accumulation over time. In other words,
the kt determined in the figure will be larger than kt�1. This implies that, using (2.2b),
wt will be larger than wt�1. The increase in wages over time will cause the supply
curve in the figure to shift to the right each period. Thus, the diagram reveals that
growth in the economy is due to the effect of capital on wages. As the capital stock
increases, wages increase. The increase in wages, increases saving and leads to
further capital accumulation. However, there are important details of the growth
process that are not revealed by this essentially static depiction.

Fortunately there is a nice way of displaying the dynamics of the economy more
explicitly. One can substitute the factor price equations from (2.2a, 2.2b), dated for
period t�1, into (2.7) and impose the equilibrium condition k d

t ¼ k s
t to get

0

rt ks

kd

kt

Fig. 2.1 Market clearing
equilibrium in the capital
market

2You can think of the value of rt as actually determined in period t�1. In that period households
make their saving decision based on the firms’ commitments to rent capital in period t and pay the
rental rate rt. In other words, rt is determined in period t�1 based on the savings behavior of
households and the planned investment demands of firms.
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kt ¼ β

1þ β

1� αð ÞAk α
t�1

n
¼ Bk α

t�1, ð2:8Þ

where B � β

1þ β

1� αð ÞA
n

:

Mathematically, Eq. (2.8) is known as a difference equation, which is the discrete-
time analog to the differential equation in continuous time that may be more familiar
from calculus classes. The difference equation highlights the underlying dynamics of
the model that is driven by changes in the capital-labor ratio over time. In economics,
Eq. (2.8) is referred to as a transition equation because it describes how the economy
evolves over time.

The dynamic features of (2.8) can be easily sketched by plotting kt against kt�1 as
in Fig. 2.2. Imagine that the economy begins at kt�1 ¼ k1. To find out what the
capital-labor will be in period 2, move vertically up to the transition equation to find
the value of k one period ahead, k2. In period 2, k2 will now be the initial capital-labor
ratio. To trace the new starting value for k in period 2, move horizontally from the
transition equation to the 45-degree line and then back down vertically to the
horizontal axis. The process then repeats itself over and over until one reaches
kt ¼ �k, where the transition equation crosses the 45-degree line.3 At this point, the
capital-labor ratio remains constant from period to period and the economy is said to
have reached a steady state equilibrium. An algebraic solution for the steady state is
found by setting kt ¼ kt�1 ¼ �k in (2.8) and then solving the equation for �k. The
transition equation given by (2.8) is simple enough to allow an explicit solution for
the steady state capital-labor ratio, �k ¼ B

1
1�α.

The transition diagram reveals an important prediction about economic growth
via capital accumulation. In the early stages of growth, period to period changes in kt
are relatively large and the economy grows fast. Over time, the increases in kt get
smaller and the economy’s growth rate slows down, until growth ceases altogether in

Fig. 2.2 Transitional growth

3The economy never literally reaches the steady state, although it will get arbitrarily close.
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the steady state. From the static demand and supply figure, we know that growth
occurs due to the effect of capital accumulation on wages and saving. What the
transition diagram makes clear is that the effect of capital accumulation on wages
becomes weaker over time. There is a diminishing effect of kt on wt because α is less
than one. When an economy is undeveloped and capital is scarce, the creation of new
physical capital significantly raises worker productivity and wages. However, as the
economy industrializes, the impact of further capital accumulation weakens.4

Notice two things about the steady state. First, as kt grows in approaching the
steady state, we know from (2.2a, 2.2b) that interest rates will be falling and wages
will be rising. Once the steady state is obtained, because kt is constant, interest rates
and wages must also be constant. Thus, the steady state is characterized by constant
interest rates and zero growth in labor productivity, real wages, and consumption. In
many developed countries, the average values of interest rates and returns to capital
have been relatively constant over long-periods of time—suggesting that we might
view the average position of the economy as being a steady state (with some annual
business cycle fluctuations around the economy’s typical or average position).
However, these same economies are observed to experience positive growth rates
in labor productivity and real wages on average. According to our model, if interest
rates show no downward trend, then this positive growth cannot come from
increases in the capital-labor ratio. Where does persistent, long-run growth come
from after the steady state capital-labor ratio is obtained?

2.3.1 Steady State Growth—Technical Progress

One explanation for persistent economic growth is technical progress—that is
increasing knowledge that improves productivity. Technical progress can be thought
of as improved production designs or improved factories and equipment. To grow in
the steady state with the same amount of capital per worker, we have to get smarter
about how we use and design the capital. There are some attempts to explicitly
model the research and development process that leads to technical process, but
often economists treat technical progress as an exogenous variable, as we do here.

Think of technology as the current stock of disembodied blueprints for production
methods and machine designs. The state of technology in period t affects the
productivity of the workforce. We assume that there is an index number, Dt, that
measures the extent to which the state of technology influences the effective
workforce. The effective workforce in period t is defined as Ht ¼ DtMt ¼ DtNt,
which replaces Mt as an input in the Cobb-Douglas production function. When Dt

increases, it raises the effective workforce proportionately. For example, if Dt doubles,

4The weakening effect of the capital-labor ratio on wages, stems from the diminishing marginal
product of capital. As capital accumulates relative to labor, the effect of further capital accumulation
on output and wages gets smaller. Formally, note that the effect of an increase in k on the marginal
product of labor is (1 � α)αAkα�1 ¼ (1 � α)�marginal product of capital.
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and the number of workers remains the same, the effect on production will be the same
as doubling the workforce. We further assume that technical progress is such that Dt

increases from one period to the next at the constant rate, d. Thus, Htþ1/Ht ¼ n(1 þ d),
the effective workforce increases due to both population growth and technical progress.

We can model the firms as choosing Ht and paying a wage rate per unit of
effective labor, wt, a slight change from the previous interpretation. The total wage
payment received by an actual worker will now be wtDt. The factor price equations
given by (2.2a, 2.2b) remain the same, except we now must interpret k as the capital
to effective labor ratio, i.e. k ¼ K/H.

Now let’s think about how the equilibrium and transition equation are altered by
technical progress. The firm’s demand for the capital, which we can think of as a
demand for the ratio of capital to effective-labor, will take the same form as (2.2a).
On the household side, we need only adjust the saving function for the new concept
of household wages to get st ¼ β

1þβwtDt. The supply of capital per effective worker

is defined as k s
t � st�1Nt�1=DtNt. Using the household saving function, the supply

of capital per effective worker can be written as k s
t ¼

β

1þ β

� �
wt�1

n 1þ dð Þ. Finally,
using the factor price equations, the adjusted transition equation becomes

kt ¼ β

1þ β

� �
1� αð ÞAk α

t�1

n 1þ dð Þ , ð2:9Þ

which has the same form as (2.8), except for the presence of 1 þ d in the denomina-
tor of the expression on the right-hand-side of the equation.

Thus, the transitional dynamics of the economy are the same as before. However,
now there is an endogenous source of growth (increasing physical capital intensity)
and an exogenous source of growth (technical progress). When the steady state is
reached, the transitional growth from increasing physical capital intensity is over and
interest rates become constant. However, there will continue to be positive economic
growth from exogenous technical progress. Labor productivity, real wages per
worker (wtDt), and the standard of living (measured by consumption per household),
all increase at the rate d > 0 in the steady state.

2.4 Quantitative Theory

Over the last 40 years there has been an increasing tendency for macroeconomists to
quantify their theoretical models. Quantifying a model means determining numerical
values for the model’s parameters, thereby enabling the model to generate numerical
predictions that can be compared to real world data. This healthy tendency to
develop theories that can be quantified has greatly improved the understanding of
many different phenomena and has created a progressive scientific paradigm within
which to conduct macroeconomic research.
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In this section, we quantify our simple growth model and compare its predictions
to important qualitative patterns we commonly see in the data as economies grow.
We are effectively repeating a version of the exercise conducted in the famous article
by King and Rebelo (1993). They showed that the standard neoclassical model of
physical capital accumulation is not consistent with the pattern of growth rates and
interest rates experienced by the U.S. as it developed.

In most cases it is not possible to use the traditional econometric approach of
parameter estimation (due to a desire to limit the number of variables in the analysis,
the nonlinear structure of the model, or the lack of appropriate data). Instead the
model is calibrated. That is parameters are set so as to allow the model to match
certain targets—observations or previously estimated behavioral responses.5 Once
calibrated, the model can generate predictions about the values of variables that were
not used in the calibration. The predicted values can then be compared against data
to assess the model’s ability to replicate the real world. Failures to replicate impor-
tant real world observations then lead an adjusted model, or an entirely new model,
that provides a better approximation. The model currently providing the best
approximation should be favored to conduct policy analysis, where the effects of
current and proposed government policies are evaluated. Continually pursuing the
most accurate quantitative approximation is the best chance we have of improving
our understanding of economies and policies.

Let’s make these ideas more concrete by calibrating a simple neoclassical model
of physical capital accumulation and then testing its predictions about economic
growth. The transition Eq. (2.9) provides the basic model. The equation contains six
exogenous parameters: α, β, δ d, A, and n. To allow for endogenous growth through
increasing physical capital intensity, we will have to start the economy in an initial
position that is below its steady state. So, an initial value, k1, will also have to be
determined. Finally, the length of each time period in the model must be chosen. In
fact, some parameter values will depend on the time-period choice.

Part of the calibration typically involves matching the steady state of the model to
certain observations (for example, the interest rate or return to capital). Since all
variables in the neoclassical growth model can be related back to k, we will need the
steady state solution of (2.9),

5There are differences of opinion about what qualifies as an appropriate target. Some believe that
calibration should not involve previous econometric estimation. According to this view, all
parameters within a model should be set to match particular data points or statistical moments of
a data set (sample means, variances, and covariances), but not to match econometric estimates found
in the literature. Others broaden the targets to include previous statistical estimates of the model’s
parameters and behavioral responses, even if the model used in the estimation is not the same as the
one used in the calibration. We are comfortable with either approach. The important point from our
perspective is that all quantitative models, however calibrated, should be tested by comparing their
predictions against observations or statistics not used in the calibration process. The fact that these
“tests” or comparisons are not as formal and refined as traditional hypothesis testing in statistics
does not particularly concern us. At this stage in the profession’s understanding of macroeconom-
ics, models that even roughly approximate reality are difficult to find. Hopefully, as our
approximations become more refined, we will need to worry about more formal testing procedure.
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�k ¼ βA

1þ β

1� α

n 1þ dð Þ
� � 1

1�α

: ð2:10Þ

2.4.1 Calibration

In our two-period life-cycle model, the first period is designated the “work-period”
and the second period the “retirement –period.” In this setting, it is often assumed
that each period lasts 30 years. In comparison to the real world, a 30-year period
makes the working life too short and the retirement period too long. The more
periods we allow in the life-cycle, the more realistic the model becomes.

For example, we could instead assume that three twenty-year periods represent a
lifetime, with two working periods (40 years) and one retirement period (20 years).
However, as you add periods, the model becomes more complicated. Each additional
period of life added, also adds a new generation to the economy. In a life-cycle
model where each household lives for three periods, there will be a young, a middle-
aged, and an old household alive in any given time period. The complication of
keeping track of different generations is a clear disadvantage of using an explicit
overlapping generations approach. However, advances in computing are lessening
the disadvantage over time. In this book, we stick with a two-period model because it
is sufficient to generate several important qualitative and quantitative implications.6

With the time period selected, we can begin setting other parameter values. Our
application will examine the model’s ability to explain growth in the U.S. from the
end of the Civil War through the end of the twentieth century. In applying the model,
a useful way to proceed is to create a relatively simple baseline calibration and then
do a sensitivity analysis by examining how results change as we deviate from the
baseline calibration or model specification.

The annual rate of population growth actually fell over this historical period, from
2.3% in the late nineteenth century to about 1% by the end of the twentieth century
(Barro 1997). For the baseline calibration we simplify and set the annual rate of
population growth to be 1% over all periods. Time periods in the model last 30 years,
so the value for population growth in the model is the one percentage point annual
rate of growth compounded for 30 years. The value of n is then chosen to satisfy the
equation n ¼ (1.01)30 ¼ 1.3478.

The capital share of output and income has shown no systematic trend in
U.S. history or across countries at different stages of development today (Gollin
2002). We set α to a commonly estimated value of 1/3. The annual rate of deprecia-
tion on physical capital is estimated to be in a range between 5 and 10% (e.g. Stokey
and Rebelo 1995). We set the annual rate of depreciation to 7%. To translate the
annual depreciation rate into the depreciation rate over 30 years, think about how

6For a further discussion of the issues associated with quantifying overlapping generations models
see Appendix B.
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much capital remains each year after depreciation occurs. In any given year the
physical capital stock at year’s end is 93% of its value at the beginning of the year. If
you start with one unit of capital today, then after 30 years there would be
1 � δ ¼ (1 � 0.07)30 ¼ 0.9330 ¼ 0.1134 units of capital. So, δ ¼ 0.8866.

Note that we can write worker productivity or output per worker as

Yt

Mt
¼ Ak α

t DtMt

Mt
¼ Ak α

t Dt: ð2:11Þ

So we can write the ratio of worker productivity in 1990 to worker productivity in
1870 as

Y=Mð Þ1990
Y=Mð Þ1870

¼ k1990
k1870

� �αD1990

D1870
: ð2:12Þ

For the baseline case, we arbitrarily set d so that exogenous technical progress explains
“half” the economy’s growth. The annual rate of growth in labor productivity from 1870
to 1990 was about 1.6% (Rangazas 2002). With a growth rate of 1.6% per year over
120 years, labor productivity was 6.7180 times higher in 1990 than in 1870. In terms of a
geometric mean, half of this growth is 6.71801/2 ¼ 2.5919. The annual rate of technical
progress needed to generate this much growth is 0.7968%. This means that
1 þ d ¼ (1.007968)30 ¼ 1.2688, or d ¼ 0.2688.

Finally, we set β to match the rate of return to capital. We take the rate of return to
capital to be the rate of return on the Standard and Poor’s 500 over the twentieth
century. The annual real rate of return on this portfolio of stocks averaged 7% over
the twentieth century (Kocherlakota 1996). Due the absence of any trend in the
annual rate of return over the century, we assume that the U.S. economy was close to
its steady state at least by the end of the twentieth century. Thus, we have
1þ �r � δ ¼ 1:0730 ¼ 7:6123. Using (2.2a) and (2.10), we have

β

1þ β
¼

α
1�α n 1þ dð Þ

�r
: ð2:13Þ

Plugging the calibrated values of the other parameters into (2.13) implies
β ¼ 0.1287.

We still have to set the initial value of kt. The idea is to set k1 so that half of the
economy’s growth is explained by capital accumulation (that portion not explained
by technical progress). So, choose k1 to satisfy

k5
k1

� �α

¼ 2:5919: ð2:14Þ

Since both k values in (2.14) are unknown before the model simulation is run, we
have to experiment with values for k1 until we find one that satisfies (2.14).
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By assuming that the economy is close to its steady state in 1990, we can get a good
guess for k1 by using (2.14) to writek1 ¼ �k=17:41. To determine the absolute values of �k
and k1, we need to set a value for A. This parameter is different than the others because it
only scales the level of production. There is no particular reason for us to replicate the
level of production observed in the real world (even the real-world index numbers for
GDP are arbitrary). So, we set A to be one. This implies �k ¼ 0:00937 and, as an initial
guess, k1 ¼ 0.000538.

To summarize, the calibrated parameters are given below.

Calibration

n 1.3478

d 0.2688

A 1.0000

α 0.3333

β 0.1287

δ 0.8866

2.4.2 Historical Simulation

We are now ready to do a historical simulation. Plug the guess for k1 into (2.9) and
let the model generate values for kt. Change the guess for k1 until (2.14) is met. Once
finding values for kt that satisfy (2.14), then compute the predicted interest rates and
labor productivity growth rates. The annualized values of predicted interest rates
(solid line) and growth rates (dashed line) are displayed in Fig. 2.3.

1880 1900 1920 1940 1960 1980

0.02
0.04
0.06
0.08
0.1

0.12
0.14

Fig. 2.3 Simulated U.S. interest rates and growth rates: 1870–2000
Notes: The solid line gives the annualized rate of return to capital and the dashed line gives the
annualized growth rate of labor productivity. The annualized growth rates over 30 year periods were
plotted above the midpoint of the intervals between the periods
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The model predicts high interest rates (14%) and growth rates (3%) for the late
nineteenth century and then a decline in both variables over the twentieth century.
These predictions miss the mark for a number of reasons.

Returns to capital were probably higher in the late nineteenth century than during
the twentieth century. We do not have returns on the Standard and Poor’s 500 that go
back as far as 1870, but the returns on other assets were 2–6 percentage points higher
in 1870 than in the twentieth century. Wallis (2000, Fig. 2.2) reports that real interest
rates on national government debt averaged about 5% in the first half of the
nineteenth century and averaged about 2.5% during the twentieth century.
Barro (1997) reports that real interest rates on commercial paper were 9% from
1840 to 1880, but averaged about 3% during the twentieth century. The model
predicts initial interest rates out of this range, about 7 percentage points higher
than in the twentieth century. Also by 1900, interest rates showed no trend, while
the model predicts a downward trend throughout the twentieth century, espe-
cially in the first third of the century.

The growth rate predictions are even less accurate. Table 2.1 presents estimates of
U.S. labor productivity growth rates for two centuries (Mourmouras and Rangazas
2009). Growth rates showed little trend from 1840 to 2000. In contrast, the model
predicts high growth rates in the nineteenth century and then a steady decline.

The fundamental problem with the standard neoclassical growth model is clear. In
order to satisfy (2.14), the capital-labor ratio must be set well below its steady state
value in 1870. The relatively low capital-labor ratio produces relatively high returns
to capital. The fact that the capital-labor ratio is well below its steady state value
generates high and declining growth rates, as indicated qualitatively by the transition
equation diagram in Fig. 2.2.

The only way to make the model’s predictions more accurate is to set k1 closer to
�k. But this means much less than half the historical growth will be explained by
physical capital accumulation. More endogenous sources of growth are needed to
produce a satisfactory explanation of growth in United States history. One of these
sources is public capital in the form of public schooling, roads, public utilities, and

Table 2.1 Growth rate in output per worker

1820 0.31

1840 1.82

1860 1.32

1880 1.84

1900 1.53

1920 1.40

1940 1.72

1960 2.45

1980 1.58

2000 1.62

Notes: The Table gives annual growth rates in worker produc-
tivity over two centuries of U.S. history. See Mourmouras and
Rangazas (2009) for sources
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other aspects of government infrastructure. The next section extends the model to
include public schooling, an investment in human capital. Chapter 3 adds public
capital more generally.

2.5 Human Capital

One reaction to failure of physical capital accumulation to explain much growth has
been to introduce human capital. Human capital is the knowledge and skill embodied
in a worker that increases productivity. Human capital investments increased dra-
matically over the twentieth century in the United States and many economists view
human capital as an important source of economic growth that is ignored in the
standard model.

While human capital can be formed through a variety of different investment
activities, the primary focus has been on formal education received in schools. This
focus is largely because of data availability. Learning away from school and on-the-
job training are likely important but harder to measure. Investments in worker’s
health should also be included but typically are not.

Table 2.2 presents two measures of formal education investments in children: real
spending per child in primary and secondary school (xt) and the fraction of the year
spent in school by children ages 0–19 years (et). The average time spent in school by
an age cohort rises because children attend school for more years and because there
is a rise in the days attending school per year. School spending per pupil in school
expanded more than 25-fold since 1870 and time spent in school expanded more
than three-fold.

To identify the growth implications of increasing education investments we use a
human capital production function. We extend our effective labor input definition to
now include the impact of education on worker productivity,

Ht ¼ D1�θ1
t xθ1t�1e

θ2
t�1Mt, ð2:15Þ

where θ1 and θ2 are constant parameters that capture the effect of school spending
and student time on human capital. We assume the parameters satisfy the
restriction 0 � θ1 þ θ2 � 1. Note that the model of exogenous effective labor
supply from Sect. 2.3 can be obtained by setting θ1 ¼ θ2 ¼ 0.

Table 2.2 Human capital investments in the U.S.

Investment 1840 1870 1900 1930 1960 1990

xt 1.0 1.0 1.8 4.6 9.5 25.2

et 0.08 0.09 0.11 0.215 0.29 0.30

Notes: School spending is defined as total expenditures per pupil. The first row gives the real
spending per pupil for each year divided by the real spending for the 1870 (Rangazas 2002). The
time investment data are from Lord and Rangazas (2006). The expenditure value for 1840 is
assumed the same as for 1870 because there was little change in spending between 1870 and
1880. The student time value for 1840 is assumed to be the same as for 1850
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To get an initial estimate of the potential importance of education in explaining
historical growth in the U.S. we take the flowing steps.

1. Use the data from Table 2.2 as exogenous education investments. Later in the
Chapter and in Chap. 4 we present theories of human capital investment that can
be used to attempt an explanation of the education data, but one step at a time.7

2. Find reasonable estimates of θ1 and θ2.
3. Use (2.15) as a substitute for the previous notion of Ht and adjust the growth

model used in Sect. 2.3 accordingly.
4. Re-do the historical simulation from Sect. 2.4.

Based on econometric evidence, and consistency with empirical estimates of the
rates of return to human capital investments, reasonable settings for the human
capital production function parameters are θ1 ¼ 0.10 and θ2 ¼ 0.40 (see a complete
discussion in Rangazas 2002). We de-trend the school spending data by writing
(2.15) as Ht ¼ DtMtht, where ht ¼ ~xθ1t�1e

θ2
t�1, with ~xt � xt=Dt. The reason for writing

(2.15) this way is to generate a conservative estimate of the role of education
spending. A big part of education spending is paying teachers. Teachers’ pay rises
when general wages rise in the economy as a whole in order to prevent them from
quitting and working elsewhere. Technological progress is believed to raise worker
productivity and wages primarily in non-teaching occupations. So, technological
progress increases the cost of paying teachers but not their productivity as teachers
(this is known as “Baumol’s Disease”). The de-trended measure eliminates this rise
in cost and better identifies the spending associated with an increase in education
inputs, e.g. smaller class sizes (more teachers) and more books and computers.

Next, treat the new interpretation of Htþ1 just as Dtþ1Mtþ1 was treated in deriving
the transition equation at the end of Sect. 2.3. Using the same algebraic approach
followed previously, the adjusted transition equation with schooling is

kt ¼ β

1þ β

� �
1� αð ÞAk α

t�1

n 1þ dð Þ
ht�1

ht
, ð2:16Þ

where k � K/H. Note, because physical capital intensity is measured relative to the
value ofH, the growth in effective labor supply due to education lowers k in the same
way as d.

The simulation experiment is conducted in the same manner as in the model
without human capital. Let period 0 denote 1840. The initial value of k is
determined by

7One can think of the financing of public school expenditures as coming from a tax on capital or
capital income (similar to the property tax used to finance schooling in the U.S.). When σ ¼ 1, as
with our log preferences, a capital tax has no effect on saving and the transition equation.
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k5
k1

� �αh5
h1

¼ k5
k1

� �α ~x4
~x0

� �θ1 e4
e0

� �θ2

¼ 2:5919 ð2:17Þ

Similar to Eqs. (2.14), (2.17) requires that physical and human capital accounts for
“half” the growth from 1870 to 1990, with the other half accounted for by exogenous
technical progress. Physical capital intensity is now getting help from human capital,
so k1 will not have to be as far below k5 in order to satisfy (2.17) as was necessary
when using (2.14) in our first simulation. This feature should help in eliminating the
counterfactual predictions given in Fig. 2.3. Finally, note that while human capital
investments rose sharply over the period, both education inputs are subject to
diminishing returns because θ1 and θ2 are both significantly less than one. Thus,
there will be two opposing forces on the economy’s growth rates—rising rates of
human capital investment versus diminishing returns to those investments.

Figure 2.4 presents the model’s historical predictions regarding interest rates and
growth rates. The plots of both time series have flattened considerably compared to
the series in Fig. 2.3. Growth rates now show no trend over the entire period and
interest rates no trend over the twentieth century—making both time series more
consistent with the data. Capital accumulation, physical and human, can explain a
2.6-fold increase in worker productivity over this historical period while maintaining
consistency with the time paths of interest rates and growth rates.

The slow growth in human capital inputs caused human capital growth to be slow
before 1900. As a result, much of the model economy’s growth before 1900 was due
to rising physical capital intensity. This is clear from the approximately 2 percentage
point drop in interest rates from 1870 to 1900—within the range of the decline seen
in the historical interest rate data. The late ninetieth century was when the Industrial
Revolution intensified in the United States. During the twentieth century, physical
capital intensity and interest rates showed no trend—in the model and in the data.
The explained growth over this period was due to rising human capital investments.
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Fig. 2.4 Simulated U.S. interest rates and growth rates: 1870–2000—with human capital
Notes: The solid line gives the annualized rate of return to capital and the dashed line gives the
annualized growth rate of labor productivity. The annualized growth rates over 30 year periods were
plotted above the midpoint of the intervals between the periods
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However, worker productivity growth rates in the model showed no trend during the
twentieth century, also consistent with the data, because the diminishing returns to
human capital investments roughly offset the effect of the rising human capital
investments. Overall, the inclusion of human capital significantly improves the fit
to the historical data.

2.6 Intergenerational Transfers

The analysis of Sect. 2.5 did not include a theory of why human capital investment
rose over time to increase worker productivity. This section uses theories of inter-
generational transfers that attempt to explain human and physical investments by
parents designed to increase the wealth of their children. In his presidential address
to the American Economic Association, Gary Becker (1988) encouraged economists
to pay greater attention to the role of the family in their thinking about macroeco-
nomic issues. Becker pointed out how intergenerational transfers between family
members are likely to influence economic growth and alter the effects of important
fiscal policies such as social security and government borrowing. Understanding the
causes and consequences of intergenerational transfers is one of the most important
motivations for taking an overlapping generations approach that recognizes the
generational structure of the economy.

We define intergenerational transfers to be a private transfer of resources from
one generation to another generation. In this section the transfers take two distinct
forms: human capital investments (x) and transfers of physical or financial assets (b).
The assets are identical to the assets used for life-cycle saving, but instead of being
used to increase future income for the household, they are used to increase the future
income of the household’s children.

Human capital investments are in-kind transfers of goods and services designed to
raise the recipient’s productivity by increasing knowledge, skills, or health. The
effect of these in-kind transfers on the child’s market productivity is given by a
human capital production function htþ1 ¼ h(xt). We temporarily ignore time
investments by the children themselves. Time investments can be incorporated
into the framework because parents largely decide how much time their children
spend in school and how much time they spend working to bring income to the
family. Time investment will be added in Chap. 4. With the focus on the endogenous
human capital component of effective labor supply, we also temporarily ignore the
exogenous component of effective labor supply, Dt.

The only assumption about the human capital production function that we will
use in this section is that the derivative of h with respect to x is positive but
diminishing (h0 > 0, h00 < 0), i.e. h is increasing and strictly concave in x. This
assumption means that while spending more on children’s education this period will
always increase their knowledge and productivity next period, when they enter the
labor force, the marginal return to additional educational spending decreases with the
level of expenditures. In other words there are natural limits to the rate at which a
child can accumulate skills and knowledge.
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The distinction between the two types of transfers is important since there are
situations where human and financial investments of equal dollar amounts are not
equivalent in their effect on the recipient’s behavior and wealth. For example, a
dollar spent on a dependent child’s primary and secondary education is generally not
going to have the same economic effect as a dollar invested in a financial asset that is
ultimately bequeathed to the child. In other circumstances the distinction may be less
clear. Is the payment of a child’s college tuition by a parent equivalent to a cash
transfer to the child? The answer is not obvious and will depend on the preferences
and constraints of both the parent and the child. It may also be true that parents value
the two transfers differently. For example, parents may value education for its own
sake, beyond its effect on the child’s future labor productivity in the market.

The accounting relationship between intergenerational transfers and the accumulation
of wealth is made precise by examining the household budget constraints in our
two-period model. Households have n children, an exogenous variable in this chapter,
in the first period of adulthood. During the first period, along with the typical life cycle
consumption and saving choices, parents make human capital investments in their
children and save to make financial transfers to their children when they become
young adults in the next period. The first period budget constraint is

c1t þ st þ n xt þ btþ1ð Þ ¼ Wt, ð2:18Þ
whereWt� wthtþ Rt�1bt is initial wealth and recall that wtht now represents lifetime
earnings with wt interpreted as the wage per unit of effective labor supply.

8 The other
term on the right-hand-side of the initial wealth expression is the physical or
financial asset, plus interest, that the household receives from its parents during
the first period of adulthood. The second period constraint remains the same as
before and given by

c2tþ1 ¼ R1st: ð2:19Þ
In addition to the budget constraints, one important additional constraint is

needed. It is assumed that parents cannot accumulate debt that their children are
legally bound to pay (a legal restriction that exists in most societies). This means
there is a nonnegativity constraint on financial transfers

btþ1 � 0: ð2:20Þ

8Note that the acquisition of financial assets occurs in the first period of adulthood and the financial
transfers are made in the second period of adulthood. Thus, the transfers are made when both
generations are alive. Transfers of this type are called inter vivos transfers, as opposed to bequests
that are transferred at death. In our model, where we assume (i) perfect certainty, (ii) perfect life-
cycle credit markets, and (iii) no strategic interactions between generations, the timing of financial
transfers is irrelevant. However, the timing of transfers can matter when these conditions are not met
(see for example, Bernheim et al. (1985) and Cox 1987).
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We next turn to two different approaches to modeling why parents make inter-
generational transfers. The first approach assumes parental altruism, parents care
about the welfare of their children. The altruistic approach provides an interesting
and rich theory, but also one that is technically demanding. Less advanced students
should skip to the second theory of transfers. This theory assumes that parents
receive utility, a “warm glow”, directly from the transfers they make to their
children.

2.6.1 Altruism

One natural way to explain why intergenerational transfers occur is to assume that
parents are altruistic, i.e. that they care about their children’s welfare as adults. An
important way of modeling altruism assumes that parents care about their adult
children’s lifetime utility. We call this type of altruism Barro-Becker altruism named
after the two economists who introduced the concept (Barro 1974; Becker 1974). As
we shall see, this particular way of modeling altruism has very interesting
implications, ones that have had a major effect on the development of macroeco-
nomic theory.

Barro-Becker altruism implies a utility function for the generation-t parent of the
form, Ut þ βVtþ1(Wtþ1), where Ut is utility from the consumption of the generation-
t household, which we take to be of CES form developed in Problem 7 throughout
our discussion, and V is the maximum attainable utility of the next generation. The
function Vtþ1 depends on Wtþ1 because it’s the utility attained when adult children
maximize their utility subject to their initial wealth and market prices.9 We assume
that parents cannot directly affect the choices of their adult children, but they can
have a significant effect on their children’s initial wealth and therefore on V. The
value function is discounted by parents because the adult utility of their children is
generated in the future and the parents have a positive rate of time preference. It is
also possible that parents care more or less about their adult children’s welfare than
their own. In this case, the generational discount factor would differ from the pure
time discount factor, but the qualitative conclusions would be the same.

9In microeconomics, the maximum attainable utility function is called an indirect utility function. In
the pure life cycle version of our model, with no altruism, an indirect utility function is easily
obtained. Take the optimal consumption choices of the household (5) and substitute them back into
the CES utility function. For example, if we do this for the case of σ ¼ 1, we get the very simple

indirect utility function U∗
t ¼ β ln β þ 1þ βð Þ ln 1

1þ β
þ 1þ βð Þ lnwt þ β lnRt . With altruism,

things are not nearly so simple. This is because generation-t’s utility depends on generation-
tþ1’s utility, which depends on generation-t þ 2’s utility, and so on. As we shall see, in this case
Vt cannot be found directly. Instead it is implicitly defined by a difference equation in the function
Vt— what is known as a Bellman equation. In this case, Vt is called a value function and solving for
this function is tricky business. Stokey and Lucas (1989) provide a general discussion of the
conditions under which the value function exists, is unique, and is differentiable with respect to
initial wealth.
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We are now ready to formally lay out the optimization problem for the altruistic
household. The generation-t altruistic household chooses life-cycle consumption and
intergenerational transfers to maximize

Ut þ βVtþ1 Wtþ1ð Þ, ð2:21Þ
subject toWtþ1 � wtþ1htþ1 þ Rtbtþ1 and the generation-t lifetime budget constraint,
formed by combining (2.18) and (2.19), along with (2.20). The problem can be
solved in two steps. First, for given values of the transfer variables, the solution for
life-cycle consumption essentially follows as before

c1t ¼ Ψ1t Wt � n xt þ btþ1ð Þð Þ ð2:22aÞ
c2tþ1 ¼ βRt½ �σc1t, ð2:22bÞ

Where wealth available for generation-t consumption is now reduced by transfers
made to their children. The life-cycle consumption choices can then be substituted
back into (2.21), making it solely a function of the intergenerational transfer choices.

Second, (2.21) can be maximized with respect to the transfer choices. The first
order conditions for the transfer choices are

n Wt � n xt þ btþ1ð Þð Þ�1=σΨ�1=σ
1t ¼ βV 0

tþ1h
0
tþ1 ð2:23aÞ

n Wt � n xt þ btþ1ð Þð Þ�1=σΨ�1=σ
1t � βV 0

tþ1Rt ð2:23bÞ
The left-hand-side of each equation is the marginal cost of making a transfer to
children measured in terms of forgone consumption and utility of the parent. The
right-hand-side is the marginal benefit of the transfer measured in terms of the
resulting rise in lifetime wealth and utility of the adult child. The inequality in
(2.23b) includes the possibility that a nonnegative financial transfer may not be
optimal. If not, (2.20) binds and (2.23b) becomes a strict inequality with the
interpretation that the marginal cost of the financial transfer at btþ1 ¼ 0 is greater
than the marginal benefit.

Note that solving this maximization problem gives us the maximum attainable
utility, or value function, of the current generation,

Vt Wtð Þ ¼ max Ut þ βVtþ1 Wtþ1ð Þf g:
This equation implicitly defines the value function and is known as the Bellman
equation. The Bellman equation allows us to obtain the following result (see
Appendix A)

V 0
tþ1 ¼ Wtþ1 � n xtþ1 þ btþ2ð Þð Þ�1=σΨ�1=σ

tþ1 ¼ c�1=σ
1tþ1 , ð2:24Þ
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The derivative of the value function is just the marginal utility of consumption.
Using (2.24), the first order conditions given by (2.23a, 2.23b) can be presented and
discussed intuitively for the two possible cases,

unconstrained transfer equations

wtþ1h
0 xtð Þ ¼ Rt ð2:25aÞ

c1tþ1 ¼ βRt=n½ �σc1t ð2:25bÞ
or

constrained transfer equations

btþ1 ¼ 0, ð2:26aÞ
c1tþ1 ¼ βwtþ1h

0 xtð Þ=n½ �σc1t: ð2:26bÞ
If the optimal financial transfers are positive, then human capital investments are

unconstrained. This allows the investments to be productively efficient in the sense
that the return on human investment is equated to the return on physical investment.
Parents invest in their children until the rate of return to human capital is driven
down to the rate of return on physical capital. At that point any further intergenera-
tional transfers are in the form of physical or financial assets.

In the efficient case, human capital investment is completely determined by
(2.25a), independent of consumption choices and household wealth. In addition,
when the generations are linked by financial transfers, one gets the familiar Euler
condition, (2.25b), where the growth of consumption over time (actually over
generations in this case) is determined by the return to capital—perfectly analogous
to the optimal pattern of life-cycle consumption growth in (2.22b).

Desired financial transfers may also be negative, i.e. parents may want to leave
debt for their children to repay. In this case (2.20) binds and there is a strict inequality
in (2.23b). Now the human capital investment decision cannot be separated from the
household’s consumption choices; (2.22a, 2.22b) and (2.26b) must be solved simul-
taneously. Under these circumstances, the wealth of the current generation becomes
a determinant of human capital investment. Combining (2.23a) and (2.23b) shows
that this situation is productively inefficient, because the rate of return on human
capital investment exceeds the rate of return on financial assets. However, the current
generation cannot “afford” to invest more in their children’s education, which is why
they want to raise both their own consumption and human capital investment in their
children by leaving debt for their children to pay. The legal restrictions forbids this,
so they are forced to set btþ1 ¼ 0. If parents could invest more, by setting btþ1 ¼ 0,
then xt would rise and h

0
would fall until (2.25a) is satisfied. This situation implies

that the ratio of consumption of the next generation to the consumption of the current
generation would also fall.
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2.6.2 Explicit Household Level Solutions in Some Special Cases

To go further in uncovering the behavioral implications of adding altruistic transfers
we now solve the model for some special cases. For most of the special cases, we
also assume that the economy is in a steady state with zero technical progress, so that
rt ¼ r and wt ¼ w. This assumption serves to simplify the notation considerably.

2.6.2.1 Exogenous Human Capital
To isolate the role of financial transfers, assume that human capital is exogenous and
constant, and, for simplicity, set h¼ 1. Under this assumption, a household can only
help its descendants by giving them financial transfers. In this case the constrained
solution, with btþ1 > 0 for all t, reverts back to the pure life-cycle solution—with no
links between the generations. To solve the unconstrained case, with btþ1 > 0 for all t,
we begin by writing out the lifetime budget constraints for the first two generations

c1t þ c2tþ1

R
þ nbtþ1 ¼ wþ Rbt ð2:27aÞ

c1tþ1 þ c2tþ2

R
þ nbtþ2 ¼ wþ Rbtþ1: ð2:27bÞ

Solving for btþ1 in (2.27a), substituting into (2.27b), and rearranging gives

c1t þ c2tþ1

R
þ n

R

� �
c1tþ1 þ c2tþ2

R

h i
þ n

R

� �
nbtþ2 ¼ Rbt þ wþ n

R

� �
w: ð2:28Þ

Notice that we could solve (2.28) for bt þ 2 and substitute the solution into the
generation-t þ 2 version of (2.27a, 2.27b) to get a version of (2.28) for three
generations of the family.

Proceeding in this way, by successively substituting into the lifetime budget
constraints of future generations, produces a budget constraint for the entire “family
dynasty,”

c1t þ c2tþ1

R
þ n

R

� �
c1tþ1 þ c2tþ2

R

h i
þ n

R

� �2
c1tþ2 þ c2tþ3

R

h i
þ � � � ¼ W1, ð2:29Þ

where W1 � Rbt þ wþ n
R

� 	
wþ n

R

� 	2
wþ � � �. Thus, W1 is the wealth of the entire

family dynasty, a well-defined value provided that rate of return on assets exceeds
the sum of population growth rate and the growth rate in wages (zero in this case)
over time.

The left hand side of (2.29) can be simplified by using the Euler equation for life-
cycle consumption, (2.22b), to get

Ψ�1
1 c1t þ n

R

� �
Ψ�1

1 c1tþ1

 �þ n

R

� �2
Ψ�1

1 c1tþ2

 �þ � � � ¼ W1: ð2:30Þ
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Next, use (2.25b), the Euler equation that applies to generations, to express con-
sumption for each generation in terms of consumption for the first generation to get

Ψ�1
1 c1t 1þ n

R

� � βR

n

� �σ
þ n

R

� �2 βR

n

� �2σ
þ . . .

( )
¼ W1: ð2:31Þ

The geometric sum in the curly brackets is finite provided βσ n
R

� 	1�σ
< 1 or

βσ=ð1�σÞ < R
n. If R > n , then this condition holds if σ � 1 and β � 1 Under these

conditions, Eq. (2.22a, 2.22b) then gives us the solution

c1t ¼ Ψ1 1� βσ
n

R

� �1�σ
� �

W1, ð2:32Þ

which says the consumption of the current generation is a function of its wealth and
the wealth of all future generations as well. Once the current generation makes its
consumption choice, then by using (2.25b) we can find the consumption of every
member of the family dynasty. Thus, the current generation determines the family
consumption path into the indefinite future. In this sense, the current generation
behaves “as if” it is “infinitely-lived”.

The infinitely-lived agent model is perhaps the dominant model for studying
macroeconomics because it allows one to avoid treating each generation as a distinct
household. Being able to ignore the generational structure of the economy is a very
handy simplification, especially when you have many generations co-existing in the
same period. In Problem 21, you will see that the infinitely-lived model allows the
entire economy’s behavior to be determined by a single representative agent.

However, the assumptions that must hold for the infinitely-lived agent to be valid
are strong. In particular, intergenerational transfers must be strictly motivated by
Barro-Becker altruism and financial transfers must be nonzero for all generations.
Evidence presented in Sect. 2.7 suggests that these assumptions do not generally
hold. Yet, for some purposes, the convenience of the infinitely-lived agent model
may be useful without doing obvious harm to the analysis. For example, to study
business cycles each period must represent a year or even a quarter of a year. Thus,
you cannot aggregate time as we have in the two-period life-cycle model. If each
period corresponds to a year, then the life cycle of an adult must contain 50–60
periods. This, in turn, means that many generations will be present in each period of
the model. It simplifies the analysis greatly if this generational structure can be
ignored. In addition, business cycles do not cause resources to be shifted across
generations in any obvious systematic fashion. Here, the argument for the infinitely
lived agent model is convincing. For other issues, in particular long-run issues that
involve significant transfers of resources across generations, use of the infinitely-
lived agent model can be very misleading.

It is possible to derive an explicit solution for the optimal financial transfers. This
solution adds additional insights and gives a sense of the dramatic implications of
assuming intergenerational altruism. Using (2.22b), (2.27a), and (2.32) we get

42 2 Overlapping-Generations Model of Economic Growth



nbtþ1 ¼ Wt � 1� βα
n

R

h i1�σ
� �

W1: ð2:33Þ

Holding W1 constant, an increase in Wt will raise transfers to children one for one.
Note if W1 is constant and Wt increases, then the wealth of future generations must
have fallen in present value by the amount that Wt rose (so as to maintain W1). In
this thought-experiment, the rise in the wealth of the current generation is entirely at
the expense of future generations. The current generation acts to exactly offset the
exogenous reallocation of the dynasty’s wealth by transferring the entire increase in
Wt back to future generations. It does this by increasing transfers to its children.
Thus, any exogenous reallocation of dynasty wealth is completely undone by
endogenous intergenerational transfers in the opposite direction.

Next consider a rise in W1, holding Wt constant. In this thought experiment,
intergenerational transfers fall. To see the intuition, if W1 increases while holding
Wt constant, then one or more future generations in the dynasty must have experi-
enced a rise in wealth. The only way that the current generation can share in the rise
in dynastic wealth is by reducing transfers to the future generation, allowing its
consumption to rise as indicated by (2.32).

Finally, consider a rise in Wt with no change in the wealth of future generations.
In this case,W1 rises by the same amount as the rise inWt. The change in transfers is
βσ n

R

� 	1�σ
< 1 times the change in Wt. Thus, part of the rise in the wealth of the

current generation is consumed and part is transferred to future generations to allow
their consumption to rise.

2.6.2.2 Endogenous Human Capital
Adjusting the unconstrained solution above to allow for endogenous human capital
is straightforward. Begin by re-introducing (2.25a), the efficiency condition that
requires equal rates of return on human and physical assets. Let’s assume a specific
form for the human capital production function, htþ1 ¼ Θxθt , where Θ > 0, 0 < θ < 1.
Now (2.25a) gives the following explicit solution for xt

xt ¼ Θθw
R

� � 1
1�θ

: ð2:34Þ

Notice again that, in the unconstrained case, the solution for human capital invest-
ment is simple. It involves equating the returns on the two assets and does not require
any knowledge about the generational or dynastic wealth that determines consump-
tion. Higher market wages raise the return to human capital investment, so invest-
ment must rise until the rate of return is driven back down to the interest rate. A rise
in the interest rate causes a shift away from human capital investment, until its rate of
return is driven up to the interest rate.

We complete the unconstrained solution by solving for consumption. Take the
solution from (2.34) and define the new variable
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bw � wΘ
Θθw
R

� � θ
1�θ

� n
Θθw
R

� � 1
1�θ

, ð2:35Þ

which is the productively efficient lifetime wage income of the current generation
minus the investment needed to ensure that the next generation also receives the
efficient level of lifetime wages. Next, just substitute bw for w in the expression for
W1 in (2.32). This substitution replaces the expression for wages assuming exoge-
nous human capital with an expression for wages assuming endogenous human
capital, net of the expenses of producing human capital across generations. After this
substitution, the form of the solution for first period consumption of the current
generation is the same as in the exogenous human capital case. Consumption of
subsequent generations then follows from the generational Euler conditions given by
(2.25b). Optimal financial transfer behavior will again be given by (2.33).

The constrained case is more difficult due to the interaction between household
wealth and human capital investment. However, if we specialize a bit more, by
assuming σ ¼ 1, then an explicit solution is still possible. To obtain a solution, we
use what is known as a guess-and-verify method. First, an educated guess about the
form of the solution is made and then the solution is verified to satisfy the Bellman
equation. It is similar to a situation where you think you know the answer to an
algebraic equation and then you substitute the answer back into the equation to make
sure the equation is satisfied.

In order to see the full logic, and the recursive approach used to find a solution, we
relax the steady state assumption and allow rt and wt to vary across generations.
Experience with models assuming logarithmic preferences suggests that a good
guess for the value function is

Vt Wtð Þ ¼ E þ 1þ β

1� βθ

� �
lnWt þ β ΦR

t þ 1þ β

1� βθ

� �
Φw

t

� �
, ð2:36Þ

where E is an undetermined constant, ΦR
t �

X1
i¼1

βi�1 lnRtþi�1 and

Φw
t �

X1
i¼1

βi�1 lnwtþi. Notice that (2.36) bears a resemblance to the simple indirect

utility function, associated with the pure life-cycle model without altruism, given in
footnote 6. It is the experience in solving similar problems that forms the basis for
making guesses in more complicated settings.

To verify that this does indeed represent a solution, go through the steps given in
Problem 22. In working out the problem, you will find that the optimal solution for
human capital investment is

xt ¼ βθWt

n
: ð2:37Þ

44 2 Overlapping-Generations Model of Economic Growth



The constrained solution provides a sharp contrast to the unconstrained solution
given by (2.34) for two reasons. First, human capital investment in children now
depends on wealth. Second, the relevant wealth concept is once again the wealth of
the current generation of parents and not the wealth of the entire family dynasty.
Thus, despite the presence of altruistically motivated investments in children, the
family is not connected as completely as in the unconstrained case. The wealth of the
current household constrains investment in its children.

2.6.3 Warm Glow

Another approach to modeling intergenerational transfers is to assume that parents
get utility, or a “warm glow,” directly from making the transfers as opposed to
getting utility from the effects of those transfers on their children’s adult welfare. The
warm-glow approach assumes that parents get direct satisfaction from taking care of
their children and satisfying their sense of duty as good parents, or perhaps from the
recognition they get from other adults in doing so. It also allows for the possibility
that they enjoy giving one kind of transfer more than another. For example, they may
prefer investing in their children’s education more than giving them a saving bond,
even when the effect on the child’s wealth is the same in both cases.

An example of warm-glow preferences is given by the following utility function,

Ut ¼ ln c1t þ β ln c2tþ1 þ ψ ln htþ1 þ ξ ln btþ1 ð2:38Þ
where ψ and ξ are nonnegative preference parameters. The household values the
human capital of children and the financial transfers to children, directly and
independently.10

Under the warm-glow approach, the household maximizes (2.38) subject to the
lifetime budget constraint associated with (2.18) and (2.19), and the human capital
production function htþ1 ¼ Θxθt , to generate the following equations for optimal
transfers.

btþ1 ¼ ξ

1þ β þ θψ þ ξ

Wt

n
ð2:39aÞ

xt ¼ θψ

1þ β þ θψ þ ξ

Wt

n
: ð2:39bÞ

Both transfers are simply fractions of household wealth.

10Often, when the focus of the analysis is on intergenerational transfers, the life-cycle feature of the
model is dropped. Households are modeled as living only a single period of adulthood in which they
consume and make transfers to their children. We will see examples of these models in future
chapters.
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Contrasting (2.39a, 2.39b) to the transfer behavior when assuming altruism
reveals several important differences. Households always make financial
transfers—parents never find it optimal to give no financial transfers to their adult
children. In addition, financial transfers are no longer affected by the household
wealth of future generations in the family, as they were in (2.33). Under the warm-
glow assumption, parents will not attempt to compensate for exogenous changes in
their children’s wealth.

The presence of financial transfers across generations does not imply that human
capital investments are productively efficient as in (2.34). Depending on the wealth
of the parents, human capital investments can be less than or greater than the
efficient level. Some empirical researchers have concluded that marginal educational
investments in most primary and secondary school students in the U.S. yield rates of
return, in terms of future adult earnings, that are far below the rate of return on
financial assets. This observation is inconsistent with the altruistic model, but not
with the warm-glow model. As indicated, parents may value education for reasons
beyond its impact on the wages of its adult children. If household wealth and the
preference parameter ψ are sufficiently large, then the optimal human capital invest-
ment will exceed the productively efficient level, and the rate of return to educational
investment will be below the rate of return on physical assets.

Finally, note that (2.37) and (2.39b) are quite similar. This is an important point.
From the perspective of modeling human capital investments in children, assuming
warm-glow preferences is similar to assuming altruism when the bequest constraint
is binding. A binding bequest constraint is relevant because of the absence of
intergenerational loan markets. Thus, warm-glow preferences are a convenient
way of capturing the absence of intergenerational loans for human capital investment
in children.

2.7 Related Literature

The first two-period overlapping generations model with physical capital and pro-
duction was due to Diamond (1965). It has become one of the two workhorse models
of macroeconomics. Unfortunately, most students are not exposed to this model, or
any other model built on microeconomic foundations, as undergraduates. If the
model does not sound familiar, you may want to read a more elementary undergrad-
uate text along side of this book. An excellent intermediate undergraduate textbook
treatment of the overlapping-generations model is provided by Auerbach and
Kotlikoff (1998). Farmer and Schelnast (2013) provide a nice introductory graduate
treatment of the overlapping-generations model, with a special focus on international
trade. More advanced and more general treatments of the overlapping-generations
model can be found in Azariadis (1993) and de la Croix and Michel (2002). These
are important books for graduate students who want to concentrate on
theoretical work.
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The overlapping generation model was extended to include altruistic intergener-
ational transfers by Barro (1974), Drazen (1978) and Becker (1981, 1988). If the
nonnegativity constraint on financial transfers is ignored, altruism provides a justifi-
cation for infinitely lived agent model, the other workhorse model of macroeconom-
ics. Barro (1997) provides an intermediate undergraduate treatment of
macroeconomics using the infinitely-lived agent model. A more advanced under-
graduate textbook that covers the overlapping-generations model and the extension
to include intergenerational transfers is Lord (2001). Graduate treatments of the
infinitely lived agent model include Romer (2001) and Acemoglu (2009).

A large empirical literature has developed to test the implications of altruistically
motivated transfers. Most econometric tests indicate that either financial transfers are
not motivated by altruism alone or that altruistic financial transfers are not operative
for significant fractions of the population. See, for example, the papers by Wilhelm
(1996) and Altonji et al. (1997). The finding that the intergenerational credit market
is imperfect due to binding non-negativity constraints on financial transfers is
consistent with empirical results suggesting that parent’s lifetime resources affect
the level of investments in their young children (Cunha and Heckman (2007)).

There are other reasons, not examined here, for intergenerational transfers. Some
transfers are unintended or accidental. Individuals save for their own retirement, but
die earlier than expected. The remaining wealth is often left to children. For analysis
and applications of models with unintended transfers, start with articles by Davies
(1981), Abel (1985), and Hurd (1989). In addition, some transfers may be
intentionally made for strategic reasons. In particular, parents might accumulate
wealth that is potentially bequeathed to children in order to elicit services from
them when they are adults. For more reading on strategic bequests, begin with
Bernheim et al. (1985) and Cox (1987).

Calibrated dynamic general equilibrium models were first used in public finance
to examine the effects of tax reform (Summers (1981) and Auerbach et al. (1983))
and in macroeconomics to explain business cycles (Kydland and Prescott (1982)).
Calibration methods have since been extended to every area of macroeconomics. For
a general discussion of the approach, including additional applications, see Kydland
and Prescott (1996), followed by a critique from Hansen and Heckman (1996).

The calibration experiment we presented in Sect. 2.4, that uses the model with
physical capital to explain economic growth, is based on King and Rebelo (1993).
The extension to include human capital in Sect. 2.5 is based on Rangazas (2000,
2002). Cordoba and Ripoll (2013) and Manuelli and Seshadri (2014) offer quantita-
tive theories where human capital accumulation is the dominant determinant of an
economy’s labor productivity. An alternative approach that stresses the connection
between TFP and broad notions of capital, emphasizing the knowledge embodied in
firms rather than individuals, has been developed by Parente and Prescott (2000).
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2.8 Exercises

Questions

1. Define the following concepts and give an example of each.
(a) technology
(b) capital
(c) physical capital
(d) human capital

2. Explain the meaning of (2.2a) and (2.2b). What variables are determined by
these two equations?

3. Let’s relate the discussion of the firm to something you know well. Think of the
physical capital stock as fixed, as in the short-run model of the competitive firm
from introductory and intermediate microeconomics. Sketch the marginal prod-
uct of labor as a function of the employment level of a firm. Next, add the
competitive market wage rate to the diagram. Finally, locate the firm’s profit-
maximizing employment level. How does the profit-maximizing demand for
labor change if there an increase in the firm’s capital stock? An increase in A?
An increase in the market wage? In forming your answer, only think about how
an individual firm’s demand for labor would change.

4. Explain the differences between rental rate, rate of return on capital, and
interest rate.

5. Explain how each of the following affects current consumption, future con-
sumption, and saving: (a) wages, (b) return to capital, and (c) the preference
parameter β.

6. How is Fig. 2.1 altered by an increase in wt�1? An increase in n? Explain your
answers intuitively.

7. Explain why an increase in this period’s capital stock causes an increase in next
period’s capital stock. Why does the linkage become weaker as the economy
accumulates more capital?

8. As the economy moves toward the steady state from below what happens to its
growth? What happens to the growth rate if it heads to the steady state from
above?

9. Suppose that economy A and economy B have identical structures (production
technologies, preferences, and population growth rates), but economy A has a
higher capital-labor ratio. Which country is “richer”? Which country grows
faster? Your answer explains what is known as conditional convergence.
Show, by example, that if two countries do not have identical structures that
absolute or unconditional convergence is not guaranteed. See Sect. 3.8 of
Chap. 3 for more discussion of convergence concepts.

10. Why is it clear that the model must include technological progress in order to
match empirical data?

11. Explain why a high rate of population growth will make a country poor.
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12. How does an increase in exogenous technological change affect capital inten-
sity, interest rates, and labor productivity? In what way is it similar to the effects
of an increase in population growth and in what way is it different?

13. Let the annualized value of d be defined as da. Assume that da ¼ 0.01.
(a) What is d if each period in the model last 30 years? (Hint: recall how rt

and r at are related from Problem 3)
(b) What is the annualized growth rate of worker productivity, Yt/Mt, in the

steady state? In thinking about this question it may help to refer to the
results of Problem 16.

(c) What can you say about the annualized growth rate in worker produc-
tivity as the economy approaches the steady state from below?

14. Explain what it means to calibrate a model. Briefly describe the calibration of the
model of physical capital accumulation in Sect. 2.4. Mention how each parame-
ter was set. How was the initial value of k determined?

15. Discuss the design and the results of the calibration experiment when the model
of physical capital accumulation was used to historically replicate growth in the
U.S. from 1870 to 1990.

16. What is human capital? What are the two inputs used to produce human capital
in Sect. 2.5? If θ1 ¼ 0.10 and θ2 ¼ 0.40, what is the ratio of human capital per
worker in 1990 relative to 1870?

17. Discuss the design and the results of the calibration experiment where the model
of physical capital accumulation was extended to include human capital.

18. Give an example of a human capital transfer and a financial transfer. When
would a parent’s payment of college tuition be equivalent to a financial transfer
to the child? Do government-guaranteed college loans alleviate the effects of the
legal restriction that parents cannot leave debt to their children?

19. If intergenerational transfers are altruistically motivated, explain why human
capital investments are productively efficient if financial transfers are positive,
but are inefficiently low if financial transfers are zero.

20. Suppose that intergenerational transfers are unconstrained. Intuitively guess
what happens to c1t and c1tþ1 when Rt increases. To make your guess note
that (2.25b) has exactly the same form as the expression for the optimal ratio of
future to current consumption over the life-cycle (see 2.22a, 2.22b and Problem
6). Suppose now that households are constrained. Based on analogous reasoning
used to make guesses about the effects of an increase in Rt, use (2.26b) to guess
what happens to c1t, c1tþ1, and xtþ1 when wtþ1 increases.

21. Under special assumptions, Eq. (2.37) gives an explicit solution for constrained
human capital investments. Use your answer toQuestion 20 to explain why wtþ1

does not enter the equation.
22. Assume that intergenerational transfers are altruistically motivated and that

financial transfers are positive. Explain what happens to human capital
investments in children and financial transfers if.

(a) Wt increases by one unit and W1 is held constant.
(b) W1 increases by one unit and Wt is held constant.

Repeat the exercise when (i) financial transfers are zero and then again when
(ii) transfers are motivated by warm glow.
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23. Explain why (2.37) and (2.39b) are similar despite the fact that they are
generated by two different assumptions about intergenerational transfers.

24. Under each of the motives for intergenerational transfers explain if and when
investments in human capital can be greater than the productively efficient level.

25. Based on the results of this chapter, offer an explanation for the stylized growth
facts, G1 and G5.

Problems

1. Show that (2.1) exhibits the neoclassical properties of diminishing marginal
productivity and constant returns to scale.

2. Derive Eqs. (2.2a, 2.2b) and (2.3a, 2.3b). How are they related?
3. The time periods of the model are rather abstract, representing an entire working

life, say 30 years. We interpret rt as the compounded rental rate earned over the
30 year period. We can think of an annualized rental rate, r at , by introducing the

definition, 1þ rt ¼ 1þ r at
� 	30

.
Suppose that the annualized return to capital is 7.4% or r at ¼ 0:074. Assum-

ing that A ¼ 1, and α ¼ 1/3, find the numerical values for the following
variables that are consistent with a perfectly competitive equilibrium
given this particular value for r at
(a) rt
(b) kt
(c) wt

(d) economic profit
Assuming the same value for r at , redo the calculations if A ¼ 30. Intuitively

explain the effect on (b)-(d) of assuming the higher value for A.
4. What is total income in the model with capital and production? Show that the

value of output is equal to the value of income.
5. Derive the optimal life-cycle behavior given by (2.5a, 2.5b) and (2.6).
6. Sketch the lifetime budget constraint of a household, c1t þ c2tþ1

Rt
¼ wt, with the

two choice variables, c1t plotted on the horizontal axis and c2tþ1 on the vertical
axis. What happens to the diagram if Rt increases? Conceptually decompose
how the diagram is affected by an increase in Rt in terms of (a) opportunities for
consumption in both periods and (b) the opportunity cost of current consump-
tion in terms of forgone future consumption. Intuitively think about how (a) and
(b) affect the optimal choice of consumption in the first period—the effect of
(a) is called the income or wealth effect and the effect from (b) is called the
substitution effect. Why are the names for the effects appropriate? What must be
true about these two conceptual effects of an increase in Rt to be consistent with
the optimal choice of c1t given in (2.5a)?

7. We can generalize household preferences by using a Constant Elasticity of
Substitution (CES) utility function,
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ut ¼ U c1t; c2tþ1ð Þ ¼
c1�1=σ
1t � 1

� �
þ β c1�1=σ

2tþ1 � 1
� �

1� 1=σð Þ :

The new parameter is the intertemporal elasticity of substitution (σ). The
intertemporal elasticity of substitution is a measure of the individual’s will-
ingness to substitute current for future consumption when the relative price of
future consumption falls. Subtracting 1 from each consumption term is done
for purely technical reasons. It allows the commonly used logarithmic utility
function, ln c1t þ β ln c2tþ1, to appear as a special case when σ ¼ 1 (see the
Technical Appendix section A.5).

Show if households maximize the CES lifetime utility function subject to the
lifetime budget constraint, the solution gives us the following optimal con-
sumption and saving behavior.
(a) c1t ¼ Ψ1twt

(b) c2tþ1 ¼ Ψ2twt

(c) st ¼ Ψ1tβ
σRσ�1

t wt,

where Ψ1t � 1

1þ βσRσ�1
t

< 1 and Ψ2t � βσRσ
t

1þ βσRσ�1
t

:

The relative strength of the income and substitution effects identified in Problem
6 is determined by σ. The greater is the value of σ the stronger is the
substitution effect and the weaker is the income effect. When σ ¼ 1, the
income and substitution effects cancel exactly and the saving rate become a
constant fraction of wages.

8. Starting from the definition of ks, derive Eq. (2.7).
9. Show that if we use the saving behavior with the CES preferences from Problem

7 that the transition equation becomes

kt ¼ 1� αð ÞAk α
t�1

n

1

1þ β�σ 1þ rt � δð Þ1�σ

" #
:

10. Starting with the adjusted definition of ks, derive the transition Eq. (2.9).
11. How do we know that the transition equation will be concave in Fig. 2.2? The

concavity of the transition function establishes three crucial properties of the
steady state equilibrium: (i) existence (there is a steady state), (ii) uniqueness
(there is only one steady state with k > 0), and (iii) dynamic stability (if you start
away from the steady state you will always move toward it). Use the diagram to
explain this.

12. Transition Paths I
Under the following parameter assumptions: A¼ n¼ 1, d¼ 0, β ¼ 1/2, α¼ 1/3,

and an initial capital intensity of k0 ¼ 0.0500, compute the values of kt over
the next 5 periods using (2.9). What is the exact value of kt in the steady state?
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13. Transition Paths II
Use the same assumptions as in Problem 12, but now let A ¼ 10. Compute the

values of kt over the next 5 periods and in the steady state. Use a transition
equation diagram to contrast the solutions to Problems 12 and 13.

14. Transition Paths III
Use the same assumptions as in Problem 13, but now let n ¼ 1.5. Compute the

values of kt over the next 5 periods and in the steady state. Use a transition
equation diagram to contrast the solutions to Problems 13 and 14.

15. Transition Paths IV
Use the same assumptions as in Problem 13, but now let d ¼ 0.5. Compute the

values of kt over the next 5 periods and in the steady state. Use a transition
equation diagram to contrast the solutions to Problems 13 and 15. What is the
difference between Problems 14 and 15?

16. In the model, adjusted for technological progress, the production function
becomes Yt ¼ AK α

t H
1�α
t .

(a) If we redefine kt as kt � Kt/Ht, show Yt ¼ Ak α
t Ht.

(b) Show worker productivity is Yt=Mt ¼ Ak α
t Dt

17. Using a calculator or a computer, reproduce the values associated with the
historical simulation displayed in Fig. 2.3. Note that the period growth factor,

one plus the period growth rate, is Y=Mð Þtþ1
Y=Mð Þt ¼ ktþ1

kt

� �α
Dtþ1
Dt

. To get the annual

growth rates in the figure you must calculate annualized value of the period
growth factor.

18. Use the results of Problems 7 and 9 to derive the transition for ktwhen σ 6¼ 1 and
there is exogenous changes in Ht through changes in Dt. Redo the numerical
exercise in Problem 17 when σ ¼ 0.50. Note, using a similar approach to that
described in the text, you will have to select a new initial value of k1 to generate
the required total growth by period 5. Explain the difference in the paths of kt
when σ ¼ 0.50 and when σ ¼ 1.

19. Use the results of Problem 7 and let δ ¼ 1 and σ ¼ 2�α
1�α. Derive an explicit

transition equation for kt in terms of kt�1. Sketch the transition equation as
accurately as you can.

20. Derive the financial transfer equations under the two motives for intergenera-
tional transfers. In particular, use (2.22b), (2.27a), and (2.32) to derive (2.33).
Next, maximize (2.38) subject to the household lifetime budget constraint to get
(2.39a).

21. Assuming that (i) intergenerational transfers are altruisticallymotivated and (ii) the
non-negativity constraint on financial transfers does not bind, derive aggregate
consumption in period-t in terms of the behavior of a “representative agent,”whose
consumption behavior is a function of the dynasty’s wealth. First note that
aggregate consumption in period-t is Ct � Ntc1t þ Nt�1c2t ¼ Nt c1t þ c2t

n


 �
. Next

use (2.22b) and (2.25b) to get Ct¼ κNtc1t, where κ � 1þ nσ�1 and c1t is given by
(2.32). This shows that aggregate consumption is proportional to the consumption
of a single representative agent, the current young adult of the family dynasty.
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22. Take a deep breath and complete the following steps to verify that (2.36) and
(2.37) are indeed the solution to the constrained-problem with human capital
when σ ¼ 1.
(i) Write (2.36) for generation-t þ 1 instead of generation-t.
(ii) Substitute your answer to (i) for V(Wtþ1) in (2.21).
(iii) Use the relationship between future and current life-cycle saving (see, for

example, 2.5a, 2.5b) to write Ut solely in terms of c1t and then in terms of
Wt and xt by using the lifetime budget constraint associated with (2.18) and
(2.19) (remember that σ ¼ 1 and btþ1 ¼ 0)

(iv) Now you have the objective function in (2.21) written solely in terms of the
choice variable xt. Show the first order condition for maximizing (2.21)
with respect to xt yields (2.37).

(v) Finally, substitute (2.37) back into the objective function from (iv) and
show that V(Wt) is in fact (2.36). This is done by organizing all the constant
terms into a term labeled E, and then forming three other expressions that
group terms involving Wt, human capital rental rates, and interest rates.
Careful, this is probably the most difficult part.

23. An alternative way of thinking about equilibrium is to focus on the goods market
rather than the capital market. In the simple model of physical capital accumulation,
with no human capital or technological progress, the goods market clearing condi-
tion just says that the supply of goods or output, Yt, must equal the demand for
consumption and investment goods, Ct þ Ktþ1 � (1 � δ)Kt, so that

Ct þ Ktþ1 � 1� δð ÞKt ¼ Yt,

where, as in Problem 21, you must think of Ct as the total consumption of all
generations. We can write this as a transition equation in the capital-labor ratio by
dividing by Mt and rearranging a bit to get

nktþ1 ¼ Ak α
t � 1� δð Þkt � Ct

Mt
:

Show that in the two period overlapping generation model, this condition is equiva-
lent to the transition Eq. (2.8) that was derived from the capital-market equilibrium
condition.

Appendix

A—Derivative of the Value Function

Substituting (2.22a, 2.22b) back into Ut gives
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Ut ¼ Ψ1t Wt � n xt þ btþ1ð Þð Þ½ �1�1=σ

1� 1=σ
þ β

βRtð ÞσΨ1t Wt � n xt þ btþ1ð Þð Þ½ �1�1=σ

1� 1=σ

¼Ψ�1=σ
1t

Wt � n xt þ btþ1ð Þð Þ1�1=σ

1� 1=σ
:

Next, denote the optimal choices of the intergenerational transfers with an asterisk so
that we can write

Vt Wtð Þ ¼ Ψ�1=σ
1t

Wt � n x∗t þ b∗tþ1

� 	� 	1�1=σ

1� 1=σ
þβVtþ1 Wtþ1H x∗t

� 	þ 1þ rtþ1ð Þb∗tþ1

� 	
:

Note that the optimal intergenerational transfers are in general functions ofWt (in the
constrained-case, financial transfers are zero and thus do not depend on Wt). How-
ever, because the derivative of the right-hand-side with respect to these choices is
zero, then we may ignore these indirect effects of Wt when differentiating Vt with
respect to Wt (in the constrained-case, the derivative is taken only with respect to
human capital investments). Thus, the derivative of the value function with respect
toWtincludes only the direct effect, working through Ut in the first expression above.
This result is a general one, and is known as the envelope theorem. Equation (2.24) is
the envelope theorem applied to Vtþ1(Wtþ1).

B—Many-Period Models

In models that extend beyond two periods, it is easier to proceed by thinking of the
equilibrium or market clearing condition in terms of goods rather than capital. The
two ways of thinking about things are actually equivalent, but the exposition is easier
if we conduct the discussion in terms of goods (see Problem 23). This is especially
true if one wants to contrast the infinitely-lived agent approach with the overlapping
generations’ approach. To reduce notation, we will limit the discussion to the simple
model of physical capital accumulation with no human capital or technical progress.
In addition, the key points can be made for the case with σ ¼ 1.

As shown in Problem 23, using the goods market approach allows the transition
equation for the economy to be written as

nktþ1 ¼ Ak α
t � 1� δð Þkt � Ct

Mt
:

In the overlapping-generations model with two period lifetimes, this equation
reduces nicely to a first-order difference equation (Problem 23). This is because
the right-hand-side can be reduced to the consumption behavior of a single genera-
tion whose consumption depends only on period-twages and thus only on kt. The old
generation consumes all its income. As a result, their income and their consumption
are equal and cancel from the right-hand-side of the transition equation.
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However, with more periods of life there will be more generations on the right-
hand-side, whose income is less than their consumption, i.e. who save by purchasing
capital. The consumption behavior of these generations will depend on wages earned
before period-t. For example, think of a model with five periods of life—four
working periods and one retirement period. The aggregate consumption behavior
on the right-side sums over five different generations. In general, it is only the
generation who is retired that will “cancel out.” The saving of other generations
will generally not be zero, so all variables that affect their consumption behavior will
appear in the transition equation.

Consider the next oldest generation, who is in the last period of its working life.
This generation’s working life began three periods ago. Their consumption behavior
in period-t will depend on the wages they earned in each of those periods. Thus,
wages as far back at period t�3 will appear in the transition equation. The wages in
each period are determined by the capital-labor ratio from that period. This implies
that the transition equation will be a fifth-order difference equation, including the
variables, ktþ1, kt, kt�1, kt�2, kt�3. The important point is that the state variables, here
the capital-labor ratios, characterizing the economy increase as the number of
periods of the life-cycle increase. This curse of dimensionality raises the computa-
tional complexity of the model when the number of periods in the life-cycle is large.

In contrast, if one assumes that the generations are linked by intergenerational
financial transfers, the transition equation of the economy is a second order differ-
ence equation, no matter how many periods in the life-cycle are included. To see this,
first note that as long as financial intergenerational transfers link the generations
together, then we can write Ct¼ κNtc1t (see Problem 21). As periods in the life-cycle
are added, only the value of κ changes. For example, κ ¼ 2, with two periods of life,
and κ ¼ 5, if there are five periods of life.

Next, solve for c1t using the goods-market version of the transition equation to get

c1t ¼ Mt

Ntκ
Ak α

t � 1� δð Þkt � nktþ1

 �

:

Now substitute into (2.25b) to get

Ak α
tþ1 � 1� δð Þktþ1 � nktþ2


 � ¼ β 1þ αAkα�1
tþ1 � δ

� 	
n

" #
Ak α

t � 1� δð Þkt � nktþ1

 �

,

This is a second-order difference equation in kt that is completely independent of the
number of periods in the life-cycle. Thus, the infinitely-lived agent simplification is
able to avoid the dreaded curse of dimensionality. A very nifty and useful result.

The lesson is that if you want to do computations, use the infinitely-lived agent
approach whenever you can get away with it (e.g. business cycle analysis). Unfortu-
nately, the evidence suggests that for the issues we examine in this book, those that
directly focus on private intergenerational transfers and government policies that
transfer resources across generations, one must stick with the overlapping
generations approach.
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Fiscal Policy 3

This chapter highlights the important role played by the government in jump starting
and sustaining economic growth. The government provides the country’s infrastruc-
ture or public capital—laws, roads, education, public health, and utilities—that
secure property rights and raise the productivity of private capital. Growth in public
capital keeps the marginal return to private capital from falling dramatically during
industrialization, helping to explain G1. The need for government to lay the founda-
tion for growth helps explain the vast differences in experiences of developing
countries after WWII, summarized in G6. Growth Miracles and Growth Disasters
are largely driven by especially good and especially bad government policy.

3.1 Introducing the Government

We now introduce fiscal policy into the model to study its impact on economic
growth. For simplicity, assume a single source of government revenue; a tax rate
levied on wage income (τt). On the spending side, we focus on government
purchases. Government purchases include the purchase of privately produced
goods, both consumption and investment goods, and the employment of government
workers that provide public services.

The most common situation analyzed in macroeconomics is where the govern-
ment purchases a private consumption good that is used by government employees (
Cg
t ). For concreteness, one can think of direct consumption purchases as food,

uniforms, weapons, and equipment provided to the military.
Of particular importance to our analysis is government capital such as roads,

ports, public utilities, and public schools, or even the intangible capital comprised of
the nation’s laws that protect property rights (Gt). Recall from Sect. 2.4 of Chap. 2,
that even when we attempted to calibrate the annual depreciation rate on private
capital realistically, the period depreciation rate in our model was close to one. We
set δ¼ 1 throughout and also assume that government capital depreciates completely
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after one period. This means that choosing next period’s public capital stock is the
same as choosing this period’s government investment in public capital.

Finally, there are the wages paid to government officials (wtDt). The government
work force is a fraction (ς) of the private work force of young households that are
employed by firms. The total number of young households in period t is now (1þ ς)
Nt. Other than the fact that the government officials work for the government rather
than for private firms, they are identical to private households; earning the same
wage and possessing the same preferences. Wages paid to government employees
are recorded as a ond type of government consumption purchase.

The sources and uses of funds are summarized and connected via the government
budget constraint for period t

τtwtDt 1þ ςð ÞNt ¼ Cg
t þ wtDtςNt þ Gtþ1: ð3:1Þ

The left-hand-side is the total revenue from the wage tax. The right-hand-side
presents the uses of funds: the two types of government consumption and investment
in public capital.

3.1.1 Government Capital and Private Production

We need to model the contribution of government capital to private production. As
before, the Cobb-Douglas production function is

Yt ¼ AK α
t Htð Þ1�α, ð3:2Þ

where Ht ¼ DtMt ¼ DtN. For notational simplicity, no population growth is assumed
in the next two sections (n ¼ 1). However, now the productivity index (D) is a
function of exogenous disembodied technology (E) and endogenous public capital
per worker (G/((1 þ ς)N)) and is given by

Dt ¼ E1�μ
t Gt= 1þ ςð ÞNð Þð Þμ, ð3:3Þ

where 0 < μ < 1 is a constant parameter that determines the effect of public capital on
output in the same manner as α does for private capital. We assume that E progresses
at the exogenous rate q. In addition to this exogenous technological progress, public
infrastructure raises the productivity of the private sector. Public education and
public health raise worker productivity. Roads and property right protection free
resources for production that otherwise would have spent commuting to work,
delivering intermediate and final goods, and securing assets.

It is most descriptively accurate to assume that public workers also draw on the
services of public infrastructure. For this reason, they also contribute to the dilution
of public capital and lower the value ofG/E(1þ ς)N. To keep the notation simple we
will sometimes assume that public capital is only used by private workers when it
does not affect the key points we are trying to make.
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Physical capital intensities are now defined per worker that uses the capital after
adjusting for the exogenous source of productivity, E. We define public capital
intensity as g � G/E(1 þ ς)N and private capital intensity as k � K/EN. The full
productivity index given by (3.3) can then be written as Dt ¼ Etg

μ
t .

With the new definitions of physical capital intensity, output per worker is

Yt= 1þ ςð ÞN ¼ AK α
t Etg

μ
t N

� �1�α
= 1þ ςð ÞN ¼ AEtg

μ 1�αð Þ
t k α

t = 1þ ςð Þ:
There are now five determinants of worker productivity, three from before and two
new ones:

A unmeasured features of an economy that do not change on a regular basis but
that affect the level of productivity (natural resources, climate, reliance on
markets vs a command economy approach to allocate resources)

Et state of technology or knowledge about production that evolves steadily over
time (firm organization, production methods, machine design)

gt publicly provided capital and infrastructure (roads, public education, property
right protection)

kt private physical capital (plant and equipment)
ς relative size of public sector employment that may provide unmeasured

services but does not directly raise private production (soldiers, bureaucrats,
public officials)

Firms continue to operate in perfectly competitive factor and output markets. As
before, they rent physical capital and effective workers to produce output and
maximize profits, Yt � wtHt � rtKt. The profit-maximizing factor mix must satisfy

rt ¼ αA Etg
μ
t N

� �1�α
Kα�1

t ¼ αAgμ 1�αð Þ
t kα�1

t ð3:4aÞ

wt ¼ 1� αð ÞA Etg
μ
t N

� ��α
K α

t ¼ 1� αð Þg�μα
t Ak α

t , ð3:4bÞ
Note that the complementary nature of public capital as a productive input means the
marginal product of capital is increasing in gt, roads increase the productivity of
private inputs. If kt and gt both rise over the course of development, there need not be
a marked decline in the return to private capital. Also, remember wt is the rental rate
paid to a unit of effective labor. The full wage paid to an actual worker is
wtDt ¼ 1� αð ÞAEtg

μ 1�αð Þ
t k α

t . In summary, on the production side of the economy,
the key new feature is that public capital positively affects the marginal product of
private inputs and factor prices.

3.1.2 Households and Taxes

There are (1 þ ς)N young households in each period. The households are standard
two-period life-cycle savers with the same preferences as before. With fiscal policy
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they now face a wage tax rate (τ) when young. The household’s lifetime budget
constraint is given by

c1t þ c2tþ1

Rt
¼ 1� τtð ÞwtDt: ð3:5Þ

Maximizing the log utility function from Chap. 2, subject to (3.5), yields the
following consumption and saving functions in the presence of taxes

c1t ¼ 1� τtð ÞwtDt

1þ β
ð3:6aÞ

c2tþ1 ¼ βRtc1t: ð3:6bÞ

st ¼ β 1� τtð ÞwtDt

1þ β
: ð3:6cÞ

Taxes reduce lifetime wealth and consumption. Taxes also reduce first period
income flows used to finance saving.

3.1.3 Capital Market Equilibrium and Fiscal Policy

Beyond the fact that the wage tax lowers household saving, the form of the capital
market equilibrium condition remains unaffected,

Ktþ1 ¼ 1þ ςð ÞNtst: ð3:7Þ

3.2 Government Purchases

We are ready to think about how government purchases affect economic growth.
The two types of expenditures are examined separately: first government consump-
tion purchases are analyzed and then we move on to government investment
purchases. When examining consumption purchases, we further simplify notation
by assuming no technological progress: Et � 1 and q ¼ 0.

3.2.1 Government Purchases–Consumption of Private Goods

First further simplify by assuming ς ¼ μ ¼ 0 to eliminate discussion of public
employment and government investment. If all the government does is purchase
private consumption goods, the government budget constraint is τtwtN ¼ Cg

t .
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The taxes paid by each worker can then be written as τtwt ¼ cgt , where c
g
t � Cg

t =N,
government consumption per household.

The capital market equilibrium condition is

Ktþ1 ¼ N
β

1þ β
1� τtð Þwt: ð3:8Þ

After substituting for τtwt and dividing by N, the transition equation for private
capital intensity is

ktþ1 ¼ β

1þ β
1� αð ÞAk α

t � cgt
� �

: ð3:9Þ

An increase in government consumption purchases raises the wage tax and lowers
private savings. The decline in savings lowers the funding for purchases of private
capital and the transition equation shifts down, resulting in less economic growth
and lower steady state levels of kt and yt. Government consumption might be needed
to provide important services—soldiers need to be fed and equipped to provide
national defense—but there is a cost in lower worker productivity.

3.2.2 Government Purchases–Consumption Via Public
Employment

The payment to government officials for their services is a second type of govern-
ment consumption purchase. If we set ς > 0and only examine government employ-
ment, the government budget constraint becomes, τtwt(1 þ ς)N ¼ wtςN, so
τt ¼ τ ¼ ς/(1 þ ς). The tax rate simply reflects the relative size of the government
employment share.

The capital market equilibrium condition is again given by (3.8). After
substituting for τ and dividing by N, the transition equation with government
employment purchases is

ktþ1 ¼ β

1þ β
1� αð ÞAk α

t : ð3:10Þ

Equation (3.10) is precisely the transition equation found in an economy with no
government. The presence of a government sector that absorbs the economy’s labor
does not affect the capital-labor ratio or the productivity of workers in the private
sector. An increase in ς does raise the wage tax, which lowers saving of private
households and private capital accumulation. This effect is offset by the fact that the
tax revenue is used to pay public sector workers who save at the same rate as private
households. There is no change in national saving.

However, the government does divert labor from private sector production. Total
output is Yt ¼ ytN ¼ Ak α

t N, so output per worker in the economy as a whole is
Yt= 1þ ςð ÞN ¼ Ak α

t = 1þ ςð Þ. Output and income per capita falls as the government
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sector becomes relatively larger, as does the after-tax wealth of households, (1 � τ)
wt ¼ wt/(1 þ ς). These results depend on the government workers not being directly
productive or at least their production is not measured as output. Think again of
soldiers that do not produce goods directly but that provide unmeasured protection
services for the country. The more soldiers used to provide protection services, the
fewer private goods are available per young household.

Recall from introductory economics that national income accounting attempts a
crude measure of the value of untraded government services by using the wages paid
to public employees. Our concept of output only includes private goods because
public officials in the model do not directly provide any services. Thus, in our model
the higher is ς, the lower is private output per worker (private and public).

3.2.3 Government Consumption Purchases

If we combine our results so far we can draw conclusions about the combined cost of
both types of government consumption, e.g. the cost of hiring, feeding, and equip-
ping the army. We know the private consumption good purchases needed to feed and
equip the army will raise the nation’s consumption rate, lower savings and private
capital accumulation, as well as future worker productivity. In addition, hiring
soldiers diverts the work force away from the production of private goods. So,
government consumption causes the country to have fewer, and less productive,
workers devoted to making private goods. In providing national defense, as with all
types of government consumption, one needs to account for the costs in terms of
forgone private good production and consumption—the “guns and butter” trade-off.

3.2.4 Government Purchases–Investment Goods

Now let’s ignore government consumption and focus on government investment. To
re-introduce the effect of public capital on Dt, assume μ > 0. With government
investment purchases only, the government budget constraint becomes τtwtDtN ¼
Gtþ1, which implies

gtþ1 ¼ τtwtDt: ð3:11Þ
The capital market equilibrium condition yields the following transition equation

ktþ1 ¼ β

1þ β
1� τtð ÞwtDt, ð3:12Þ

similar to before, except now there is the presence of Dt, which is a function of gt.
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Combining (3.11) and (3.12), we see that public capital is proportional to private
capital,

gtþ1 ¼
τt

1� τt

1þ β

β
ktþ1: ð3:13Þ

The proportionality between the two types of capital results from the fact that
wages provide a common source of funding for both types of capital; i.e. wages
determine both private saving and the government’s tax base. Think of the tax rate as
being constant over time to simplify thing a bit. Using (3.4b) and (3.13), dated for
period t, allows us to write (3.12) as the following transition equation for private
capital,

ktþ1 ¼ κkαþμ 1�αð Þ
t , ð3:14Þ

where κ � 1� αð ÞA β 1�τð Þ
1þβ

h i1�μ 1�αð Þ
τ½ �μ 1�αð Þ. The steady state value of kt is

�k ¼ κ
1

1�α�μ 1�αð Þ.
There are two important differences between (3.14) and previous transition

equations. First, the exponent on kt has increased. The larger exponent makes the
transition equation less concave and reduces the growth slowdown as capital
accumulates—use a sketch of a transition equation that is less flat than in Chap. 2
to verify this (also see Problem 12). Recall from Sec. 3.2.4, that the sharply
diminishing output growth rates and interest rates were problematic predictions of
the neoclassical growth model. The fact that public capital rises with private capital
reduces this problem, helping to smooth growth rates over the transition to the steady
state and thereby providing a better fit to the historical experience of developing
economies. The intuition is that as private and public capital move together, the rise
in government capital raises the marginal product of private capital, reducing the
force of diminishing returns.

Second, the leading coefficient of the transition equation, κ, is a function of the
tax rate. One can show that the tax rate that maximizes the coefficient, and therefore
the height of the transition equation, is τ∗ ¼ μ(1� α). Tax rates above or below τ∗
will fail to maximize growth in private capital intensity. Tax rates that are too low do
not generate enough public capital and tax rates that are too high cost too much in
reduced private saving. The tax rate τ∗ just balances these opposing effects to make
private capital as large as possible. The connection between tax rates and the growth
in the private capital stock suggests that the size of government can be too small or
too big from the perspective of maximizing a country’s growth rate. See Problems
3 and 6–8 for more details. The chapter Appendix and Problems 9–11 discuss the
best tax rates for achieving other objectives.
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3.3 Public Capital and Productivity

We assume that public capital raises worker productivity, i.e. that μ > 0. There is an
empirical literature that attempts to test this assumption. The concept of public
capital is quite broad and can include physical infrastructure, the stock of basic
research knowledge, human capital acquired via public schooling, and even the
intangible capital reflected in a country’s laws and regulations—including the rules
and procedures for implementing them. Empirical studies typically use national
income accounting measures of public capital that are limited to physical infrastruc-
ture. Although there is some debate over the exact estimate of μ, most studies finds a
positive and statistically significant effect of public infrastructure on output.

The classic empirical study of the productivity effects of public infrastructure was
conducted by David Ashauer (1989). His approach allowed for a direct measure of μ,
the output elasticity of public capital, which he estimated to be as high as 0.40.
Subsequent research attempted to verify his findings, using different data sets and
econometric approaches, and found a somewhat lower elasticity. Glomm and
Ravikumar (1997) survey the empirical work in the decade following Ashauer’s
study and conclude that a more reasonable estimate might be 0.20. In an update of
his earlier study, Ashauer (2000) found estimates close to 0.30. Several more recent
studies also find estimates clustering around 0.30 (see the survey in Bivens (2012)).

It would be useful to have estimates of the effects that extend beyond public
physical infrastructure. Less tangible types of public capital may have output
elasticities that differ from physical infrastructure. Ideally one would decompose
public capital into its different components. For example, a recent study has
estimated a parameter very similar to μ that measures the human capital elasticity
of public school spending. Interestingly, Manuelli and Seshadri (2014) find a public
school spending elasticity estimate of about 0.30. Their estimate is based on an
assumption that public school spending has a rate of return similar to that of private
physical capital, about 7%. Heckman and others argue that, at the levels of school
spending seen in developed countries, the marginal rate of return to public school
spending in the average community is much lower than 7% (Heckman and Krueger
(2005)). This is consistent with the historical analysis of Rangazas (2000, 2002) who
finds a public spending elasticity of less than 0.20.

Another measurement issue in empirical studies is related to the quality of
public capital and government corruption (Chakraborty and Dabla-Norris
(2011)). As discussed in the introduction, large portions of the funds officially
budgeted for public investment are never actually invested but instead are
siphoned off for consumption by public officials and private contractors. In
addition, the effectiveness of the public capital that does exist is influenced by
how it is maintained and operated by government bureaucrats. This issue not only
applies to infrastructure, power plants, and water and sewage facilities, but also
to public schools where teacher absenteeism is a problem. The inability to control
for these measurement issues will create a downward bias in the estimates of
output effects from public capital.
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3.4 Pure and Impure Public Capital

Thus far we have assumed that public capital is a private good, similar to private
capital. With private capital, if one worker drives a tractor or operates a computer,
then it is not possible for another worker to use the same equipment to produce
output. For some types of public capital, the analogy to private capital is not
accurate. If a producer is using a public road, this may not inhibit another producer
from using the same road, at the same time, in any significant way.

If the transportation services provided by the road are not affected by the total
number of producers using the road, then the road would be a pure public good—no
“crowding” or reduction of services occurs as the number of producers served
increases. Roads, while not pure private goods, are not pure public goods either
because when the road becomes sufficiently busy with traffic, the total number of
producers using the road does reduce the transportation services provided per
producer. Roads, and many other types of public capital, are best viewed as impure
public goods where crowding can occur.

This discussion affects the modelling of the production function that relates
public capital to output. If public capital were a pure public good, instead of a
private good as in (3.3), we would write the labor productivity index as

Dt ¼ E1�μ
t Gμ

t ð3:15Þ
where now the total public capital stock determines the productivity of an individual
producer, independent of how many producers there are in the economy.

A more general way of writing the productivity, that includes pure private and
pure public goods as special cases, introduces impure public goods,

Dt ¼ E1�μ
t

Gt= Ntð Þξ
� �μ ð3:16Þ

with 0 � ξ � 1. The parameter ξ gauges the public goods nature of public capital. If
ξ ¼ 1, then public capital is a private good, as in the case of private capital. If ξ ¼ 0,
then public capital is a pure public good. For 0 < ξ < 1, we have an impure public
good, where some crowding occurs.

Now we need to think about how taking the simple route of modeling public
capital as a private good, when in fact it is more accurate to model it as a impure
public good, affects the analysis. Toward this end, note that we can write (3.16) as

Dt ¼ E1�μ
t

Gt

Ntð Þξ
Nt

Nt

 !μ

¼ �Etg
μ
t ð3:17Þ

where �Et ¼ Et Ntð Þ 1�ξð Þμ. The general productivity index in (3.17) has the same form
as (3.3), but with an adjusted expression for exogenous technological change. This
means, even if public capital is an impure public good, we can continue to model it
as a private good. However, the adjusted technological progress will increase with
population size. For a given ratio of public capital per producer, a larger economy
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will generate more output per producer. This is because the producers, at least to
some extent, can share the total public capital, and with more producers there is a
greater total public capital stock for any given value of g2. Note that the sharing
effect diminishes with population size because (1 � ξ)μ < 1. So, for large
populations, variations in population size do not affect worker productivity very
much, when g2 is held constant.

The lesson here is that we can model public capital as a private good and use
(3.3), but we have to remember that the technology index is a function of population
size if public capital has public good characteristics. For most of our analysis, this
consideration will not be important.

3.5 Capital Accumulation in an Open Economy

We have been working under the assumption that the economy is perfectly closed to
international trade. Suppose now that private capital owners have the option of
investing their capital across borders. The simplest way to introduce an international
market for funds is to assume a sufficiently large number of countries are trading
with each other. When many countries are engaged in trade, it may be reasonable to
assume that the international market for funds is perfectly competitive at the level of
an entire country. A single country is so small relative to the entire market that they
take the international interest rate as an exogenous variable beyond its influence.
This assumption is most accurate for smaller economies, so an open economy model
with an exogenous international interest rate for funds is called the small open
economy model.

Assume that the domestic capital owners reside in a small open economy. The
perfectly competitive international rental rate on physical capital is an exogenous
variable denoted by r∗. The capital owner’s return to investing capital in foreign
countries is then 1� δþ r∗. If instead the capital is invested domestically, the return
is 1� δþ αAKα�1

t DtNtð Þ1�α. In equilibrium these two returns must be the same.
Taking the same steps followed in (3.4a) to write the domestic marginal product

expression in capital intensive form, the open economy equilibrium requires that
r∗ ¼ αAgμ 1�αð Þ

t kα�1
t . We can then solve for the open economy domestic capital

intensity as

kt ¼ αAgμ 1�αð Þ
t

r∗

" # 1
1�α

: ð3:18Þ

Notice that there are no variables related to the domestic country’s national saving
(such as β or wage taxes). When foreign direct investment is possible, national
saving does not affect capital intensity. If the fundamentals determining the return on
capital are attractive (high values for A and g), foreign saving will flow into the
country to build up the domestic capital stock. This suggests that a country may want
to focus its policies more on the foundations of a high marginal product of capital
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than on increasing national saving. For example, in an open economy a wage tax that
finances public infrastructure is particularly appealing because the drop in private
saving will not drive up domestic interest rates and crowd out private investment—in
fact the improved public infrastructure will unambiguously attract private capital
from abroad.

The problem with this strategy is that a low saving country can become quite
dependent on the conditions in international loan markets. If high saving countries
begin supplying fewer funds to international markets, r∗ will increase, causing a fall
in the k of a low saving country. This is precisely a danger for the United States.
Fiscal policies in the United States have reduced national saving and increased
dependence on foreign saving (see Ivanyna et al. (2018)). Several forces suggest
that shortages of international funds will develop in the future that may significantly
raise r∗, hurting international borrowers such as the United States.

3.5.1 Open Capital Markets and Growth in Developing Countries

While capital scarcity should attract funding from abroad, the empirical evidence
supporting the connection between open capital markets and economic growth is
inconclusive (see, for example, Kose et al. (2009)). One reason an open capital
market might not attract foreign funding for investment in a developing country is
that an unusually low capital-labor ratio does not necessarily imply an unusually
high return to investment.

To see this point explicitly, note from (3.4a) and (3.18) that the marginal product
of capital is not only a function of k but is also a function of A and g. If a capital
scarce country also has low levels of TFP or public infrastructure, the domestic
marginal product of capital could be lower than the equilibrium return to capital in
global capital markets. To generate the high return that attracts foreign capital, a
country must have policies that support adequate levels of human and public capital.

The inconclusive empirical findings have inspired more thinking about why the
growth effects of open capital markets have been difficult to identify. Recent
research has focused on (i) new mechanisms through which growth may be indi-
rectly promoted from openness (ii) a more detailed examination of the different
forms of foreign investment and (iii) pre-conditions that a country might need in
order to benefit from foreign investment (similar to the discussion in the preceding
paragraph).

One type of indirect mechanism that has been considered is the connection
between opening capital markets and domestic policies. In particular, some argue
that the decision to open a country’s capital market can act to discipline the country’s
monetary, fiscal, and regulatory policies to be more “pro-growth,” so that the country
can successfully compete for international capital. For example, Chap. 5 discuss this
possibility using an overlapping generations growth model very similar to the one
used in this chapter. A key difference is that the Chap. 5 model includes an
endogenous theory of fiscal policy. We show that the optimal fiscal policy changes
when an economy opens its capital market. In the open economy, private capital
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formation is more responsive to tax rates and public capital. This creates an incentive
to lower tax rates and to increase the share of a given budget that it devoted to public
investment, which not only attracts foreign capital but also increases growth directly.

Foreign investment can be decomposed into portfolio investment—financial
capital supplied when foreign investors purchase domestic stocks, bonds, and bank
accounts, and direct investment—physical capital that is financed and managed by
foreign multinational firms. Recent findings suggest that opening equity markets
increases economic growth, while the growth effects from opening bond markets
and from foreign direct investment (FDI) are less clear (see, Kose et al. (2009)).

The lack of clear growth effects from FDI is particularly puzzling. Economists
have traditionally believed that FDI is more beneficial to a developing countries
growth than portfolio investment for two reasons. First, in addition to augmenting
the domestic capital stock, FDI may have effects on the domestic country’s TFP
through transfers of technology and managerial practices. Second, FDI is harder to
suddenly reverse, making it less volatile than inflows of financial capital. So, why
aren’t there clear growth effects from FDI?

Alfaro (2016) provides a survey of the recent attempts to answer the question. In
many countries FDI does not actually bring its own financing. Often foreign
companies attempt to finance physical capital formation by raising the funds in the
destination country—which has the potential to reduce funding for domestic firms. It
also appears that for the domestic country to benefit from technological spillovers,
certain preconditions must be met. The domestic economy must have threshold
levels of human capital and reasonably developed financial markets for workers
and domestic firms to benefit from and replicate the new production methods tied
to FDI.

The main overall lesson is that a developing country can accelerate growth by
opening its capital markets, but only if its domestic policies have laid the foundation
for high returns to private capital—a literate and numerate workforce, reliable public
infrastructure, and the beginnings of a financial sector.

3.6 Government: Benevolent Dictator or Kleptocrat?

Previous sections treated fiscal policy as exogenous. This section develops a theory
of why the government chooses particular policies—an introduction to political
economy. We begin with the same private sector structure as before; the
overlapping-generations growth model is briefly summarized here. Then we intro-
duce a theory of fiscal policy formation that includes both selfish and altruistic
concerns of the government.

3.6.1 Firms

Production takes place within standard neoclassical firms that combine physical
capital and human capital to produce output from a Cobb-Douglas technology
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Yt ¼ AK α
t DtNtð Þ1�α: ð3:19Þ

The productivity index, D, is now a function of disembodied technology, E, and
government capital per adult worker, G/N, and is given by

Dt ¼ E1�μ
t Gt=Ntð Þμ, ð3:20Þ

where 0 < μ < 1 is a constant parameter (ignore the crowding of G by public officials
for simplicity). This specification captures the idea that public infrastructure raises
the productivity of the private sector. We assume that E progresses at the exogenous
rate q and the exogenous growth factor of the population is n.

Firms operate in perfectly competitive factor and output markets. They choose
physical capital (Kt) and effective labor (Ht ¼ DtNt) to maximize profit. The profit-
maximizing factor mix must satisfy

rt ¼ αAgμ 1�αð Þ
t kα�1

t ð3:21aÞ

wt ¼ 1� αð ÞAg�αμ
t k α

t , ð3:21bÞ
where the de-trended, for exogenous technical progress and population growth, values
of public and private physical capital are defined asg�G/EN, and k�K/EN. Thewage
paid to a worker, with embodied skills indexed byDt, iswtDt ¼ 1� αð ÞAEtg

μ 1�αð Þ
t k α

t .
Note also that yt ¼ AEtg

μ 1�αð Þ
t k α

t , where yt ¼ Yt/N, output per worker.

3.6.2 Households

Households maximize the utility function Ut ¼ ln c1t þ β ln c2t þ 1 subject to the
lifetime budget constraint, c1t þ c2tþ1/Rt ¼ (1 � τt)wtDt, where Rt � 1 þ (1 � τt)
rtþ1 � δ and τt is the proportional net tax rate on income. As before, we assume
δ ¼ 1, so Rt ¼ (1 � τt)rtþ1. The resulting optimal consumption and saving behavior
is given by

c1t ¼ 1
1þ β

1� τtð ÞwtDt ð3:22aÞ

c2tþ1 ¼ β

1þ β
Rt 1� τtð ÞwtDt ð3:22bÞ

st ¼ β

1þ β
1� τtð ÞwtDt: ð3:22cÞ
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3.6.3 Capital Market Equilibrium

The firm’s demand for private capital intensity is implicitly given by the profit
maximizing conditions in (3.21a and 3.21b). The supply of private physical capital
from households is made available for firms to rent in the factormarkets and is given by

ktþ1 ¼ stNt: ð3:23Þ
Using (3.21b, 3.22 and 3.23), the equilibrium transition equation for physical-capital
intensity is

ktþ1 ¼ β

1þ β

1� τtð Þ 1� αð Þ
1þ qð Þn Agμ 1�αð Þ

t k α
t : ð3:24Þ

3.6.4 Government

We now introduce a “reduced-form” approach to the formation of fiscal policy. The
government is run by public officials that are distinct from private households in that
they derive their income from public funds and set fiscal policy with the entire future
path of the economy in mind. This specification is similar to the common approach
in macroeconomics of modeling the government as a benevolent social planner.
Here we extend that approach by letting the degree of government altruism vary.
There is no deep model of the politics that determine how the government is chosen
and how their policies are influenced by voters and interest groups. Instead we take
as given the politics of a country that determine the “reduced-form” preference
parameters of the government. The parameters dictate the government’s concern
about the welfare of the general population of private households and the welfare of
households that make up, or are closely connected to, the government itself. The
deeper political determinants of these reduced form parameters are assumed to be
given throughout the analysis. Thus, we examine how policies are formed within a
given political environment.

In short, we do not believe that there is a unique mapping from political
institutions to the government’s preferences over economic policies. Pro-growth
policies may be carried out and implemented within a highly democratic political
process or by a completely authoritative dictator (think of the dictators that pushed
development during the Asian Tiger “Growth Miracles”). Different political
institutions can give rise to similar reduced-form preferences of the policy maker.
In addition, attempting to model the politics of a country is complex and requires that
compromises be made in the economic modeling. Jointly modeling political and
economic equilibria is particularly difficult in the economic environments that we
focus on in this book—the transitional growth of overlapping generation economies.

We assume the government officials who determine fiscal policy are some
fraction, ς, of the population of private households, Nt. Government officials value
their own consumption () as well as the welfare of the representative citizen
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according to a single period utility function, ln cgt þ ϕUt, where ϕ is a positive
preference parameter that gauges the relative weight the government places on
the welfare of private households, Ut

1 We assume the current government also
cares about the government as an on-going institution (i.e. they care about the
future operations of the government and the welfare of future government
officials) and the welfare of the country’s future citizens. The preferences of
the government are given by2

X1
t¼0

βt ln cgt þ ϕUt

� �
: ð3:25Þ

These complicated preferences make explicit that the government’s concerns extend
indefinitely into the future. This is because there is no natural time horizon for
government planning. Maximizing an objective function such as (3.25) is somewhat
difficult but it turns out that the solutions for the optimal fiscal policy are surprisingly
simple.

The government budget constraint is

cgt ςNt ¼ τtY t � Gtþ1: ð3:26Þ
The left-hand side gives the government’s consumption expenditures. The right-
hand side is the difference between government tax revenue, net of transfers, and
government expenditures on public capital. For simplicity, we assume that both
private and public capital fully depreciates over what we assume to be 20–30 year-
long periods of the model. Next period’s public capital stock is determined solely by
this period’s public investment.

To find the optimal fiscal policy, the government chooses sequences of tax rates,
government consumption, and government capital to maximize the discounted
utility of government officials and private households, given by (3.25), subject to a
series of the budget constraints and private capital accumulation equations given
above.3 In addition, the government takes into account how their policy choices
affect all private sector decisions. The solution to the government’s problem is4

1Mulligan and Tsui (2015) present a theory, based on the threat of political entry, that can be viewed
as making γ endogenous.
2For notational simplicity only, we assume the government’s time discount factor is the same as that
used by private households. One could allow the discount factor to differ from private households to
study how the government’s time preference affects policy.
3We assume that the government can commit to its policy choices in advance. For a discussion of
commitment issues in regard to the setting of fiscal policy see Lundquist and Sargent (2004,
Chapter 22).
4See Chap. 5 for a sketch of the derivation in a somewhat more complicated economy that includes
the current model as a special case.
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τt ¼ τ ¼ 1� αβ þ βμ 1� αð Þ2ϕ
1þ 2ϕ

, ð3:27aÞ

gtþ1 ¼
βμ 1� αð Þ
1þ qð Þn Ak α

t g
μ 1�αð Þ
t , ð3:27bÞ

ktþ1 ¼ β 1� τð Þ 1� αð Þ
1þ βð Þ 1þ qð Þn Ak

α
t g

μ 1�αð Þ
t : ð3:27cÞ

Equation (3.27a) tells us the tax rate is constant over time. One can show that the
constant tax rate τ is decreasing in ϕ, more concern for private households implies a
lower tax rate. Equation (3.27b) gives a transition equation for the public capital
stock that is analogous to that for the private capital stock. Here, the government’s
saving rate out of national income is a constant, βμ (1 � α). Combined with (3.27a)
this tells us that a more selfish government, with a lower ϕ, will collect more in taxes
but invest a smaller fraction of tax revenue in public capital so as to maintain the
same investment rate out of national income. Equation (3.27c) simply repeats the
transition equation for private capital accumulation.

Note that, as in Sect. 3.1, we can use (3.27b) and (3.27c) to reduce the dynamics
to that based only on the private capital-labor ratio

ktþ1 ¼ κkαþμ 1�αð Þ
t , ð3:28Þ

where κ � β 1�αð ÞA
1þqð Þn μμ 1�αð Þ 1�τ

1þβ

� �1�μ 1�αð Þ
.

3.6.5 Steady State Equilibria and Income Gaps

Using (3.27b) and (3.27c), the steady state equilibrium is characterized by the
following expressions for the private and public capital intensities,

�g ¼ μ 1þ βð Þ
1� τ

�k: ð3:29aÞ

�k ¼ κ
1

1�α�μ 1�αð Þ, ð3:29bÞ
which implies

�yt ¼ AEtΩ 1� τð Þ α
1�α�μ 1�αð Þ, ð3:29cÞ

where Ω � μ 1þ βð Þ½ �μ 1�αð Þ β
1þβ

1�α
1þqð Þn A

h iαþμ 1�αð Þ� 	 1
1�α�μ 1�αð Þ

.
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Using (3.29), we can compute differences in worker productivity due solely to
differences in fiscal policy (based on a differences in ϕ that work through τ). We
think of a low-tax “rich” country (R), with a government that behaves like a
benevolent dictator, and a high-tax “poor” country (P), with a government that
behaves like a kleptocrat. The steady state income ratio for these two countries is

yR

yP
¼ 1� τR

1� τP

� 	 α
1�α�μ 1�αð Þ

: ð3:30Þ

Fiscal policy is by no means the primary reason why incomes differ across
countries, as we demonstrate below. However, it is a reasonable candidate because
there are several poor countries with unusually large governments.

Table 3.1 gives examples of poor countries with levels of τ, or government
purchase shares, that are about double those of the US. The average government
purchase share of those countries is 0.32. The U.S. purchase share is typically
between 0.15 and 0.20. The comparison is for 1985, a year that generates close to
the largest income gaps between the U.S. and most the African countries during the
twentieth century. Starting in the 1990s, Africa began growing faster. Most of the
countries in Table 3.1 have grown between 4 and 9% per year since the mid-1990s.
The exceptions are the Central African Republic and Comoros, whose growth rates
remain low and thus have seen their income gaps expand.

To quantify the model’s predictions about income differences due to fiscal policy,
we need to calibrate the model’s parameters. The physical capital income share,α, is
set to the standard value of 1/3. Based on the review of the empirical literature in
Sect. 3.3, the output elasticity for public capital, which here is μ(1� α), is set to 1/3.

Forming an extreme case from the data above, we set the rich country tax rate at
0.15 and the poor country tax rate at 0.35. The gap in the tax rates causes a gap in
income of about 30%. While this is a significant difference in income, it does not
come close to explaining the huge differences seen in Table 3.1. Chapter 5 extends
the model of fiscal policy differences to also include human capital and fertility
differences from Chap. 4. These extensions are able to generate the large income

Table 3.1 Government size—selected low-income countries (1985)

Country Government purchases/GDP yUS/ycountry

Angola 0.36 11

Burkina Faso 0.29 33

Central African Republic 0.44 17

Comoros 0.49 10

Ethiopia 0.28 40

Gambia 0.37 17

Mozambique 0.31 33

Uganda 0.28 33

Average 0.32 24

Source: Alan Heston, Robert Summers, and Bettina Aten, Penn World Table Version 6.1, Center
for International Comparisons at the University of Pennsylvania, October 2002
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gaps observed in Table 3.1. Human capital differences not only directly affect
worker productivity differences, but also indirectly create private (via saving) and
public (via the tax base) physical capital differences.

Apart from the government’s important role in promoting human capital forma-
tion, one can think of other ways the government’s contribution to explaining cross-
country income differences might be expanded. First, the estimates of α and μ, that
determine the quantitative impact of fiscal policy differences on income gaps, may
be too low because they are based strictly on measures of tangible capital. As
emphasized by Parente and Prescott (2000), in the case of private capital, there are
substantial investments in building intangible capital. Private firms make
investments in research and development of products and production techniques as
well as in the specific human capital of their work force. The same considerations
could be applied to government investment in improving laws, regulations, and the
efficiency of bureaucracies. Expanded notions of capital can be used to motivate
larger estimates of α and μ, and thus larger income gaps due to tax differences across
countries.

Second, the effectiveness of pubic capital may differ across rich and poor
countries. For example, there is evidence suggesting that less than half of the
funds in public capital budgets are actually invested in some countries (Ivanyna
et al. (2018)). We can capture this possibility here in a simple way by writing a new
productivity index as ~Dt ¼ E1�μ

t 1� uð ÞGt=Ntð Þμ, where u is a parameter that takes
values between zero and one, representing the fraction of the investment budget that
is diverted toward public officials and private contractors. In developing countries,
because of low-quality governance, the value of u may be high relative to rich
countries with more checks on corruption or more experience in managing public
investment projects. We can pull 1 � u out of the expression for D and write the
production function as Yt ¼ ~AK α

t DtNtð Þ1�α, where ~A � 1� uð Þμ 1�αð ÞA. Assuming
that u ¼ 0 for the rich country, overly optimistic for sure, we can rewrite (30) as

yR

yP
¼ 1

1� u

� 	 μ
1�μ 1� τR

1� τP

� 	 α
1�α�μ 1�αð Þ

: ð3:300Þ

So now the income gap depends on two aspects of fiscal policy, u and τ, the effects of
which depend on the values for α and μ. The end-of-chapter Problems will explore
these extensions further. Ivanyna et al. (2018) offer a much more complete analysis
of corruption, including features that mediate its negative impact on economic
growth.

3.6.6 Severe Government Failure

Poor government policy and corruption prevent economies from reaching their
potential living standards. However, some countries’ economic performance is so
abysmal that the direct effects of poor economic policies alone cannot explain their
plight.
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The post WWII period has seen a wide variety of long-run growth experiences as
reflected in the stylized growth fact G6. From 1960 to 2000, nine Growth Miracle
countries generated annual growth rates in per income of more than 4%, led by
Singapore’s remarkable growth rate of over 7% (Weil (2005, Figure 1.6)). Equally
surprising are 26 Growth Disaster countries, whose initial incomes were quite
similar to the Growth Miracle countries in 1960, that saw their per capita income
fall over the four decades. Their living standards were worse in 2000 than in 1960!

An important factor explaining growth disasters is political violence within the
country, including frequent strikes and protests, military coups, and civil wars.
Political violence is the dramatic outcome of a government that has failed to
establish a reasonable standard of living and a fair distribution of income across
households.

Paul Collier’s work has demonstrated that a “conflict trap” can prevent countries
from sustaining the modern growth needed to escape poverty (Collier 2009). He and
his coauthors show that low income and slow economic growth increase the
probability of civil war. In poor countries with substantial ethnic diversity and
dependence on income from natural resources, the probability of internal conflict
is particularly high. In these settings there is fierce competition for the rents from the
natural resources and little attention paid to policies that would raise living standards
for all groups. Even if a war does not breakout that would obviously destroy an
economy, the insecurity associated with a high probability of conflict discourages
investment in physical and human capital and reduces growth.

Collier believes a country stuck in a conflict trap needs help from external
sources. Neighboring countries, who also suffer harm due to spillover violence,
should have the incentive to help the country in conflict maintain political stability.
With the support of the broader international community, Collier recommends an
external coalition of peacekeepers to provide security to governments that are
established by elections meeting the international standards of fairness. In hopes of
raising government accountability to the country’s population, Collier essentially
proposes a trade of internally provided security for fair elections. He also
recommends that financial aid to a troubled country be contingent on the country
(i) receiving technical assistance in establishing a transparent accounting system that
tracks government spending and (ii) cutting military spending (that has been shown
to increase the probability of civil war).

3.7 Slowing Long-Run Economic Growth

After adding human capital, the historical simulation from Sect. 2.5 of Chap. 2
displays no clear downward trend in growth rates from 1870 to 1990. The model’s
ability to explain trendless growth is further enhanced by adding public capital,
comprised of a variety of inputs that are complementary to private physical capital.
However, even if investment rates are maintained, the fact that α < 1, μ < 1, and
θ1 þ θ2 < 1 implies that diminishing return must eventually dominate and cause a
growth slowdown—one of the key predictions of neoclassical growth theory.
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Is there any evidence of a growth slowdown? After more than a century of trendless
growth, there is now enough data to detect that growth is, in fact, slowing.

It appears that worker productivity growth in the U.S. began to permanently slow
in the 1970s.5 From 1920 to 1970, the annual growth rate in worker productivity was
2.82%. Since 1970, the growth rate has been more than a full percentage-point lower
at 1.62%. The OECD countries as a whole saw very high growth in worker
productivity during the recovery from World War II, with an average annual growth
rate of 4.3% from 1950 to 1972.6 From 1972 to 1995, the growth rate naturally
slowed from the high post-war recovery rate down to 2.4%. Since 1995, growth rates
have fallen further, down to just 1.4%.

The robust economic growth after World War II allowed government expansion
because it brought with it large increases in tax revenueswithout the need to raise tax
rates. Even as economic growth rates began to slow, and budget deficits began to
appear, it was natural for politicians and citizens to believe that the relatively high
growth rates, seen for decades after WWII, would return. There was, and still is,
optimism that computer-related technological advances would raise economic
growth rates above than those of the twentieth century, helping to rescue us from
our fiscal problems.7 However, the computer-related technological advances have
been with us for some time, including the 45-year period over which economic
growth rates have fallen considerably. Computer-driven technological progress has
not stimulated economic growth the way earlier twentieth century technological
advances did.8 To maintain the current relatively modest growth, new sources of
growth will have to be quite dramatic to offset other forces that continue put
downward pressure on growth rates around the developed world. There are three
forces, in particular, that will continue to pull growth rates down over this century
unless we change our policies.

3.7.1 Reduced Saving and Investment

The first force pulling economic growth rates down is the decline in domestic saving
and investment. Economic theory predicts intergenerational transfers from younger
and future generations to older generations, in the form of government retirement
programs, raise consumption and lower saving (Ivanyna et al. (2018, Chapter 4)).
Consistent with this prediction, the U.S. has seen a decline in its net national saving
rate. The net national saving rate averaged about 15% of GDP from 1950 to 1975.9

Since then it has declined significantly. Even before the Great Recession, the net
national saving rate was below 4%. Similar trends are present in other economies, as

5Gordon (2016, Figure 1–2).
6OECD (2015, Table A1).
7See, for example, Brynjolfsson and McAfee (2014).
8See Viig (2011) and Gordon (2016).
9Kotlikoff (2015, Chart 2).
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saving has fallen across the developed world. Just as in the United States, the decline
in saving is associated with societies placing increasing weight on current consump-
tion, which is partly reflected in greater intergenerational transfers toward older
households.10

In the U.S., domestic investment has not declined to the same extent as national
saving because of an influx of foreign saving. Most of the foreign funding in
U.S. financial markets has come from Japan and China. However, Japan has its
own fiscal crisis and China is seeking to expand its domestic consumption rate. Thus,
the continued supply of foreign funding is in serious question. The scarcity of
international funds will also be affected by the fact that many other developed
countries will be seeking foreign financing for their expanding public debt. This
all means that domestic investment is soon likely to fall more closely in line with
national saving.

The rise in government funding for consumption of retired households has also
been associated with a decline in public investment—a main focus of this chapter.
Government infrastructure investment in the U.S. measured about 3.5% of GDP in
1970. Today, it is about 2.5%. Net investment, after accounting for depreciation, is
currently only about 0.5% of GDP. As a result of this decline, the public infrastruc-
ture of the United States has depreciated to an embarrassing state for such a rich
country.11 Public infrastructure investment has been neglected in other developed
countries as well.12 Another important public investment is the financing of basic
research. The fraction of federal funding for the basic research, that lays the
foundation for technological progress, was cut over the last quarter of the twentieth
century.13 In addition to budget pressures that are crowding out public investment,
there is the concern that individual governments now face reduced incentives to
invest in basic research because of the increased ease of international spillovers of
knowledge.14 If each country attempts to free ride off the basic research of other
countries, technological progress across the globe will fall.

3.7.2 Slowdown in Human Capital Growth

The second negative force on growth is the decline in human capital accumulation.
The slowdown in human capital formation has occurred along several margins—
years of schooling, skill acquisition within a school-year, and pre-school
investments in young children.

10Dobrescu et al. (2012).
11See Friedman and Mandlebaum (2012), Malinovskaya and Wessel (2017), and Stupak (2018).
12Aghion et al. (2013).
13Viig (2011).
14Viig (2011).

3.7 Slowing Long-Run Economic Growth 79



The average years of schooling across OECD countries increased from 10 to
12 between 1990 and 2013. It is predicted that it will take more than 50 years for the
average to increase from 12 to 14.15 The slowdown in the growth of years of
education has been more dramatic in the United States, which has lost its position
as the most educated country in the world. The age-cohort born in 1925 received
10.9 years of schooling, while those born 25 years later in 1950 received 13.2 years,
a gain of 2.3 years. Moving forward another 25 years, saw those born in 1975 receive
13.9 years of schooling, a gain of only 0.7 years.16

The slowdown in the growth of years of schooling is due to the inability of rich
countries to significantly raise their college enrollment rates. In the United States, the
four-year college participation rate for high school graduates, age 23 and under, has
shown little trend since 1970—never consistently rising above 60%.17 College comple-
tion rates by age 23 have also been trendless at less than 20% of the age cohort.

The modest rise in years of schooling has been, in part, due to a rise in the
enrollment and completion rates for older students.18 By age 30 about 30% of the
age-cohort obtains a 4-year degree, a little less than half of those who initially enroll.
Some of the rise in years of schooling is also due to more 18–19 year olds enrolling
into 2 year colleges after high school. The percent of 18–19 year olds, who have
completed high school and are enrolled in some type of college has risen from 60%
in 1990 to 66% in 2013.19 The rise was almost entirely due to increased enrollment
in 2-year colleges. The percentage enrolled in 4-year colleges was essentially flat at
40%. For 2014 and 2015, enrollments rates for 4-year colleges have continued to be
flat, while enrollment rates in 2-year colleges have actually fallen.20

The modest rise in the years of schooling overstates the rise in human capital
because all indicators suggest a decline in skills acquired by the average college
student. The data we have on the quality of education is for the United States, but
quality issues may be an explanation for the slowing growth in years of schooling
across the OECD countries generally.

The record of college preparedness in the United States is particularly poor for
such a rich and highly educated country. On the Program for International Student
Assessment (PISA) test, taken by 15 year-olds across 34 OECD countries, the
United States ranks 27 in math, 20 in science and 17 in reading. The relatively
poor performance of the United States on the PISA test has not changed over time.
Despite rising real expenditures on high school students, national test scores have
also been relatively flat for the past 50 years. In fact, the test scores have recently

15OECD (2014, Figure 2).
16Gordon (2016, p.513) and Katz (2005, pp.270–274)).
17Carneiro and Heckman (2005, Figure 2.2 (a)) and Turner (2004, Figures 1.1, 1.2).
18Turner (2004, Figure 1.5).
19National Center for Education Statistics (2015).
20NSC Research Center (2015).

80 3 Fiscal Policy



dipped and hit lows that haven’t been seen for decades.21 Performance on measures
of adult skills (basic literacy and numeracy needed for work) has also fallen off.
OECD measures of basic skills peaked for cohorts born between 1978 and 1987 and
have fallen since. The recent decline in scores is largest for the United States. Only
about 40% of high school graduates are deemed prepared for success in college by
their performance on the SAT and only 28% by their performance on the ACT. With
at best a mediocre and stagnant track record in getting students ready for college, it is
not surprising that enrollment and graduation rates are also relatively stagnant. Given
that per pupil spending has risen over time at all levels of education, the obvious
conclusion is that the marginal returns to human capital investments under current
education policy are low.

Surprisingly, given the backdrop provided above, grades given in college courses
are up. With no indication of an improvement in college-preparedness, the rise in
grades suggests that standards and content in college are slipping and those who do
graduate have less skills than in the past.22 In 1960 about 33% of all grades given
were As, today it is 43%. The rise in grades is even more dramatic at prestigious
schools. In 1966, Harvard gave 22%As, in 2002 the percent of As was 46%. The rise
in grades coincides with a decline in student study time. Students spend about
13 hours less studying today than in the 1960s.

The only explanation for the combination of flat college-preparedness, declining
study time, and rising grades, is an elimination of course content and a lowering of
standards. It is difficult to find older college professors who do not admit to
eliminating content and lowering standards over their careers. In fact, it is becoming
increasingly difficult to simply find a professor. In 1960, 75% of college instructors
were full-time tenure track professors. Today the number is 27%.23

The labor market data for college graduates is also consistent with low or
declining skills. Surveys of hiring managers have revealed that only 16% found
college graduates well prepared with skills and knowledge needed for the job.24

There has been a growing wage gap between college and high school graduates that
seems to suggest that the market value of college students is increasing. This
growing wage gap, however, is driven primarily by a relatively small fraction of
students with graduate degrees. Recently, workers with only undergraduate degrees
have been struggling to find good jobs and their average real wages have been falling
over the last decade.25 It is only the very highly educated that have seen their real
wages rise significantly over the past 30–40 years.

While real wages for most college graduates are flat or even falling, the average
rate of return to college for those that graduate has remained high. This is because

21See Adams (2016) and Hanushek (2005, pp.252–259) for U.S. SAT scores and Rothwell (2016)
for OECD scores of basic workforce skills.
22Bennet and Wilezol (2013, Chapter 4).
23Bennet and Wilezol (2013, p.139).
24Bennet and Wilezol (2013, p.146).
25Abel and Deitz (2015).
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the largest cost of college for most students is the opportunity costs of not working
during the college years. The opportunity cost of college has been falling because the
real wages of high school graduates have been falling for some time. If the majority
of children in advanced countries are not going to graduate from college, as is
apparently the case, then economic growth rates cannot be improved without raising
the productivity and wages of those who do not attend college.

There is increasing concern about educational investment in young children from
low-income environments, particularly in the United States, but in other advanced
countries as well.26 Raising the productivity of workers who do not attend college is
a challenging task because trends in family structure and falling real incomes for less
than highly educated workers are limiting opportunities for children. On the
optimistic side, there is growing evidence of high returns to early investment in
children from disadvantaged family backgrounds.27 The fact that the returns to
pre-school investment in children from low income families are higher than the
returns to marginal public school spending in middle and upper class neighborhoods,
suggests that a reallocation of public funding could increase growth and reduce
inequality.28

3.7.3 Technological Progress to the Rescue?

A decline in growth rates due to the diminishing returns associated with physical and
human capital accumulation is inevitable. History shows the negative effect on
growth rates can be mediated temporarily by raising investment rates, especially in
human capital as indicated by our analysis in Chap. 2. However, there are ultimately
growth slowdowns as investment rates level off.

This scenario paints a pessimistic forecast for growth in the twenty-first century.
One can become even more pessimistic if there are reasons to believe that techno-
logical progress cannot continue indefinitely at the same rate we observed in the
twentieth century. Charles Jones (2002) relates technological progress to the growth
in researchers (scientists and engineers engaged in research and development). In the
twentieth century, the growth in researchers was based on population growth and on
growth in research intensity (the fraction of the available work force devoted to
research). Jones points out that the only growth that is sustainable comes from
population growth (as with all investment rates, the fraction of the work force
devoted to research is bounded). Assuming that population growth remains similar
to that of the second half of the twentieth century, long-run growth is expected to be
less than ½ percent.

26For the United States see Caneiro and Heckman (2005) and Putnam (2015). For the UK and the
OECD as a group, see Aghion et al. (2013) and OECD (2014, p.45).
27Heckman et al. (2010).
28Caneiro and Heckman (2005).
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The issue of twenty-first century growth was made popular by an article
appearing in the Economist (January 12, 2013), entitled “Innovation Pessimism.”
The article presents another reason to be pessimistic about growth. Academic
research suggests that there may also be diminishing returns to research and
development efforts (which Jones (2002) does not assume). Recent research by
Bloom et al. (2017) suggests there are clear diminishing returns to research effort.
They conclude that larger and larger increases in research effort will be needed to
maintain technological progress at its current pace. Vijg (2011) argues that the pace
of technological progress will slow, and in fact has already begun to, particularly in
the important areas of energy, transportation and medicine. This pessimism is
contested by those who argue that the growth impact of innovations in computing,
biotechnology, and personal communications has not yet been fully realized.
Brynjolfsson and McAfee (2014) claim that we are just on the cusp of a second
machine-age built around the computer and the development of artificial
intelligence.

Another reason to suspect a decline in technological progress in developed
countries relates to immigration patterns. Developed countries tend to attract high-
skilled labor from developing countries. For example, survey studies by Vivek
Wadhwa (2012) have revealed the importance of immigration for innovation in the
U.S.. In the U.S. only 12% of the population is foreign born. However, this relatively
small group has contributed about 25% of U.S. global patents. Foreigners, already in
or looking to do business in the U.S., receive half of U.S. domestic patents.
Immigrants are responsible for almost 30% of new business formation, an important
determinant of job formation.

Econometric studies provide evidence consistent with the implications of
Wadhwa’s survey data. Hunt and Gauther-Loiselle (2010) estimate that a 1
percentage-point increase in the immigrant share of U.S. college graduates increases
patents per capita by 9–18%. Their estimates suggest that over the 1990s, the 1.3
percentage point increase in the immigrant share of college graduates raised
patenting per capita between 12 and 21%.

As is commonly known, many high-skilled immigrants are from China and India.
Vivek sees evidence that high-skilled immigration from Asia into the U.S. is weak-
ening. The reason is a combination of expanding opportunities in their rapidly
growing home countries and the restrictions and delays associated with the
U.S. visa process. Without reform of immigration policy needed to ease entry of
high-skilled labor into the U.S., there will likely be a decline in innovation and
entrepreneurial activity.

To maintain growth rates similar to the twentieth century, given the past impor-
tance of physical and human capital accumulation, it won’t be enough to argue that
technological progress will continue, it will have to accelerate. Given what we
currently know, this seems unlikely. The Congressional Budget Office (CBO)
computes the estimate of the fiscal gap by assuming that twenty-first century growth
rates in worker productivity and per capita income will continue to be similar to what
they have been in the late 20th and early twenty-first century, about 1.5%. If the
gloomier growth rate predictions prove to be correct, the fiscal gap is actually larger
than is currently estimated.
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3.7.4 Summary

Beginning in the 1970s, growth rates exhibited a long-run downward trend in
developing countries. Politics and economic fundamentals have created a
pro-consumption bias in policy making. Intergenerational redistribution toward
older households associated with fiscal policy has lowered national savings rates.
The impact of lowered national saving on private investment has not yet been fully
felt because of foreign funding of U.S. and European domestic investment by Japan
and China, international saving flows that are not likely to maintain investment
levels in the future. Government budget pressures created by the rising burden of
financing consumption of the elderly have reduced spending on public infrastructure
and basic research. Advances in years of schooling per worker have slowed because
the fraction of the population attending and graduating from four-year colleges has
weakly increased or stalled completely. Workers who are not highly educated have
seen little or no increase in their productivity and real wages for decades.

3.8 Convergence

In Question 9 of Chap. 2, the concept of convergence was introduced. Absolute
convergence is the idea that poor countries will generally grow faster than rich
countries and “catch up” to their per capita income and living standards. The more
qualified concept of conditional convergence argues that the catch-up only occurs if
the poor country establishes similar fundamentals as the rich country, causing similar
long-run steady states.

The neoclassical growth models used in Chap. 2 and in this chapter are consistent
with conditional convergence. They predict that if the fundamentals of countries are
similar then, regardless of when modern growth begins, all countries should eventu-
ally converge to similar long-run per capita income levels and living standards.
Fundamentals refer to the preferences, technology, and policies of the country. The
convergence prediction requires that countries beginning modern growth later must
grow faster than countries that began modern growth earlier, in order to “catch-up.”

In the standard neoclassical growth model of physical capital accumulation
economic growth rates uniformly fall with the level of income as countries develop,
making the prediction of convergence obvious and potentially rapid. However, the
additions of human capital in Chap. 2 and public capital in this chapter suggest that
convergence may be a very slow process. Investments in human capital and public
capital can cause growth rates to exhibit little trend for many years. There could
easily be no sign of convergence for decades after growth first begins. This may be
true even if the fundamentals of the leading and lagging economies are similar.

Since World War II, most countries of the world have begun sustained economic
growth. The standard neoclassical growth model of physical capital accumulation
predicts that many of these countries, those that have established decent
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fundamentals, would grow faster than the leaders. However, the average growth
rates of countries at every stage of development has been similar to that of the
income leaders (see, for example, Jones and Vollrath (2013, Figure 3.6) and Kraay
and McKenzie (2014, Table 3.1)). This means that, on average, we have not seen
countries converge. The lack of convergence for many decades, while not consistent
with the standard neoclassical model, is quite consistent with extended neoclassical
model that include human capital and public capital. We revisit this topic in Chap. 9
in a two-sector model. There we show that over the course of development, growth
rates first rise, then remain trendless for more than a century, before finally beginning
to fall. This pattern is consistent with what we discussed in Sect. 3.7. In the
developed world, after almost two centuries of trendless progress, growth rates
have only fallen off in the last 40 to 50 years. Over these decades, investment
rates in physical, human, and public capital have leveled off or declined. Under such
a scenario, diminishing returns will dominate and growth rates will fall.

3.9 Exercises

Questions

1. Write down the most general version of the single period government budget
constraint and explain what each variable represents.

2. Give a verbal description of how government capital is introduced into the
growth model and how it affects worker productivity.

3. Describe the five determinants of private worker productivity, including the two
new ones that relate to fiscal policy.

4. Explain how each of the following affect output per young household in the
economy.

(a) government purchases of private consumption goods
(b) government employment
(c) government investment

5. Use (3.14) to explain how the addition of government investments, such as
public schooling and roads, can improve the simulation results from Chap. 2.

6. Summarize the attempts to empirically estimate the parameter μ.
7. If Gt is an impure or pure public good how does it change the analysis?
8. What are the main differences between how private capital accumulates in

closed and open economies?

9. Use the profit-maximizing condition in an open economy, r∗ ¼ αAgμ 1�αð Þ
t kα�1

t ,
to sketch the relationship between r∗ and kt. Your sketch should plot r

∗ and the
domestic marginal product of capital on the vertical axis, and kt on the horizontal
axis. Use the sketch to explain why a country with low kt, but also a low
marginal product of capital curve, may actually lose capital, i.e. experience
capital flight, if its capital markets are opened.
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10. If a kelptocracy becomes more selfish, explain what happens to each of the
following.

(a) ϕ
(b) τ
(c) �k
(d) �g
(e) �yt

11. What is the difference between a dictatorship and a kleptocracy? Can a dictator-
ship have a higher value of γ than a democratic government? Explain.

12. How are τR and τP calibrated? What does the calibrated difference in tax rates
imply about the difference in worker productivity across countries? Does fiscal
policy explain most of the observed difference in worker productivity across
rich and poor countries?

13. Why do higher values for α and μ raise the long-run impact of tax rate
differences across countries on worker productivity differences across
countries? How can one justify higher values for α and μ than those used in
the calibration exercise from the text?

14. What is the purpose of introducing the variable u? How might u vary across rich
and poor countries?

15. Why does theory predict that growth due to physical capital accumulation
naturally slows down? Does the same argument apply to human capital accu-
mulation? Explain.

16. What has happened to the national saving rate across the developed countries
since WWII? Offer an explanation that applies to all developed countries.

17. What is “crowding out?” Has crowding out occurred in developed countries
such as the U.S.? Does crowding out apply to public as well as private capital?

18. Provide evidence that the growth rate of human capital has slowed.
19. Offer a reason we should be optimistic that technological progress will acceler-

ate in the twenty-first century and a reason we should be pessimistic.
20. Use the results of this chapter to explain the growth facts G1 and G6.

Problems

1. Solve the household maximization problem with fiscal policy and derive (3.6).
2. Derive the transition equation for private capital intensity under each type of

government purchases policy, i.e. derive (3.9), (3.10), and (3.14).
3. Show the tax rate that maximizes the height of the transition equation given by

(3.14) is τ∗ ¼ μ(1 � α). Hint: it simplifies things to take the natural log of the
right-hand-side of (3.14) first. Taking the natural log is a monotonic transforma-
tion, so maximize the new expression is the same as maximizing the original
expression.

4. Government Purchases—Consumption of Private Goods.
For this question assume the following: A ¼ 10, n ¼ 1, d ¼ 0, N ¼ 100,

β ¼ 1/2, and α ¼ 1/3.
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(a) Compute the initial steady state values of k, y, w, and Y with no
government.

(b) Introduce the government but now assume ς ¼ 0 and cgt ¼ 2. Starting
from the initial steady state with no government, use (3.9) to compute
the transition path for kt, yt, wt, τt, and Yt over the next 5 periods that
results from introducing the government.

(c) Explain your answer to (b) using a transition equation figure.
5. Government Purchases—Employment.

(a) Use the assumptions of Problem 4 to establish the same initial steady
state without a government.

(b) Now introduce the government with a work force equal to ςN, where
ς ¼ 0.10, but assume no purchases of private consumption or invest-
ment goods. Starting from the initial steady state with no government,
use (3.10) to compute the transition path for kt, yt, wt, τt, and Yt over the
next 5 periods that results from introducing the government.

(c) Explain your answer to (b).
6. Government Investment I

Use the same assumptions as in Problem 4, but now let ς ¼ 0, cgt ¼ 0, μ ¼ 1/3
and τ ¼ 0.10. Assume the initial capital-labor ratio is k0 ¼ 0.05. Using (3.14),
compute the transition path for kt, yt, wt, τt, and Yt over the next 5 periods that
results from introducing the government. Explain your answer.

7. Government Investment II
Use the same assumptions as in Problem 4, but now let ς ¼ 0, cgt ¼ 0, μ ¼ 1/3
and τ ¼ 0.20. Assume the initial capital-labor ratio is k0 ¼ 0.05. Using (3.14),
compute the transition path for kt, yt, wt, τt, and Yt over the next 5 periods that
results from introducing the government. Explain the difference between the
transition paths in Problems 6 and 7.

8. Government Investment III
Use the same assumptions as in Problem 4, but now let ς ¼ 0, cgt ¼ 0, μ ¼ 1/3
and τ ¼ 0.30. Assume the initial capital-labor ratio is k0 ¼ 0.05. Using (3.14),
compute the transition path for kt, yt, wt, τt, and Yt over the next 5 periods that
results from introducing the government. Explain the difference in the three
transition paths from Problems 6–8. Hint: Remember the lesson learned in
Problem 3 and in the text.
Base your answers to the next three questions on the model associated with the

transition equation given by (3.14), where yt ¼ Agμ 1�αð Þ
t k α

t . The next three
Problems explore the tax rates that maximize steady state worker productivity
and household utility, as discussed in the chapter Appendix.

9. Note that, for Et � 1, steady state worker productivity can be written as

�y ¼ A
1þ β

β


 �μ 1�αð Þ τ

1� τ

h iμ 1�αð Þ
�kαþμ 1�αð Þ. To derive the tax rate that maximizes

steady state worker productivity complete the following steps.
(i) Take the natural log of �y.
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(ii) The expression in (i) involves the natural log of �k. You can write this
expression in terms of the tax rate by solving for the steady state associated
with the transition Eq. (3.27) and then taking the natural log.

(iii) Now the hard part. Collect terms that involve the tax rate and ignore other
terms that will not be affected by the choice of the tax rate. This step is
messy but you should end up concluding that maximizing worker produc-
tivity is equivalent to maximizing the expression, μ(1 � α) ln (τ) þ
α ln (1 � τ).

(iv) Maximize the expression from (iii) with respect to τ and solve for the
tax rate.

10. Note that, for Et � 1, steady state utility can be written as

U ¼ ln 1� τð Þ �w�gμð Þ þ β ln βR 1� τð Þ �w�gμð Þ�:
(i) Assume that δ ¼ 1, and write utility as

U ¼ 1þ βð Þ ln 1� τð Þ þ 1þ βð Þ ln � �w�gμ
�þ β ln β þ β ln �r

¼ 1þ βð Þ ln 1� τð Þ þ 1þ βð Þ ln 1� αð Þ�yð Þ þ β ln β þ β ln α�y
�k

� �
:

(ii) Use your analysis from Problem 29 to write out �y and �k in terms of the tax
rate and other expressions. Collect all terms involving the tax rate and
simplify. Very messy, but you should eventually conclude that maximizing
utility is equivalent to maximizing the expression, μ(1� α)(1þ β) ln (τ)þ
(1 � μ(1 � α) þ αβ) ln (1 � τ).

(iii) Maximize the expression from (ii) with respect to τand solve for the
tax rate.

11. Make the following parameter assumptions: ς ¼ 0, β ¼ 1/2, α ¼ μ ¼ 1/3.
Compute the tax rates τ∗∗∗, τ∗∗, and τ∗.

12. Note, from the relationships established in the text,

yt ¼ Agμ 1�αð Þ
t k α

t ¼ A
τ

1� τ

1þ β

β


 �μ 1�αð Þ
kαþμ 1�αð Þ
t :

Also note, with no exogenous technological progress, the growth rate in yt is

ytþ1

yt
� 1 ¼ ktþ1

kt

� 	αþμ 1�αð Þ
� 1:

To get the annualized growth rate under the interpretation that each period
lasts 30 years, write

ytþ1

yt

� 	1=30

� 1 ¼ ktþ1

kt

� 	 αþμ 1�αð Þð Þ=30
� 1
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The growth rate expressions applies equally well to an economy without the
government, as was the case in Chap. 2, by setting μ ¼ 0.

Use the growth rate formula to compute the annualized growth rates
associated with Problem 13 of Chap. 2 (where μ ¼ 0). Next, use the growth
rate formula to compute the annualized growth rates associated with Problem
7 of this chapter (where μ ¼ 1/3). Compare the growth rates and explain the
difference. What would happen if μ were greater than 1/3?

13. Suppose the governments in two locations (countries, cities, regions) provide
the same value of gt. The two locations, A and B, are otherwise identical except
the population size in location B is twice that of location A. If ξ¼ μ¼ 1/3, what
is the ratio of TFP in location B relative to location A?

14. In a small economy that is perfectly open to private capital flows,with α¼ μ¼ 1/2,
determine as accurately as you can what happens to kt and yt if

(a) A doubles
(b) g doubles
(c) r* doubles.

15. Solve the household maximization problem from Sect. 3.6 to get (3.22).
16. Use (3.20, 3.21 and 3.22) to derive the transition Eq. (3.24).
17. Derive the steady state expressions (3.29a, 3.29b, and 3.29c).
18. Prove that τin (3.27a) is decreasing in ϕ.
19. In the following scenarios, consider the impact of fiscal policy differences on

worker productivity differences across countries, using the model from Sect.
3.6. In each scenario assume that τR ¼ 0.15, τP ¼ 0.35, and α ¼ 1/3.

(a) Assuming that u¼ 0, what value must μ take for fiscal policy to explain
a two-fold difference in steady state worker productivity across rich and
poor countries?

(b) If u ¼ 0.5 and μ ¼ 1/2, what is the difference in worker productivity
across countries?

Appendix

Tax Rates

In the text, we consider the value of the wage tax rate that maximizes the height of
the transition equation for the private capital-labor ratio. Maximizing the growth in
private capital intensity is not necessarily a reasonable objective. Instead we might
consider the tax rate that maximizes state worker productivity (τ∗∗∗) or steady
state household utility (τ∗∗). One can compute these tax rates as well (see Problems
9–11). The comparison of the three tax rates is

τ∗∗∗ ¼ μ 1� αð Þ
μ 1� αð Þ þ α

>
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τ∗∗ ¼ μ 1� αð Þ
μ 1� αð Þ þ α

1þ β

1
μ 1�αð Þþα

� �
þ β

0
@

1
A ¼ μ 1� αð Þ 1þ β

1þ β μ 1� αð Þ þ αð Þ
� 	

>

τ∗ ¼ μ 1� αð Þ,
because μ(1 � α) þ α < 1.

The tax rate that maximizes steady utility is perhaps the most compelling. It is
higher than the tax rate that maximizes steady state capital intensity because there is
a benefit to households of keeping the private capital intensity lower than the
maximum. All households are savers, so a higher return to capital, other things
constant, raises household welfare. The desire to keep the return to capital high
creates an incentive to keep private capital intensity low. This consideration causes
the policy maker to set the tax rate higher than the one that maximizes the steady
state value of k.

The highest tax rate is the one that maximizes steady state worker productivity.
This tax rate is higher than the rate that maximizes steady state utility because it does
not account for the fact that a higher tax rate on wages lowers the after-tax wage that
determines household consumption and instead only focuses on the before-tax wage
associated with worker productivity.
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Schooling and Fertility 4

This chapter is motivated by two of the growth facts stated in Chap. 1.

G2—Children spend more time in school, within and across years, and less time
working as an economy develops

G3—Population growth rates may first rise but eventually experience a steady
decline as economies develop

We have seen evidence for G2 from Table 2.2 in Chap. 2. The school-time
investment is depicted in Fig. 4.1. In the United States, time spent in school by
children aged 0–19 years expanded more than 3-fold from 1870 to 1990. There is
some indication that time spent in school was less earlier in the nineteenth century
than in 1870 (Lord and Rangazas (2006, Table 2)), suggesting a larger increase over
the two centuries that the United States experienced modern growth.

The decrease in population growth stated in G3 is known as the demographic
transition. The demographic transition is a byproduct of a race between expanding
longevity and declining fertility. During a country’s economic development, the
decline in fertility eventually wins the race, pulling down population growth. Over
the nineteenth and twentieth centuries, the average number of children per woman in
the United States fell dramatically from 7 to 2 (Haines (2000)).

Why does fertility decline over the course of development and what does it have
to do with the rise in schooling? We extend the model from Chap. 2 to explain both
facts. The extended model is based on the theory of schooling and fertility created by
the Nobel Prize winning economist, Gary Becker. Becker argues that parents enjoy
having children and helping them become productive adults. However, this creates a
tradeoff between the quantity (number) and quality (adult productivity) of children
because the more parents invest in children the more costly it is to raise a child. One
dimension of child quality is how much schooling they receive. Figures 4.1 and 4.2
reveal that the quantity and quality of children tend to be inversely related; as
schooling rises, fertility falls. Becker argues that the inverse relationship is due to
the rising costs of children associated with the increase in schooling.

# Springer International Publishing AG, part of Springer Nature 2018
S. Das et al., Economic Growth and Development, Springer Texts in Business
and Economics, https://doi.org/10.1007/978-3-319-89755-4_4
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The extended model introduces two new endogenous determinants of economic
growth. Schooling is now an endogenous variable, explaining the rise in human capital
from Chap. 2 that was shown to be important in explaining growth in the United States
history. Chapter 2 also identified that population growth lowers economic growth

Fig. 4.1 The rise in time spent in school

Fig. 4.2 The fall in fertility
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because it dilutes physical capital intensity. Population growth is now linked to other
economic variables through the theory of fertility. The extended model also introduces
the concept of a poverty trap—a low income steady state, with high fertility and low
schooling, that prevents full-fledged modern growth from taking off.

4.1 The Quantity and Quality of Children

This section develops a theory of fertility and schooling. In addition to choosing
consumption over their lifetime, households also choose the number of children in
the family and how much schooling to invest in each child. In Chap. 2, household
consumption and saving decisions provide the foundation for growth via physical
capital accumulation. The household choices of fertility and schooling not only
allow a unified explanation for G2 and G3, but also give a theory of human capital
accumulation and an extended theory of physical capital accumulation that includes
population growth.

4.1.1 Households

Households are viewed as living for three periods. The three periods correspond to
one period of childhood and two periods of adulthood. This is simply the two-period
life-cycle model with childhood now explicitly recognized as a third period. The
reason for focusing on childhood is that, in addition to providing a theory of saving,
we now introduce endogenous fertility and schooling decisions made by parents.

As in Chap. 2, households value their consumption over the two periods of
adulthood (c1t, c2tþ1). They also value the quantity (ntþ1) and quality of their
children, as measured by the child’s adult earnings (wtþ1Dtþ1htþ1). Valuing a child’s
adult earnings is similar to the “warm glow” preference for intergenerational
transfers from Chap. 2. The child’s adult earnings are the product of the after-tax
market rental rate for skills (wtþ1), the productivity index (Dtþ1), and embodied
skills, or human capital (htþ1) of the worker.

Formally, the preferences of parents are given by

Ut ¼ ln c1t þ β ln c2tþ1 þ ψ ln ntþ1wtþ1Dtþ1htþ1ð Þ ð4:1Þ
where 0 < β < 1 and ψ > 0 are preference parameters.1 The new parameter
ψ gauges the value placed on children relative to family consumption. Parents
directly choose ntþ1. They affect their child’s adult productivity and earnings by

1Galor and Moav (2002) generalize this specification by allowing for a separate utility weight on the
quantity and quality of children. They then go on to develop an evolutionary theory in which
households raise the weight they placed on the quality of their children over the course of economic
development. Using this more flexible specification would increase the ability of our model to fit the
stylized growth facts.
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choosing the time the child spends in school, et. The adult human capital of the
child is given by htþ1 ¼ e θt , where 0 < θ < 1 is a parameter that captures the effect
of schooling on human capital accumulation.

For simplicity we ignore purchased goods and services inputs used in schooling
(e.g. as reflected in tuition and fees) and focus only on student time because we want
to study the schooling versus child labor tradeoff featured in growth fact G2.
Problems 2–4 introduce goods inputs and explore their implications for those
interested.

As in Chap. 2, adults inelastically supply one unit of labor when young and zero
units when old. Children have an endowment of T < 1 units of time that they can use
to attend school (et) or work (T � et). Children have less than one unit of time to
spend productively because early in childhood they are too young to either attend
school or to work, and in the middle years of childhood they do not have the mental
or physical endurance to learn or work as long as an adult.

We think of the children as being too young to work over the early part of their
lives or that a minimum amount of schooling is needed for the child to be productive.
Under either interpretation, each child invests at least �e units of time into learning
during the first portion of their childhood. This gives older children γ�ht ¼ γ�eθ units of
human capital that can be used in production during the later years of childhood,
where 0 < γ < 1 reflects the fact that even older children lack the relative physical
strength or experience in applying knowledge to production compared to an adult.
Thus, per hour of work, a person is more productive in adulthood than in childhood
because of greater strength and experience (1 > γ) and possibly additional schooling
received later in childhood (et � �e).

While children may work as they become older, providing income to the family,
they are also expensive to care for and feed. To raise each child requires a loss of
adult consumption equal to a fixed fraction η of the adult’s first period wages. One
can interpret the cost of raising a child as (i) the parent’s forgone wages associated
with the time away from work needed watch over and informally educate a young
child or (ii) the loss in adult consumption associated with providing consumption
goods to children. In this chapter, either interpretation is fine. In future chapters we
may find it convenient to stress one interpretation over the other.

If we put all these elements together we have the following interrelated cost
concepts associated with the decision to (i) have a child and (ii) send the child to
school:

(i) net cost of raising a child, forgone adult consumption minus child income

ηwtDtht � wtDtγ�h T � etð Þ

(ii) cost of time spent in school, forgone child wages

wtDtγ�h
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The new choices of the quantity and quality of children, and the associated costs,
are included in the family’s lifetime budget constraint,

c1t þ c2tþ1

Rt
þ ntþ1ηwtDtht ¼ wtDtht þ ntþ1wtDtγ�h T � etð Þ: ð4:2Þ

The new terms introduced by this chapter’s extensions are the forgone adult
consumption associated with raising children (ntþ1ηwtDtht) and the family income
generated by child labor (ntþ1wtDtγ�h T � etð Þ). The net cost of raising children is the
difference in these two expressions.

Parents choose consumption, the number of children, and the schooling/work of
each child to maximize (4.1) subject to (4.2). An important detail of parents’ decision
making is that children must at least spend �e units of time in learning during the first
portion of their childhood. The economic fundamentals may make parents “wish”
their children could go to school less than �e units of time and work more, but this is
not possible. Schooling time can never fall below �e and this constraint must be
accounted for.

The demand functions for children, schooling, and assets used to finance retire-
ment consumption that result from maximizing utility are, see Problem 1,

ntþ1 ¼ ψwtDtht
1þ β þ ψð Þ ηwtDtht � wtDt T � etð Þγ�hð Þ

¼ ψ

1þ β þ ψð Þ η� γ T � etð Þ��e=et�1
�θ� � ð4:3aÞ

et ¼ max
θ

1� θð Þ
ηwtDtht � wtDtTγ�h

wtDtγ�h
; �e

� �

¼ max
θ η

�
et�1=�e

�θ � γT
� �

γ 1� θð Þ ; �e

2
4

3
5 ð4:3bÞ

st ¼ β

1þ β þ ψ

� �
wtDtht: ð4:3cÞ

From (4.3a), we see that fertility is positively related to adult income (numera-
tor)—an income effect and negatively related to the net cost of children (denomina-
tor)—a “price” effect. After some algebraic simplification, fertility is shown to be
affected by three important variables.

4.1.2 Determinants of Fertility

(i) Relative productivity of children (γ)—the greater the relative productivity of
children, the lower is their net costs and the greater is fertility
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(ii) Parents’ schooling (et�1)—the greater is the schooling of parents the higher the
opportunity cost of raising a child, reducing fertility

(iii) Child’s schooling (et)—the greater the schooling of children the less work they
do, increasing the net cost of children, reducing fertility

Equation (4.3b) says schooling is positively related to the minimum net cost of
children (the net cost when children work as soon as they can, found in the
numerator) and negatively related to the forgone child earnings associated with
schooling (denominator). Schooling is high when children are expensive to raise
and forgone child earnings are low. However, if children are sufficiently cheap and
forgone child earnings are high, then fertility is high and parents want only the
minimum schooling for each child. The economic fundamentals must be such that
parents want schooling to exceed �e. It is only in this case that we can use the

equation, et ¼ θ η
�
et�1=�e

�θ � γT
� �

=γ 1� θð Þ .

4.1.3 Determinants of Schooling (et > �e)

(i) Relative productivity of children (γ)—the greater the relative productivity of
children, the larger are the forgone earnings from sending a child to school and
the less schooling each child receives

(ii) Parents’ schooling (et�1)—the greater is the schooling of parents the higher the
opportunity cost of raising a child, increasing schooling as parents substitute
quality for quantity

Equation (4.3c) gives a saving function of the same form that was derived in Chap. 2.
The presence of schooling and fertility choices does not alter the saving behavior of
the household, except that the precise fraction of adult wages that is saved is now
affected by the taste for children parameter, ψ . The higher the value of ψ , the more
resources are spent on children and the smaller the fraction of wages that is saved.

4.2 The Nature of the Fertility-Schooling Interaction

This section provides a detailed discussion of some of the properties and
implications of the schooling-fertility theory from Sect. 4.1. We in particular stress
the nature of the interaction between fertility and schooling that underlies an
explanation for the growth facts G1 and G2.

4.2.1 Schooling and Fertility Are Independent of Other Variables

From (4.3a) and (4.3b), we see that the schooling and fertility choices are indepen-
dent of technological progress (D) and the rental rates on physical (r) and human
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capital (w). It is not too surprising that the rental rate on physical capital does not
affect the first period choices of the quantity and quality of children. However, it is
surprising that higher wages (wD) have no effect. A higher productivity index and
higher rental rate paid to human capital does raise the earnings of both parents and
children but does not affect the relative earnings or the net cost of children. This
result is important in three ways.

First, the sources of growth stressed in Chap. 2 do not affect the new choices of
this section. The fertility-schooling interaction that explains G1 and G2 is deter-
mined independently from the dynamics of the standard neoclassical growth
model—an interesting result and a convenient analytical simplification. A compre-
hensive attempt to explain growth can decompose the sources of growth by starting
with fertility and schooling, and then move to physical capital accumulation. Fertil-
ity and schooling do affect physical capital accumulation, even though the reverse is
not true, as is made explicit in Chap. 5 when the complete one-sector model is
presented.

Second, schooling can be determined in isolation. Equation (4.3b) is a transition
equation for schooling alone. Given an initial value for parent’s schooling, an entire
path of schooling into the future is determined. Given the path of schooling, the path
of fertility can then be determined. This means explaining growth has the following
recursive structure.

Schooling ¼> Fertility ¼> Physical Capital

Finally, the fact that technological progress and physical capital accumulation do
not affect schooling increases the chance for a schooling trap that limits a country’s
growth. As will be discussed further below, the fundamentals of the economy may
cause parents to prefer the minimum schooling for their children, et ¼ �e. Growth in
the economy for other reasons will not push the economy out of this schooling trap.
The trap must be addressed more directly.

4.2.2 Changes in Fertility Across Time and Households

From (4.3a) we see that for fertility to fall, there must be a rise in schooling. An
increase in schooling raises the wages of parents relative to their children, which
raises the net cost of children and lowers fertility. This is crux of our explanation for
G3. Whatever the forces that initially push fertility and population growth rates up as
economies develop, we will explore some of these below and in Chap. 6, eventually
the rise in schooling dominates and pulls fertility and population growth down. As
demonstrated in Chap. 2, the fall in population growth is important in allowing
physical capital accumulation per worker to intensify and speed growth in per capita
incomes.
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It should be recognized that the key to the fertility decline is an increase in the
schooling of older children. An increase in schooling of older children raises the net
cost of children and lowers fertility, creating the “quantity-quality” tradeoff made
famous by the Nobel-Prize winning economist, Gary Becker (see Becker (1960,
1981) and Becker and Lewis (1973)). Less well known is that Becker acknowledged
that the interaction between schooling and fertility could be positive.

The net cost of children is reduced if they contribute to family income by performing
household chores, working in family business, or working in the market place. Then an
increase in earning potential of children would increase the demand for children (Becker
(1981, p. 96)).

Increased schooling of young children, a rise in �e due to an increase in days
attending school of young children who do not yet have the capacity to work, clearly
increases their earning potential when they are older and able to generate income for
the family. This type of rise in schooling lowers the net cost of children and increases
fertility. Expanded schooling for younger children is one reason that fertility may
initially rise over the course of development.

It is also important to notice that cross-sectional variation in schooling and
fertility across different households in a given period can work very differently
than changes in average schooling and fertility for an entire country over time.
Equations (4.3a) and (4.3b) indicate that while ψ affects fertility it does not affect
schooling. There is naturally variation in ψ across households that causes fertility to
vary across households with no change in schooling per child. In Chaps. 7 and 8 we
find that the same result holds for variation in non-labor income across households.
Higher non-labor income leads to greater fertility with no change in schooling per
child. This is consistent with empirical findings using cross-sectional data sets that
children raised in smaller families receive no more schooling (e.g. Banerjee and
Duflo (2011, p. 108)). These findings do not reject the quantity-quality tradeoff
generated by a causal link from the schooling of older children to fertility, for given
values of ψ or for a given distribution of ψ across all households in an entire
economy. The inverse relationship between the quantity and quality of children is
clearly present in the time series evidence for both historical and currently develop-
ing countries (e.g. Lord and Rangazas (2006) and Fernihough (2017)).

4.2.3 The Relative Productivity of Children

A key parameter affecting both schooling and fertility is the relative productivity of
working children (γ). A rise in γ decreases schooling and raises fertility because it raises
the opportunity cost of schooling and lowers the net cost of children. Variation in γ in
cross-sectional or time series data can explain variation in both schooling and fertility.

It is clear that the value of γ may change across regions or countries. For example,
children are more productive in the “lighter” farming of crops grown in warmer
climates (e.g. rice, cotton, sugar) than in the “heavy” farming of colder climates
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(e.g. wheat, corn, barley). Thus, one would expect less schooling and greater fertility
in warmer climates.

Technological change can be associated with increases or decreases in γ over
time. For example, the early Industrial Revolution involved the introduction of new
equipment for making textiles that could be operated by children without work
experience, causing a rise in γ. This could explain why fertility initially rose in the
early stages of historical modern growth.

4.3 The Schooling Poverty Trap and Schooling Dynamics

Equation (4.3b) is a transition equation similar to those we encountered for kt in
Chaps. 2 and 3. The equation relates et, current schooling of children, to et�1, past
schooling that the current generations of parents received when they were children.
A key difference between the schooling transition equation and the transition
equation for kt is the importance of initial conditions. For schooling to begin to
rise, the initial generation of parents must have human capital that is sufficiently
higher than the human capital of their working-age children. If this condition holds,
schooling will rise each period and growth in human capital ensues. As schooling
rises, the effect of a given increment in schooling has a diminishing effect on human
capital formation and wages. With the right initial conditions, the transition equation
given by (4.3b) will eventually exhibit the standard properties of neoclassical growth
as human capital accumulates.

We can depict the dynamic nature of the schooling equation in the diagram
displayed in Fig. 4.3. The horizontal axis keeps track of the parent’s schooling and
the vertical axis keeps track of the child’s schooling. The curve is a plot of (4.3b), the
schooling equation that relates schooling across generations. The lowest value that

Fig. 4.3 Schooling dynamics
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etþ1 can take is �e rather than at the origin as it was with the physical capital transition
equation from Chap. 2. The graph intersects the 45� line three times, at points A,
B and C, but only A and C are dynamically stable. Starting away from B by the
slightest amount will send the economy to either point A or point C.

The unusual configuration of the transition equation is created by the existence of
�e, the minimum level of schooling for young children, drawn here to be less than the
schooling level at point B. A point like Bmeans parents with education greater than �e
may choose �e for their children, a possibility that cannot be ruled out in theory
(regress in education over time). For schooling to increase over time, the schooling
level for parents must be to the right of B or, more generally, greater than the
maximum of the schooling levels associated with point B and �e.

Starting to the right of B will cause schooling to rise, but in relatively small
increments initially. As schooling rises, the increments in schooling across
generations become larger until the economy nears the stable steady state at C,
where the increments once again become smaller and converge to zero. So, provided
that schooling is sufficiently high initially, the model predicts relatively small
increments in schooling initially, an acceleration of schooling in the middle of the
transition, and then a slowdown as the steady state is approached. However, there is
no guarantee that the economy has the proper initial conditions to generate any
growth in human capital. If the economy’s initial human capital investments are less
than those associated with point B, it will eventually be stuck in a poverty trap where
schooling remains at �e indefinitely, the other stable steady state located at point A.

A couple of additional points are worth noting about the poverty trap. First, the
rate of return to schooling may be quite high at �e. Parents nevertheless decide that
they cannot afford to forgo the family income that would be lost if older children
worked less and spent more time in school. If the rate of return to schooling exceeds
the market interest rate, then this situation is inefficient because in principle the
family could borrow to cover the forgone earnings and then collect more than
enough from the enhanced adult earnings of their children to pay back the loan
with interest. However, as discussed in Sect. 2.6 of Chap. 2, such an outcome
requires that well-functioning intergenerational loan markets exist, where parents
assume a debt on behalf of their dependent children and the lender is able to collect
the loan repayment from those same children when there are adults. There are so
many difficult incentive and legal issues associated with this type of transaction that
intergenerational loan markets do not even exist in developed, let alone developing,
countries. Thus, when the rates of returns to schooling are high at �e, some type of
policy action that raises schooling is justified in order to improve productive
efficiency.

Second, similar poverty traps may exist for physical capital. If there is a signifi-
cant fixed cost associated with establishing a firm, then borrowing in credit markets
becomes important for physical capital accumulation as well. It is generally believed
that borrowing to finance physical capital is an easier financial transaction than for
human capital because it does not require an intergenerational loan market and
because physical capital may be confiscated if the loan is not repaid. However, at
early stages of development these types of loans may also be quite costly. As a
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separate matter, the economic environment may be such that physical capital simply
cannot compete with land as a productive asset. In Chap. 6, we examine a model
where the state of technology must be sufficiently high before production based on
physical capital is profitable (even when credit market for physical capital loans
exist). In this setting, countries with governments and interest groups that block
technological advancement can get stuck in poverty traps where all production takes
place using labor and land.

4.4 Numerical Example

To reinforce the key features of the model, let’s work through an extended numerical
example. Start by assuming

(i) θ ¼ 0.50,

so that the human capital production function is

ht ¼ e1=2t�1 ¼
ffiffiffiffiffiffiffiffi
et�1

p
: ð4:4Þ

This assumption implies the transition equation for schooling can be written as,

et ¼ η

γ

ffiffiffiffiffiffiffiffi
et�1

�e

r
� T providedet > �e:

To make things even more transparent, let’s simplify further and assume that

(ii) T ¼ 0.50
(iii) �e ¼ 1=9:

The schooling equation then becomes

et ¼ 3
η

γ

ffiffiffiffiffiffiffiffi
et�1

p � 0:5, providedet > �e: ð4:5Þ

With this transition equation, if you are given an initial schooling level, and values
for the remaining parameters η and γ, you can numerically trace the entire path of
schooling into the future. There are Problems at the end of the chapter that will ask
you to do just that.

We can also simplify the plot of the transition equation given in Fig. 4.3 by
assuming the special case where (a) the concave portion of the transition equation
crosses the 45-degree line at �e and (b) the concave portion of the transition equation
does not cross the 45-degree line again until after the maximum schooling level of T.
This gives us the configuration in Fig. 4.4. It has two flat portions representing the
minimum level of schooling, �e, and the maximum level of schooling, T.
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In Fig. 4.4, if the parents start with the minimum schooling, their child also
receives the minimum schooling—the schooling poverty trap. Every generation is
stuck with the minimum level of schooling. To escape the poverty trap, parents must
have more than the minimum level of schooling, i.e. et�1 must be greater than �e for
some generation of parents. If this happens, schooling will take-off and grow over
time until children are attending school for the full time endowment.

To trace the escape from the poverty trap, follow the arrows. In period 1, assume
parents have a particular value of et�1, say e0. Follow the arrow up to the curve
representing the transition equation to find out what schooling the child receives on
the vertical axis. Label this value e1. Next, follow the horizontal arrow back to the
45-degree line and look down to the horizontal axis—this determines the schooling
that parents possess in the next period, also e1—the education of the child in period
1 is the education of the parent in period 2. In period 2, if parents have schooling time
e1, their children receive schooling time e2. Proceeding in this way determines the
entire dynamic path until the economy reaches the maximum schooling level
(a second type of steady state).

The situation depicted in Fig. 4.3 is worse for growth than in Fig. 4.4. You can
think of Fig. 4.3 as being created by an increase in γ that shifts the transition equation
in Fig. 4.4 downward. The downward shift implies the schooling equation intersects
the 45-degree line at a higher value of et�1, as depicted at point B of Fig. 4.3. The
new steady state at point B, saybe, is greater than �e. Why is this new steady state bad?
It means that parents must now have schooling levels significantly greater than �e to
escape the poverty trap. If the parent’s schooling is anywhere less thanbe, the level of
schooling will decline over generations until the economy reaches �e. The declining
school path is determined by the same procedure used to depict the rising school path

Fig. 4.4 Simplified
schooling transition equation
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in Figs. 4.3 and 4.4. To get on an increasing school path, parent’s schooling must be
greater than be, a value higher than �e.

4.4.1 Tracking Fertility

The fertility equation can also be simplified using the same assumptions made for the
schooling equation,

ntþ1 ¼ ψ

η� γ
3
0:5�etffiffiffiffiffiffi
et�1

p
: ð4:6Þ

If schooling takes off and starts growing, fertility falls as greater schooling for
parents raise the forgone wages and consumption associated with raising children
and greater schooling of children reduces the income they bring to the family, both
causing the cost of children to rise over time. If schooling is stuck in the poverty trap,
so is fertility. The number of children in the fertility trap, when et ¼ �e ¼ 1=9, is

ntþ1 ¼ ψ

η� 0:3899γ
ð4:7Þ

In contrast, if the country escapes the schooling trap, and schooling eventually
reaches the maximum of T, fertility is

ntþ1 ¼ ψ

η
ð4:8Þ

Let’s continue to play with some numbers. Note that, under our assumptions, in
the poverty trap (4.5) becomes 1=9 ¼ 3ηγ

ffiffiffiffiffiffiffiffi
1=9

p � 0:5, implying that η
γ ¼ 0:6111.

Empirical evidence suggests that a reasonable value for γ is 0.30 (see Lord and
Rangazas (2006)). Using this estimate, we have η ¼ 0.30 � 0.6111 ¼ 0.1833.

If we take the ratio of the maximum fertility, in the poverty trap, to the minimum
fertility, in the equilibrium with maximum schooling, we get

η

η� γ
�
T � �e

� ¼ 0:1833
0:1833� 0:30� 0:39

¼ 2:75:

This means that fertility per household for poor countries in the schooling-fertility
trap is almost 3 times higher than fertility per household in a developed country with
high levels of schooling and no child labor. This is a realistic outcome as fertility in
poor countries is often 6 children per woman compared to 2 children per woman in
rich countries. Problems 7 and 8 continue the numerical analysis of fertility.
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4.5 Schooling Poverty Traps: A Closer Look

This brings us to the question of why some countries escape the poverty trap and
others do not. One reason is culture. Culture, for our purposes, is a collection of
non-economic features of society that standard economic models do not directly
capture. Culture can certainly have an effect on education. Basic literacy advanced in
some countries, but not others, well before the onset of sustained modern growth.
Educating the general population could be motivated by social cohesion, enlighten-
ment, religion, or military goals, as well as by economic considerations. Cultural and
political differences in the pursuit of these broader goals caused the timing and
extent of education to vary across countries before modern economic growth began.
In some countries literacy was high at the onset of growth, Germany and Sweden,
and in other countries it was low, England.

In our model, we can think of Germany and Sweden starting to the right of the
low schooling steady state. The subsequent growth in schooling helped accelerate
their economic growth. England, on the other hand, was stuck in a low schooling
poverty trap in the early stages of its growth. It needed child labor laws and
compulsory schooling legislation during the early nineteenth century to jump-start
the schooling of older children.

Beyond cultural differences that influence the “initial” level of education and
human capital, technological and geographic differences play a role in causing
differences in the size of γ. Technological or geographic features that cause γ to
be high, increase the likelihood of a trap. In colder northern regions, farming is more
physically demanding (hay, wheat, and dairy farming). This makes the relative
productivity of children in agriculture low. As the Industrial Revolution began in
England, there was a decline in heavy agriculture and an expansion in the “cottage
industry,” where textiles were produced at home. This shift in production raised the
relative productivity of children significantly. The cottage industry was a relatively
unique feature of early growth in England and this may be one reason why the
education of older children, whose productivity was relatively high, lagged other
countries without a prominent cottage industry.

In southern climates, the farming is less heavy (sugar, cotton, and rice) and the
relatively productivity of children is higher. This is one explanation for why educa-
tion in the southern U.S. lagged that of the northern U.S.. Geographic differences
that lead to schooling differences are also consistent with more general statistical
findings using cross-country data. Warmer climates are correlated with lower income
among developing countries. There are many possible explanations for this finding,
but one could be that children have higher relative productivity in the farming of
warmer climates and as a result receive less schooling. High levels of schooling, and
the resulting economic development, allow countries to become less dependent on
their geography. Geography, however, can create poverty traps for developing
countries, especially those in warmer climates where children are relatively produc-
tive and the opportunity cost of educating older children is high.
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4.5.1 Escaping the Poverty Trap

How can an economy escape the trap? Schooling is low in a poor country because
the value of forgone earnings associated with sending older children to school is a
relatively large fraction of parent’s income. The value of forgone earnings is high
because households have many children and because parental earnings are low. The
poverty trap can be removed if parental earnings are increased relative to the
earnings of older children. This would make it more costly to have many children
(because of the lost work time and forgone consumption of parents associated with
child rearing) and it would lower the relative value of children’s work in total family
income.

What is needed is more schooling of older children, so that when they become
parents their earnings (based on et > �e) exceed the earnings of their older children
(based only on �e)—thereby making children more costly and relatively less important
in generating family income as time goes on.

One could try imposing compulsory schooling or child labor laws that mandate
less work and more schooling for older children. The problem with this approach is
that parents are made worse off by the mandate and thus will evade the law. Because
many poor households of developing countries live in remote rural areas, it is
expensive for authorities to monitor household behavior to see if the laws are
being followed.

A better approach to escaping the schooling trap is Mexico’s Progresa program.
In 1997 Mexico began Progresa, a program designed to increase human capital in
poor families by paying families to send their children to school and to visit health
care providers. Grants and subsidies are provided directly by the government to the
mothers of older children who attend school. The grants cover about 2/3 of what the
child would receive in full time work. This reduces the marginal cost of schooling
from wtγ�h to 1� 2=3ð Þwtγ�h ¼ wtγ�h=3 which is equivalent to lowering the relative
productivity of child labor to just 1/3 of its original value. We have seen that an
increase in γ shifts the schooling equation down and increases the likelihood of a
schooling trap (see the change from Fig. 4.4 to Fig. 4.3). The Progresa policy does
the opposite—it effectively reduces γ and shifts the schooling equation up, reducing
the likelihood of a schooling trap. Chapter 5 examines the Progresa policy in a
complete growth model.

4.6 The Malthusian Era

G7 is one of the more dramatic growth facts: the world experienced no significant
increase in living standards before 1800. The best theory explaining this remarkable
fact was provided by Thomas Malthus, a classical economist thinking about the
perpetual stagnation of per capita income right around 1800. Malthus is sometimes
criticized for coming up with his pessimistic theory of stagnation at the dawn of the
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Industrial Revolution and the start of modern economic progress. The criticism is
unfair. Malthus’s simple theory elegantly explains the absence of economic growth
that characterizes the vast majority of human existence and continues to be relevant
to many developing countries today. He can be blamed a bit for “extrapolating from
past data without due modesty” (Buchholz (1989, p. 56)) but the Industrial Revolu-
tion that pushed the world out of the Malthusian Era is difficult to explain in
hindsight, let alone predict in 1800.

Malthus’s theory works in a traditional economy where land, and not physical
capital, is the key input that complements work effort in the production of goods.
Traditional economies before 1800 experienced plenty of inventions and ideas that
could have lifted productivity and living standards: domestication of animals,
irrigation systems, axes and saws, wagons, plows, spinning wheels, gunpowder,
rifles, and many more. Malthus saw population growth as the main reason that
innovations failed to raise living standards in the long-run. Whenever workers
became more productive, they lived longer and had more children. The increase in
longevity and fertility increased the population and crowded the available land and
natural resources. The lower land to labor ratio reduced worker productivity and
negated the effects of the innovations on production per person.

The inverse relationship between population size and productivity, predicted by
Malthus, is displayed in Fig. 4.5. The figure is similar to one found in Galor (2011).
Oded Galor’s work has revitalized interest in Malthus’s emphasis on population
growth as a factor limiting advances in living standards. The impressive historical
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data in the figure, going all the way back to 1250, was recently collected and
organized by Gregory Clark (2007). Figure 4.5 shows that increases in worker
productivity and real wages were associated with increases in population that pulled
wages back down as described by Malthus.

In this section we construct a traditional economy that captures the key features of
the world that Malthus observed. Combined with our theory of fertility from
previous sections we can reproduce the population dynamics that Malthus had in
mind. In later chapters, the traditional sector developed here is combined with the
modern sector modelled in Chaps. 2 and 3 to form a two-sector analysis.

4.6.1 A Traditional Economy

Three new assumptions are used to characterize a traditional economy. First, the
focus shifts from the use of physical capital to the use of land and other natural
resources in producing goods. Traditional producers use tools but they do not have
the same impact on production as the large plant and equipment used in the factories
of a modern economy. Second, the economy is in a schooling trap where only
children that are too young to work receive any formal education. One can think of θ
as being too low or γ as being too high to motivate schooling of older children prior
to the Industrial Revolution. Third, because output is low, the idea that people need a
minimum level of consumption to survive is made explicit.

The production function of the traditional economy is

Yt ¼ ALαH1�α
t , ð4:9Þ

where a fixed quantity of land, L, takes the place of manmade physical capital as an
input in production. The labor productivity index is assumed to be constant and set
equal to one, Dt � 1. While there were certainly innovations in production before
1800, they were not as regular and ongoing as after the Industrial Revolution. The
more sporadic inventions of the Malthusian Era are captured by irregular discrete
changes in A. Human capital achieved from early education is also set equal to one,
�h � 1, so thatHt¼ Nt. For simplicity only, in this section we assume that children do
not work. If we divide both sides of (4.9) by Nt, we can write worker productivity as

yt ¼ A L=Ntð Þα ð4:90Þ
We continue to assume that competitive markets for labor and goods exist. There

is no market for land. Land is simply passed down from parents to their children. The
existence of land markets is discussed in detail in later chapters. A competitive labor
market means that workers are paid a wage equal to the marginal product of labor,

wt ¼ 1� αð ÞAlαt , ð4:10Þ
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where l is the land to labor ratio chosen by the landowner hiring labor. The
landowner receives land rents that equal the difference in output and labor costs.
In the economy as a whole, land rents are

RL
t L ¼ Yt � wtNt ¼ Nt Al

α
t � wt

� � ¼ NtαAl
α
t : ð4:11Þ

Equation (4.11) implies land rents per unit of land are

RL
t ¼ αAlα�1

t : ð4:12Þ
Household saving does not play the crucial role in building up the physical capital

stock that it did in the model of a modern economy, so we can simplify things on the
household side by assuming everyone lives for just one period. Household
preferences are then

Ut ¼ ln ct � cð Þ þ ψ ln ntþ1wtþ1htþ1ð Þ ¼ ln ct � cð Þ þ ψ ln ntþ1wtþ1ð Þ, ð4:13Þ
where c is the constant level of subsistence consumption needed for survival. Only
consumption above c generates utility.

Each household earns the wage, wt. Households are identical, so each household
owns L/Nt � lt units of land and receives land rents equal to RL

t lt ¼ αAlαt . Total
household income is thenwt þ RL

t lt ¼ yt. There is a loss in adult consumption of ηyt
to raise each child.

Households choose ct and ntþ1 to maximize (4.13) subject to the household
budget constraint

ct þ ηytntþ1 ¼ yt: ð4:14Þ
The optimal choices of consumption and fertility are (see the chapter Appendix)

c1t ¼ 1þ ψ c=ytð Þ
1þ ψ

yt ð4:15aÞ

ntþ1 ¼ ψ

1þ ψ

1� c=ytð Þ
η

: ð4:15bÞ

From (4.15) we see if yt were to increase over time the marginal propensity to
consume out of income would fall and converge to the constant 1/(1 þ ψ) and fertility
would rise, approaching the constant value ψ=η 1þ ψð Þ. The rise in fertility associated
with a rise in income offers a possible explanation for the first part of G3. However, this
does not happen in a Malthusian world because the rise in ntþ1 raises Ntþ1 ¼ ntþ1Nt,
lowering both ltþ1 ¼ L/Ntþ1 and ytþ1 ¼ Alαtþ1. Prosperity increases fertility and crowds
the available land, creating a negative feedback that limits any gain in prosperity.
Something has to break this connection before income can rise persistently.
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4.6.2 Malthusian Fertility-Income Dynamics

We focus now on the dynamics associated with fertility. We want to answer the
question, “How great is the tendency for fertility to limit growth?”

First, imagine the events qualitatively. Suppose in period t an innovation occurs
that causes a jump in TFP to a value A

0
> A. In period t there is an increase in yt and

by (4.15) both consumption and fertility. Next period, there is a higher population
Ntþ1 ¼ ntþ1Nt that reduces land holdings per worker and reduces at least some of the
positive effect of the rise in TFP, forcing ytþ1 back toward the original
pre-innovation value of yt. To see what happens at this point we need the help of a
useful diagram that illustrates the dynamics in the same way that transition equations
help track the paths of physical and human capital.

The diagram involves two distinct figures. The first figure is simply a sketch of the
traditional production in per capita terms, yt¼ A(L/Nt)

α. For a given value of A, there
is an inverse relationship between yt and Nt because higher values of Nt reduce the
land-labor ratio and yt. The inverse relationship between yt on the horizontal axis and
Nt on the vertical axis is sketched in Fig. 4.6.

Next we need to track population changes using (4.15b). Higher values of yt
increase ntþ1 and Ntþ1. Note that (4.15b) tells us there is a value of yt, call it �y, that
causes the household to have exactly one child defined by

ntþ1 ¼ 1 ¼ ψ

1þ ψ

1� �
c=�y

�
η

:

This is important because in terms of population dynamics �y defines a constant
population size, i.e. a population steady statewith ntþ1¼ 1 and Nt¼ Ntþ1. Values of

Nt

0 yt

Fig. 4.6 Worker productivity
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y below �y cause such low fertility that households are not replacing themselves and
the population shrinks. Values of y above �y cause households to have more than one
child, making population grow over time.

We sketch the positive relationship between yt and ntþ1 with yt on the horizontal
axis and ntþ1 on the vertical axis in Fig. 4.7. We have already established that if yt ¼
�y then ntþ1 ¼ 1 and the population does not change over time. As yt increases,

(4.15b) tells us ntþ1 approaches its maximum value of
ψ

1þ ψ

1
η
. As yt falls toward

subsistence consumption, ntþ1 falls to zero.
Now combine Figs. 4.6 and 4.7 to form Fig. 4.8. Suppose we start at the point yt¼

�ywith ntþ1¼ 1. Here the population size that starts at �N will remain at �N over time. If
instead, we start at y0 > �yandN0 < �N in period 0, then n1 > 1 and N1 > N0. The greater
population in period 1 means l1 < l0 and �y < y1 < y0, we have moved back and up
the worker productivity curve as the population grows and living standards fall.

Fig. 4.7 Fertility

Fig. 4.8 The Malthusian model
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With �y < y1, we know the dynamics is not over because n2 remains above 1 and the
population continues to increase toward �N. The dynamic process continues until the
economy converges to the steady state �y, �N.

Malthusian Dynamics

y0 ! n1 !N1 ¼ n1N0 ! y1 ! n2 !N2 ¼ n2N1 ! y2 !���! �y! �n¼ 1! �N

If we instead started with y0 < �y and N0 > �N, we would trace through the
dynamics, this time with y rising and N falling over time, again converging to the
steady state �y, �N. Thus the steady state is dynamically stable—no matter where you
begin, the economy tracks to the steady state equilibrium.

Now back to the main question,

To what extent does population change limit economic progress?

Suppose we start in the steady state depicted in Fig. 4.8. Imagine an innovation in
period 0 that causes a jump in TFP to a value A

0
> A. This changes the relationship

between yt and Nt because higher values of yt are now possible for any given value of
Nt, i.e. the worker productivity curve has shifted out to the right as depicted in
Fig. 4.9. The value of y0 jumps above �y causing fertility to exceed one, n1 > 1. The
increase in TFP has (i) created a new steady state, at the point �y, �N 0 > �N, and
(ii) moved the economy above the steady state value of worker productivity, y0 > �y.
We are in a similar position to the one we used in Fig. 4.8 to trace the dynamics of the
economy. Fertility will exceed one and the population will increase, pushing the
economy back to the same steady state �y but now with the larger population, �N 0 > �N.

The answer to our main question is that population growth completely eliminates
the potential economic progress associated with innovations. For a while there is
greater prosperity but this causes fertility to rise. The population grows, lowering
land per worker and worker productivity until the population stops growing. The

Fig. 4.9 Positive productivity shocks
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population will only stop growing when worker productivity and income is pushed
all the way back to �y.

The data in Fig. 4.5 has been explained. Figure 4.6 explains the inverse relation-
ship between population and wages. Figure 4.7 explains why wages tend to gravitate
toward a constant value. Wages rise temporarily causing population growth that
reduces the wage back down toward the original value. Despite innovations, there is
no long-run upward trend in wages and living standards—the Malthusian Trap.

4.6.3 Escaping the Malthusian Trap

Something changed around 1800 that allowed an escape from the Malthusian Trap,
although not in all countries at the same time. Technological advances caused the
first factories to appear that eventually pulled labor out of traditional production into
firms of the modern sector (see Chap. 6 for a complete analysis). Associated with this
fundamental structural transformation in the method and composition of production
were several features that caused fertility to begin to fall, and not rise, with income.
Factory wages replaced land rents as the major source of household income. As
explained in Chap. 7, this change in the source of income raised the opportunity cost
of raising children and lowered fertility.

The schooling poverty trap discussed above was also broken. Part of the reason
was a rise in the return to schooling, as the technological advances increased the
rewards for literacy, numeracy, and the flexibility needed to keep up with a more
dynamic economy (Galor (2011, Chapter 4)). In our model, we can think of this as an
increase in θ. A second reason was the onset of child labor and compulsory
schooling laws that lowered the relative productivity of children (Doepke and
Zilliboti (2005)), a decline in γ. The drop in fertility and the new reliance on
manmade physical capital allowed for sustained increases in per capita incomes
for the first time in human history.

4.7 Rising Fertility in Early Development

Our focus has been on explaining why fertility falls with development. However,
fertility often rises in the early stages of development before it begins to fall (Galor
and Weil (2000) and Jones (2001)). For example, in the early stages of the Industrial
Revolution in England, fertility first rose modestly from a TFR of about 4.5 in 1750
to a TFR of about 5.5 in 1820 (Woods (2000)). Fertility began to fall after 1820,
reaching a low of a little over 2 by 1940.

One possible explanation for the rise in fertility is a rise in the relative
productivity of children as economies shift from agricultural production to informal
manufacturing production in the traditional sector and early factories in the modern
sector. The share of employment in England’s agricultural sector fell during the
eighteenth century, but it was largely offset by increases in family production outside
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of agriculture, as well as some expansion in early factory employment. As noted by
Sokoloff and Dollar (1997, p. 289),

Cottage manufacture (or putting-out), where workers labored at home as individuals or in
family groups for piece rates, was common in England into the late nineteenth century. It
was rare in the United States, however, where the overwhelming share of manufactures
intended for sale came instead from centralized plants, which operated as manufactories or
so-called nonmechanized factories. This mode of manufacturing organization, where
workers routinely left home each day to labor together in a structure intended for that
purpose, was also used in England but appears to have been much less prevalent.

Thus, from 1740 to 1820 there was a decline in agriculture, but an expansion in
another aspect of the traditional sector, the “cottage industry.” This caused a decline
in employment opportunities for children in agriculture, but an expansion in both the
cottage industry and in early factories of the modern sector (Cunningham (1990),
Horrell and Humphries (1995), and Hudson and King (2000)). The earnings of
children relative to adults were significantly higher in the factories, and especially
the cottage industry, than in agriculture (Horrell and Humphries (1995, Table 5)).
Thus, as the employment of children shifted from agriculture to domestic and formal
industry, the relative productivity of children rose. In our model this would be
captured by a general rise in γ from 1740 to 1820. A rise in γ lowers the cost of
children and increases fertility. Fertility began to fall when γ fell back after the
cottage industry declined and the employment opportunities for children in factories
and mines were curtailed by child labor laws.

Galor and Weil (2000) suggest another possible explanation for the early rise in
fertility, one related to the subsistence constraint. In the early stages of growth,
before mandatory schooling and child labor laws, schooling may not rise above the
education of young children. In the Malthusian model the importance of the subsis-
tence constraint, c/yt, falls with a rise with income. As seen in (4.15b), a rise in
income lowers the value of forgone consumption associated with raising children
and increases fertility via an income effect. Thus, the more regular technological
advances associated with the Industrial Revolution lifted income and caused fertility
to rise in the early stages of growth before schooling began to increase.

4.8 The Baby Boom

One cannot look at Fig. 4.2 without noticing the upward blip in the fertility data that
temporarily interrupted the long-run downward trend in fertility. The rise in fertility
between 1945 and 1965 is known as the Baby Boom. The Baby Boom has had long
term consequences for the United States and other developed countries because it
has contributed to the aging of their populations. The Baby Boomers have retired
from the work force or are about to, accelerating a general downward trend in the
number of workers per retiree. The downward trend in the worker to retire ratio is
due to more than just the Baby Boomers retiring. As economies have prospered over
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the last two centuries, fertility has fallen and longevity has increased. These long-run
demographic trends have led to an increase in the average age of the population.

Currently in the United States, there are 4.8 workers per retiree. As the century
unfolds the ratio will fall to 2.8—instead of 5 workers to support each retiree, there
will only be 3 (Kotlikoff and Burns (2012)). The change in the age composition of
the country is particularly important because the benefits delivered via retirement
programs, Social Security and Medicare, have become quite generous. Taxes on the
working population to support the retirement programs will have to rise significantly
over this century.

What caused the Baby Boom? One theory, offered by Doepke et al. (2015),
argues the following economic factors were at play. During World War II there were
labor shortages due to the heavy mobilization of troops. The labor market shortages
pulled older women out of the home and into the workforce; women in their forties
and fifties who had already raised their children. These women largely decided to
remain working after the war ended, depressing the work opportunities for young
women who typically worked for some years before marrying. Left with depressed
work and wage opportunities, the young women decided to marry and start their
families earlier. The weak labor market for young women can be interpreted as a
temporary decline in η, lowering the opportunity cost of raising children. These
conditions persisted until the older generation of working women began to retire,
which is why the Baby Boom lasted for 20 years.

4.9 One-Child Policy

Countries have long understood the negative effects of population growth on living
standards and have attempted to encourage a reduction in fertility in various ways. In
the late 1970s, China went beyond encouragement by enacting a law prohibiting
families, except in special circumstances, from having more than one child. At this
time, the fertility rate had already been falling dramatically but it was still high, just
below three children per woman. Thus, the policy clearly imposed a binding
constraint on household behavior. The purpose of the policy was to prevent popula-
tion crowding and reduce unemployment and the demand for natural resources.
Recently, China has relaxed its policy to allow two children per household.

In this section we think about how an exogenously imposed reduction in fertility
would affect the equilibrium in our model. Obviously, constraining household
choice in any manner will reduce welfare for the initial generation of households
in both sectors—adding any type of constraint on choice can only reduce
possibilities and welfare. However, there are some less obvious impacts.

One possible benefit to the one-child policy is to increase schooling. We find that
this is the case in our model. To begin, one can combine the necessary conditions for
optimal schooling and household consumption to get the following expression
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et ¼ ψθct
ntþ1wtγ�h

:

The numerator captures any wealth effect on schooling that is associated with a
rise in consumption. The denominator is the marginal cost of schooling measured in
terms of the forgone wages that children could earn working. In the unconstrained
model, when fertility is a choice variable, changes in family resources affect
consumption and fertility choices proportionately, leaving schooling independent
of fertility, as you see in (4.3b). In our model, schooling affects fertility with no
reverse causation. Larger families, due to higher income or stronger preferences for
children, are not associated with lower schooling per child. The quantity-quality
trade-off in our model is driven by rising schooling that causes the cost of children to
increase and fertility to fall.

Now suppose fertility is exogenously determined. In this case, one can show that
higher fertility both reduces family resources and raises the cost of schooling,
causing a decline in schooling (see Problem 16). Thus, an exogenous decline in
fertility increases schooling.

Using data from China, recent empirical studies have attempted to estimate the
effect of the one-child policy on schooling. The evidence thus far is mixed. For
example, Rosenzweig and Zhang (2009) provide estimates supporting the idea that
restricting the number of children increases schooling per child. On the other hand,
Qian (2013) finds that restricting the birth of a second child, for families with only
one child, actually causes the schooling of the first child to fall (although she finds
the effect of restricting further children, in families with more than one child,
increases schooling per child).

4.10 Human Capital and Inequality

We have seen that human capital accumulation raises worker productivity and living
standards. Human capital also plays an important role in determining wage inequal-
ity over the course of development.

Until recently, economists have been comfortable assuming that technological
progress can continue indefinitely without being subject to the phenomenon of
diminishing returns. Technological progress continually raises the demand for
human capital. This can be seen explicitly by recalling that the rental rate firms are
willing to pay to a unit of effective labor supply,

wtDt ¼ 1� αð ÞAEtg
μ 1�αð Þ
t k α

t ,

is increasing in the variable Et that captures productivity effects from technological
change.

More sophisticated models treat skilled and unskilled labor as distinct comple-
mentary inputs in production. In this case there is also the possibility of skill-biased
technological progress that raises the relative demand for skilled labor. Rather than
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technical innovations proportionally raising the productivity of human capital in
general, regardless of its level (as in our model), there may be innovations that raise
the productivity of high-human capital workers more than low-human capital
workers. In our model, more educated workers receive higher wages than less
educated workers if the education gap widens, but not because of technological
progress because the market rental rate on a given unit of human capital is common
to all workers. Over the second half of the twentieth century, both a widening
education gap across workers and skill-bias technological change have increased
the relative wage of the highly educated worker.

Research by Claudia Goldin and Lawrence Katz (2008) quantifies how much
skill-biased technological progress raised the relative demand for high-skilled labor
over the Post WWII period in the United States. They find that the demand for high
skilled labor grew at an approximately constant rate over the period. Changes in the
relative wage paid to high-skilled labor were caused by the degree to which the
supply of skilled labor was able, or unable, to keep pace with the ongoing demand.

From 1950 to 1980 the supply of college graduates increased at about the same
pace as the demand for college-educated labor, leaving the relative wage, or skill
premium, paid to highly educated labor approximately unchanged. Think of the
relative demand curve for and the relative supply curve of skilled labor shifting out
by equal amounts, leaving the relative market wage paid to skilled labor unchanged
(the absolute amount was rising but at the same rate as for workers with less
education).

However, as we have previously discussed, the ability of a country to increase its
supply of human capital is eventually subject to diminishing returns. After 1980,
increases in the average years of schooling began to slow as the percentage of young
workers receiving college degrees stagnated. The demand for skilled-labor began to
outpace the supply of skilled labor causing the relative wage paid to highly educated
workers to increase. From 1980 to 2005 the skill premium for a college graduate
more than doubled. In 1980 a college graduate earned 37% more than a high school
graduate. The skill premium rose to 87% by 2005 (Goldin and Katz (2008, p. 95)).

Much of the gain in the relative wages of college graduates is concentrated among
the relatively small percentage of the workforce with graduate degrees. In the U.S.,
from 1980 to 2012, full-time male workers with a graduate degree saw their real
earning rise 1.1% annually. For college graduates with a bachelor’s degree, the rise
in real earnings was a paltry 0.5%. Those with some college saw no gain in real
wages and those with high school degrees currently receive lower real earnings than
they did in 1980. Only 30% of workers eventually complete a four-year college
degree, so the vast majority of workers have not experienced a rise in real earnings
since 1980 (Autor (2014)). Most workers have a high school degree or less. The
combination of a growing education gap and a rising skill premium has generated a
dramatic rise in wage inequality in the United States.

The role of human capital in creating rising inequality in the later stages of
development is not unique to the United States. Wage inequality has been on the
rise in most developed countries over the last 35 years (Cingano (2014)). The United
States has a particularly high degree of income inequality, but inequality is predicted
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to continue its rise in advanced countries generally. Trends in inequality suggest that
the average OECD country will reach the current level of income inequality in the
United States by mid-century (OECD (2014)). Rising wage inequality in developed
economies is achieving the status of a stylized fact (a G13?).

4.11 Exercises

Questions

1. Write out the expressions for the wages of an adult and the wages of an older
child. Identify three reasons why the wages of adults might be higher than wages
of older children.

2. Describe the theory of schooling and fertility in words.
3. Explain how schooling and fertility are affected by (a) parent’s income and

(b) the relative productivity of child labor.
4. Explain how fertility is affected by the years of schooling children receive.
5. Why are the schooling and fertility traps linked?
6. Explain why, if the parent’s level of schooling is sufficiently high, fertility will

fall over time.
7. How does an increase in the market rental rate for human capital, wt, affect

schooling and fertility?
8. Why are the determinants of cross-sectional variations in fertility within a

country different than time series variation in the country’s average fertility?
9. Use a diagram of the schooling equation to explain why a higher value for γ

increases the likelihood of a schooling-trap.
10. Use the diagram of the schooling equation to show how if the parent’s level of

schooling is sufficiently high, the level of schooling will rise over time.
11. Discuss the ways that (a) culture (b) technology and (c) geography can affect

whether a country finds itself in a schooling-trap.
12. Discuss the effectiveness of using the following polices to escape the schooling

trap.
(a) compulsory schooling laws
(b) child labor laws
(c) Progesa-style family subsidies

13. What is the Malthusian Era?
14. How does a traditional economy differ from a modern economy?
15. What determines fertility in a traditional economy?
16. Intuitively describe the Malthusian model—i.e. the two key relationships under-

lying Fig. 4.8.
17. Carefully explain the reasons for the slopes of the figures sketched in Figs 4.6

and 4.7. How do changes in the following parameters shift each curve?
(a) c
(b) L
(c) A
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18. Use Fig. 4.9 to explain the Malthusian theory of stagnant living standards.
19. The data in Fig. 4.5 was influenced by the Black Plague (also known as the

Black Death and the Bubonic Plague) that swept through Europe in the
mid-1300s. Analyze the economic effects of a discrete decline in population
using the Malthusian model.

20. Why might fertility initially rise as economies develop?
21. What is the Baby Boom? What may have caused it?
22. Discuss how an exogenous reduction in fertility, such as those under the One-

Child Policy in China, affects schooling per child. Explain why endogenous
variations in family size, due to variations in parental income or preferences
across households, have no effect on schooling per child. What then creates the
quantity-quality trade-off?

23. Why has wage inequality tended to rise as developing economies mature? What
evidence supports your explanation?

24. Use the theories of this chapter to explain growth facts G2, G3, and G7.

Problems

1. Derive the optimal behavior for fertility, schooling, and saving given in (4.3).
What is the causal connection between fertility and schooling? What condition
must hold for there to be a poverty trap where parents and their children receive
the minimum level of schooling?

2. Now suppose that learning of older children requires the family to purchase
goods inputs as was discussed in Chap. 2 (continue to assume that learning of
young children is only a function of their time). Let the quantity of goods inputs
purchased per child be denoted by xt and the price to the family of purchasing
one unit of the goods inputs by pt. Write the human capital production function
as htþ1 ¼ xθ1t e

θ2
t . Introduce the schooling expenditures, pt xt, into the family’s

budget and derive the new expression for the choice of schooling time solely as a
function of parent’s schooling time and exogenous variables, as in (4.3b).
Discuss the new determinants of the poverty trap and how policy can be used
to generate a human capital take-off.

3. Extend your analysis in Question 2 to include fertility. Derive the new expres-
sion for fertility and discuss how the goods cost of schooling affects the level of
fertility.

4. Think more broadly about human capital inputs to include health and nutritional
investment in children. Apart from the good inputs used in education, what
alternative interpretations can then be given to xt? Does the relationship between
xt and et make sense under the new interpretation? How does the introduction of
xt help to further explain the income gaps across countries?

Problems 5–8 use the simplified schooling transition equation given by (4.5).
5. Suppose the schooling equation crosses the 45-degree line exactly at the point

et ¼ et�1 ¼ �e ¼ 1=9 ¼ 0:1111, as in Fig. 4.4 At that point, the schooling

equation must satisfy �e ¼ η

γ
� 0:50 ¼ 0:1111 (Why?).
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(a) For this to be true, what value must ηγ have?

(b) As mentioned in the text, empirical studies suggest that γ ¼ 0.30 is a
reasonable estimate. If we assume this value for γ, what value must η to
be consistent with your answer to part (a)?

(c) Write the schooling equation for the parameter values set as above.
(d) If parents start with an a value of e equal to 0.12, use the schooling

equation to compute the dynamic path of schooling until the maximum
schooling is reached.

(e) Use a sketch of the schooling equation, as in Fig. 4.4, to represent the
dynamic path of schooling computed in (d).

6. Suppose that γ ¼ 0.40 and η ¼ 0.20. These parameter values create a schooling
equation similar to the one depicted in Fig. 4.3.

(a) Write out the schooling equation for these parameter values.
(b) If parents start with a value of e equal to 0.20, use the schooling

equation to compute the dynamic path of schooling.
(c) How high must parent’s initial schooling be before the economy

escapes the schooling poverty trap? This requires that you use trial
and error to find a value of e that creates a steady state associated with
point B, say be, as depicted in Fig. 4.3.

(d) Pick a value for parents’ initial schooling slightly above your answer to
(c) and compute the dynamic path until the maximum schooling is
reached. Use an initial value of e equal to be þ 0.05.

(e) Use a sketch of the schooling equation, as in Fig. 4.3, to represent the
dynamics you uncovered in (b)-(d).

7. For the parameter calibration we used in Sect. 4.4, what value of the parameter ψ
is needed to make the number of children per parent exactly one in the situation
with full education and no child labor? For this parameter value, what is the
number of children per parent in a country stuck in the schooling-fertility trap?

8. Assuming the parameter values from Problem 5, suppose that the parent’s initial
education is 0.12. Compute the paths for schooling and fertility until the
maximum schooling level is reached.

9. How would the introduction of a Progesa-style family subsidy affect the school-
ing equation in Fig. 4.4?

10. Show that yt ¼ Alαt ¼ wt þ RL
t lt.

11. Fill in the algebraic details involved in establishing the equalities in (4.11), and
then in going from (4.11) to (4.12).

12. Maximize (4.13) subject to (4.14) to get (4.15).
13. What is the maximum potential value for fertility in the Malthusian model?

What is the steady state value?
14. Use (4.15b) to find an expression for �y in terms of the parameters of the model.
15. Use Fig. 4.8 to demonstrate that the Malthusian model is dynamically stable—

no matter where the economy’s initial value of y, it converges to �y.
16. Suppose a fertility limit is imposed by the government. Derive the schooling

equation under the policy, assuming the imposed fertility limit is binding on
household choice. Show how a reduction in the fertility limit affects schooling.
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Appendices

Maximizing Utility with Fertility and Schooling

In addition to the standard necessary conditions for optimal life-cycle consumption
from Chap. 2, the choices of ntþ1 and et associated with maximizing (4.1) subject to
(4.2), yield the following first order conditions

ψθ

et
� λtntþ1wtDtγ�h

ψ

ntþ1
¼ λt ηwtDtht � T � etð ÞwtDtγ�h½ 	,

where λt is the Lagrange multiplier.
The first equation says the marginal utility of additional child quality, measured

by the child’s adult human capital, must be equated to the marginal value of
consumption lost from allowing children of working age to attend school. The strict
inequality holds when the marginal cost of educating children beyond the schooling
received in their early years, �e, exceeds the marginal benefit. In this case, parents are
content to set et ¼ �e, i.e. to have their children begin work as soon as they are able.

The second equation says the marginal utility of additional children must be
equated to the marginal value of lost consumption associated with raising a child.
Consumption is lost from having an additional child because we assume the cost of
children exceeds the earnings that older children bring to the household (otherwise
parents would always choose the, biologically determined, maximum number of
children).

Fertility in the Traditional Economy

In the traditional economy from Sect. 4.6, the household maximizes the utility
function Ut ¼ ln (ct � c) þ ψ ln (ntþ1wtþ1) subject to the budget constraint
ct þ ηytntþ1 ¼ yt. The first order necessary conditions for the optimal choices of ct
and ntþ1 are

1
ct � c

¼ λt

ψ

ntþ1
¼ λtηyt,

where λt is the Lagrange multiplier. The two first order conditions imply
ηytntþ1 ¼ ψ ct � cð Þ. Substituting this expression into the budget constraint and
solving for ct yields (4.15a). Substituting (4.15a) into the expression
ηytntþ1 ¼ ψ ct � cð Þ, gives us (4.15b)
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ntþ1 ¼ ψ

1þ ψ

yt � c

ηyt
¼ ψ

1þ ψð Þη 1� c=ytð Þð Þ:
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A Complete One-Sector Neoclassical
Growth Model 5

In this chapter we put all the elements discussed in previous chapters together. The
model includes private capital from Chap. 2, government capital and taxation from
Chap. 3, and fertility and schooling from Chap. 4. The features are combined to
study large income differences across rich and poor countries, what is known as
development economics. At the dawn of the Industrial Revolution, the differences in
per capita income across countries were relatively modest. Per capita income in the
richest countries was only 2–4 times greater than per capita income in the poorest
countries. Over the course of the last two centuries, per capita income of the rich
countries has diverged from that of the poor countries. By the end of the twentieth
century, rich countries were 20–40 times richer than poor countries. What could
explain stylized growth fact G4, dramatically large gaps in living standards?

As we have seen in Chap. 2, the neoclassical model of physical capital accumu-
lation was unable to explain the relatively modest seven-fold gap in per capita
income in U.S. history between 1870 and 1990. It is clear that significant extensions
to the neoclassical model are needed to explain the huge long-run income gaps that
have evolved across countries in the past two centuries. In this chapter we explore
how far the human capital, fertility, and government policy extensions will take us.

We begin by modeling a representative rich and poor country. One of the reasons
that the poor country has low income stems from a poverty trap that keeps schooling
low and fertility high. The second reason for its low income directly relates to fiscal
policy. Many poor countries have high tax rates, high shares of government con-
sumption, and little investment in public infrastructure. We calibrate the preferences
of the government based on the fiscal policy outcomes that we observe across some
rich and poor countries. Our calibration exercises reveal that the extensions from
Chaps. 3 and 4 go a long way toward explaining large income gaps.

The large income gaps that appeared in the second half of the twentieth century
motivated the rich countries of the world to provide various types of aid to poor
countries with the hope of accelerating their growth, thereby allowing a convergence
of living standards. One of the issues in providing aid is how the policies of the
recipient country’s government might respond. This is one of the reasons that we
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extend the model to make fiscal policy endogenous. It allows us to examine the
factors that might cause the poor country’s government to favor or oppose
pro-growth policy reforms. In cases where the government clearly opposes a partic-
ular reform, we can also ask what the “aid cost” would be to convince the govern-
ment to accept the reform.

5.1 A Theory of Income Differences

This section focuses on the sources of poverty. We create a model where a country is
poor for two fundamental reasons. First, there is a poverty trap that keeps human
capital low and fertility high. Second, the government of the poor country sets
relatively high tax rates that are primarily used to finance government consumption
rather than infrastructure investment.

5.1.1 Households

The theory of household behavior comes from Chaps. 2, 3 and 4. Households value
consumption over the two periods of adulthood (c1t, c2tþ1 ) and the adult earnings
((1 � τtþ1)wtþ1Dtþ1htþ1) of all their children (ntþ1 ), similar to the “warm glow”
preference for intergenerational transfers from Chap. 2. Earnings are the product of
the after-tax market rental rate for skills ( 1� τtþ1ð Þwtþ1 ), the productivity index
(Dtþ1), and the embodied skills or human capital (htþ1 ) of the worker. Formally,
preferences are

Ut ¼ ln c1t þ β ln c2tþ1 þ ψ ln ntþ1 1� τtþ1ð Þwtþ1Dtþ1htþ1ð Þ
where 0 < β < 1 and ψ > 0 are preference parameters.1 Adult human capital of the
child is given by htþ1 ¼ eθt , where et is the time the child spends in school and where
0 < θ < 1 is a parameter that gauges the effect of schooling on human capital
accumulation. For simplicity we ignore purchased goods and services inputs used
in schooling (e.g. tuition) and focus only on student time.

Adults inelastically supply one unit of labor when young and zero units when old.
Children have an endowment ofT < 1units of time that they can use to attend school
(et) or work (T � et). Children have less than one unit of time to spend productively
because early in childhood they are too young to either attend school or to work, and
in the later years of childhood they do not have the mental or physical endurance to
learn or work as long as an adult.

1Galor and Moav (2002) generalize this specification by allowing for a separate utility weight on the
quantity and quality of children. They then go on to develop an evolutionary theory in which
households raise the weight they placed on the quality of their children over the course of economic
development. Using this more flexible specification would increase the ability of our model to fit the
stylized growth facts.
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While children may work as they become older, thereby providing income to the
family, they are also expensive to care for and feed. In this chapter we assume that to
raise each child requires a loss of adult consumption equal to a fixed fraction η of the
adult’s first period wages. This interpretation of the cost of children is somewhat
different than the forgone wages associated with raising children. Both costs are
relevant but we only assume one or the other for simplicity. See the chapter
Appendix for a detailed discussion of the differences between the two types of costs.

We think of the children as being too young to work over the early part of their
lives or alternatively that a minimum amount of schooling is needed for the child to
be productive. Under either interpretation, each child invests at least �e units of time into
learning during the first portion of their childhood. This gives older children γ�ht ¼ γ�eθ

units of human capital that can be used in production during the later years of childhood,
where 0 < γ < 1 reflects the fact that children have less physical strength or experience
than an adult. Thus, per hour of work, a person is more productive in adulthood than in
childhood because of greater strength and experience (1 > γ) and possibly because of
additional schooling (et � �e).

The household maximizes utility subject to the lifetime budget constraint,

c1t þ c2tþ1

Rt
þ ntþ1ηwtDtht ¼ wtDtht þ ntþ1wtDtγ�h T � etð Þ,

where Rt ¼ 1 þ (1 � τtþ1)rtþ1 � δ, so both wages and rental rates are subject to
taxation.

The new terms introduced by the extensions are the lost adult consumption
associated with raising children (ntþ1η(1 � τt)wtDtht) and the family income
generated by child labor ( ntþ1 1� τtð ÞwtDtγ�h T � etð Þ ). The net cost of raising
children is the difference in these two expressions.

The demand functions for children, schooling, and the assets used to finance
retirement consumption are

ntþ1 ¼ ψ 1� τtð ÞwtDtht
1þ β þ ψð Þ η 1� τtð ÞwtDtht � 1� τtð ÞwtDt T � etð Þγ�hð Þ

¼ ψ

1þ β þ ψð Þ η� γ T � etð Þ��e=et�1

�θ� � ð5:1aÞ

et ¼ max
θ

1� θð Þ
η 1� τtð ÞwtDtht � 1� τtð ÞwtDtTγ�h

1� τtð ÞwtDtγ�h
; �e

� �

¼ max
θ η

�
et�1=�e

�θ � γT
� �

γ 1� θð Þ ; �e

24 35 ð5:1bÞ
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st ¼ β

1þ β þ ψ

� �
1� τtð ÞwtDtht: ð5:1cÞ

From (5.1a), we see that fertility is positively related to adult income (numerator)
and negatively related to the net cost of children (denominator). Equation (5.1b) says
schooling is positively related to the minimum net cost of children (the net cost when
children work as soon as they can, found in the numerator) and negatively related to
the forgone earnings associated with schooling (denominator). Schooling is high
when children are expensive to raise and forgone earnings are low. However, if
children are sufficiently cheap and forgone earnings are high, then fertility is high
and parents want only the minimum schooling for each child. Equation (5.1c) gives a
saving function similar to that derived in Chap. 2, but now the saving rate is
inversely related to the taste for children parameter, ψ . More expenditures on
children means less saving.

Note that for fertility to fall, there must be a rise in schooling. An increase in
schooling raises the wages of parents relative to their children, which raises the net
cost of children and lowers fertility. From (5.1a) and (5.1b), we see that the
schooling-fertility dynamic is independent of the after tax rental rates on physical
and human capital. A higher rental rate paid to human capital raises the earnings of
both parents and children but does not affect relative earnings or the net cost of
children. Thus, the evolution of schooling and fertility is unaffected by the
determinants of human capital rental rates such as fiscal policy, technological
change, and physical capital accumulation.

For schooling to begin to rise, the initial generation of parents must have human
capital that is sufficiently higher than the human capital of their working-age
children. If this condition holds, schooling will rise each period. As schooling
rises, the effect of a given increment in schooling has a diminishing effect on
human capital formation and wages. The transition equation given by (5.1b) thus
will eventually exhibit the standard properties of neoclassical growth as human
capital accumulates. However, there is no guarantee that the economy has the proper
initial conditions to generate growth in human capital. If the economy’s initial
human capital investments are too low, it will be stuck in a poverty trap where
schooling remains at �e indefinitely.

5.1.2 Firms

Production takes place within standard neoclassical firms that combine physical
capital and human capital to produce output from a Cobb-Douglas technology

Yt ¼ AK α
t Htð Þ1�α, ð5:2Þ
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where effective labor supply has been expanded to include endogenous human
capital acquired through schooling, as well as child labor,Ht ¼ bhtNtDt. The variablebht � ht þ ntþ1γ�h T � etð Þ is the human capital supplied by the adult and children of a
single household.

The productivity index, D, is now a function of disembodied technology, E, and
government capital per adult worker, G/N, and is given by

Dt ¼ E1�μ
t Gt=Ntð Þμ, ð5:3Þ

where 0 < μ < 1 is a constant parameter. This specification captures the idea that
public infrastructure raises the productivity of the private sector. We assume that
E progresses at the exogenous rate q.

Firms operate in perfectly competitive factor and output markets. This implies the
profit-maximizing factor mix must satisfy

rt ¼ αAgμ 1�αð Þ
t kα�1

t ð5:4aÞ

wtDt ¼ 1� αð ÞAEtg
μ 1�αð Þ
t k α

t , ð5:4bÞ
where the de-trended, for exogenous technical progress, values of public and private
physical capital are defined as gt � Gt/EtNt, and kt � Kt=Et

bhtNt.

5.1.3 Capital Market Equilibrium

The firm’s demands for private physical and human capital are implicitly given by
the profit maximizing conditions in (5.4). The supplies of private physical and
human capital from the households are made available for firms to rent in the factor
markets and are given by,

Ktþ1 ¼ stNt ð5:5aÞ

Ht ¼ Nt
bhtDt: ð5:5bÞ

Substituting (5.1c), (5.4b), and (5.5b) into (5.5a), gives the equilibrium difference
equation for physical-capital intensity,

ktþ1 ¼ β

1þ β þ ψ

� �
1� τtð Þ 1� αð ÞAgμ 1�αð Þ

t k α
t ht

1þ qð Þntþ1
bhtþ1

, ð5:6Þ

a transition equation that bears a resemblance to the ones derived in Chap. 2.
However, there are four important differences. First, the wages for workers, that
provide the basis for household saving, are now affected by the endogenous
evolution of public, as well as private, capital. Second, the growth rate of the
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economy’s effective labor supply is now affected by the endogenous accumulation
of human capital. Third, income taxation lowers the after-tax wage, saving, and
private capital accumulation. Finally, the population growth rate is now endogenous
because it is determined by the household’s fertility choice.

5.1.4 Government

We assume the government officials who determine fiscal policy are some fraction,
ς, of the population of private households, Nt. Government officials value their own
consumption (cgt ) as well as the welfare of the representative citizen according to a
single period utility function, ln cgt þ ϕUt, where φ is a positive preference parame-
ter that gauges the relative weight the government places on the welfare of private
households, Ut. We assume that the current government also cares about the
government as an on-going institution (i.e. they care about the future operations of
the government and the welfare of future government officials) and the welfare of the
country’s future citizens. The preferences of the government are given by2X1

t¼0

βt ln cgt þ ϕUt

� �
: ð5:7Þ

These complicated preferences make it explicit that the government’s concerns
extend indefinitely into the future. This is because there is no natural time horizon
for government planning. Maximizing an objective function such as (5.7) is some-
what difficult but it turns out that the solutions for the optimal fiscal policy are
surprisingly simple.

The government budget constraint is

cgt ςNt ¼ τtYt � I gt : ð5:8Þ
The left-hand side gives the government’s consumption expenditures. The right-
hand side is the difference between government tax revenue, net of transfers, and
government investment in public capital. Public capital evolves according to the
difference equation

Gtþ1 ¼ I gt þ 1� δgð ÞGt ð5:9Þ
where δg is the rate of depreciation of government capital. We simplify (5.9) by
assuming that public capital fully depreciates over what we assume to be 20 year-
long periods of the model. So, next period’s public capital stock is determined solely
by this period’s public investment.

2For notational simplicity only, we assume the government’s time discount factor is the same as that
used by private households. One could allow the discount factor to differ from private households to
study how the government’s time preference affects policy.
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To find the optimal fiscal policy, the government chooses sequences of tax rates,
government consumption, and government capital to maximize the discounted
utility of government officials and private households, given by (5.7), subject to a
series of budget constraints and capital accumulation equations given above.3 In
addition, the government takes into account how their policy choices affect all
private sector decisions. This only includes private capital accumulation, (5.6),
since schooling and fertility, (5.1a) and (5.1b), are independent of fiscal policy.
Finally, to obtain analytical solutions we assumeδ ¼ δg ¼ 1, so that over our 20 year
periods, both types of capital stocks fully depreciate. We also set A ¼ 1, since its
value is arbitrary in our calculations. The solution to the government’s problem is
(see the chapter Appendix for a sketch of the derivation)

τt ¼ τ ¼ 1� αβð Þ 1þ βμϕ 1� αð ÞΓð Þ
1þ 1� αβð ÞϕΓ , ð5:10aÞ

gtþ1 ¼
βμ 1� αð Þ
1þ qð Þntþ1

k α
t g

μ 1�αð Þ
t

bht, ð5:10bÞ

ktþ1 ¼ β 1� τð Þ 1� αð Þ
1þ β þ ψð Þ 1þ qð Þntþ1

k α
t g

μ 1�αð Þ
t htbhtþ1

, ð5:10cÞ

where

Γ � 1þ β þ 1þ ψ=βð Þ þ βα 1þ βð Þ þ β α� 1ð Þ þ ψαð Þ= 1� αβð Þ:
Equation (5.10a) tells us the tax rate is constant over time. One can show that the

constant tax rate τ is decreasing in ϕ, more concern for private households implies a
lower tax rate. Equation (5.10b) gives a transition equation for the public capital
stock that is analogous to that for the private capital stock. Here, the government’s
saving rate out of national income is a constant, βμ 1� αð Þ. Combined with (5.10a)
this tells us that a more selfish government, with a lower ϕ, will collect more in taxes
but invest a smaller fraction of tax revenue in public capital—so as to maintain the
same investment rate out of national income. Equation (5.10c) simply repeats the
transition equation for private capital accumulation.

5.1.5 Steady State Equilibria

It is important to note that the model is recursive, which means that model can be
solved in steps rather than all at once. The path for private sector schooling can be

3We assume that the government can commit to its policy choices in advance. For a discussion of
commitment issues in regard to the setting of fiscal policy see Lundquist and Sargent (2004,
Chapter 22).
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determined first using (5.1b). Knowing the schooling path allows one to find a path
for fertility using (5.1a). Finally, given the schooling-fertility dynamics, one can then
determine the dynamics of government and private capital intensity using the
difference equation system given by (5.10b) and (5.10c).

A country with sufficiently high initial schooling will experience growth and
converge to a steady state as determined by (5.1) and (5.10). However, if et�1 ¼ �e, it

may be the case that
θ η� γTð Þ
γ 1� θð Þ < �e. If this is true, then et ¼ �e and the economy is in a

poverty trap where neither schooling nor fertility changes over time. For an economy
with this initial condition, the only possible dynamics stems from the government
and private physical capital accumulation in (5.10). Thus, different initial conditions
may cause economies with identical structures to come to rest at very different steady
state equilibria. One steady state has higher values of h, g and k, and lower levels of
n, than the other.

It is also possible that economies differ in terms of the weight, ϕ, that their
governments place on private household welfare in setting fiscal policy. Economies
with higher ϕwill have lower tax rates, higher private capital-labor ratios, and higher
levels of public capital. Higher ϕcauses higher worker productivity, even if the
steady values of e and n are the same across economies.

In summary, worker productivity may differ either because of a poverty trap or
because of policy differences. The next question is whether these sources of income
differences are quantitatively important.

5.2 Cross-Country Income Differences

To investigate if the model is able to explain large income difference across
countries, we compare the following two steady state equilibria, where e, n, g, and
k are constant but different across countries. Our poor and rich steady states are
characterized as follows.

Poor Country Steady State
(i) a binding poverty trap, et ¼ �e with high fertility, n ¼ 3.5
(ii) a selfish government, ϕpoor < ϕrich with τ ¼ 0.35

Rich Country Steady State
(i) e ¼ T (full-time schooling) with low fertility n ¼ 1
(ii) a low-tax government, ϕpoor < ϕrich with τ ¼ 0:15.

To quantify the model’s predictions about income differences across these two
equilibria, we calibrate the parameters to the rich country steady state. The physical
capital income share,α, is set to the standard value of 1/3. The output elasticity for
public capital, μ, is set to 0.30 . This value is somewhat less than the values estimated
by Aschauer (1989) and Clarida (1993). However, the values of α and μ place the
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product μ 1� αð Þ at 0.2, an intermediate value of the estimates surveyed by Glomm
and Ravikumar (1997). Based on Lord and Rangazas (2006), we set γ ¼ 0:28 and
T ¼ 0.50. This implies potential earnings of a child that are about 14%of an adult’s
earnings. The annualized after-tax return to capital is set to 4%, the after-tax real rate
of return to capital in the United States at the end of the twentieth century (Poterba
(1997), Table 5.1)). The annualized rate of growth of exogenous technological
change, q, is set to 1.0%. This is intended to reflect a worldwide, transferable,
component of exogenous technological change.

The remaining parameters are set to match certain targets. We set ϕrich to match
τ ¼ 0:15, about the ratio of government purchases to GDP in the United States. In
the rich equilibrium steady state, we targeted n ¼ 1, e ¼ 0.5, and a value of
k consistent with an annualized after-tax return of 4%. This means each household
creates exactly one replacement household in the next generation, so the target is
equivalent to assuming two children per couple in the data. The maximum schooling
target can be interpreted as children going to school full time in the rich country.

In the poor country equilibrium, we targeted n¼ 3.5, which implies 7 children per
couple. Despite the fertility decline in Africa since the 1980s, many of its poorest
countries have Total Fertility Rates of 7 children per female (Bongaarts (2002)). In
addition, the parameter settings must to be consistent with an optimal schooling level
below �e. The minimal schooling level for young children is set to 0.08. This value
implies that children in the rich country spend 6.25 times as much time in school
over their childhoods than do children from poor countries. So if poor children spend
2 years in school, then rich children spend 12.5 years in school (assuming school
years of equal length). Finally, as in Chap. 3, we set ϕpoor in the poor country so that
τ ¼ 0:35. Table 5.1 summarizes the parameter settings.

Table 5.2 presents the steady state worker productivity ratio, across rich and poor
countries, generated by the model. The features included in the model cause the rich
country to be over 28 times richer than the poor country. The table provides a
decomposition of the worker productivity ratio based on the following expression for
worker productivity,

yt ¼
k α
t AEtg

μ 1�αð Þ
t

bht
1þ ntþ1 T � etð Þ : ð5:11Þ

Table 5.1 Calibrated
parameter values

Parameter Target

γ 0.2800 Relative child’s earning

T 0.5000 Relative child’s earnings

η 0.1646 Steady state fertility (poor)

θ 0.4049 Steady state schooling (rich)

α 0.3333 Standard value for capital share

μ 0.3000 Intermediate empirical estimate

ψ 0.2956 Steady state fertility (rich)

β 0.4999 Steady state return to capital (rich)
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The numerator gives the various sources of production. The denominator gives
the supply of labor per household, the adult worker and the child workers that are
beyond school age.

The poverty trap causes the term bht= 1þ ntþ1 T � etð Þð Þ, average human capital
per worker, to be 3.7 times higher in the rich country for two reasons. First, since
et ¼ 0:5 in the rich-equilibrium and et ¼ �e ¼ 0:08 in the poor-equilibrium, adult
human capital differs across countries. This causes output per worker in the rich
country relative to that in the poor country to be 2.10, a value similar to that
estimated by Hall and Jones (1999) using a much different approach. Second, the
high fertility in the poor country implies that their workforce contains a sizeable
fraction of young workers, who are less productive than adult workers due to less
strength and experience (captured by γ ¼ 0:28). This causes worker productivity to
be 1.75 times higher in the rich country. The role of worker-age in determining low
worker productivity is overlooked in most studies.

The poverty trap also causes low values of k and g. High population growth
increases the size of next period’s workforce relative to the current period’s savers.
High population growth spreads saving and capital accumulation more thinly across
workers in the future, lowering k. Lower values of k andbh lower national income and
reduce public investment.

The relatively low value of ϕ in the poor country raises tax rates and further
reduces private saving and private capital formation. Indirectly this also lowers
public capital formation by further reducing the level of national income. The
combination of the poverty trap and the lower ϕ reduces public and private
physical-capital intensities causing worker productivity to be 7.7 times higher in
the rich country. This is over four times as high as the productivity ratio that Hall and
Jones (1999) attribute to differences in capital intensity. There are several reasons
why the estimate in Table 5.3 is higher.

In Table 5.2 we are assuming that the poor country is a perfectly closed economy.
In the next section we open the economy to international capital flows. An open
economy reduces the differences in capital intensity across rich and poor countries,
although not completely. The typical poor country is neither perfectly open nor
perfectly closed, so our estimates using perfectly closed and perfectly open
economies should bound the estimate from Hall and Jones.

However, there are reasons to believe that the Hall and Jones estimates may be
too low. Pritchett (2000) estimates that the actual capital stock in poor countries is
between 57% and 75% of the officially measured stock. In poor countries the level of
government consumption is under-estimated and the level of investment is over-
estimated. This fact implies estimates of productivity differences that are based on
direct estimates of capital stock differences, as in Hall and Jones, are too small.

The Hall and Jones approach also treats private and public investment as perfect
substitutes in production. It is much more natural to assume that roads and private
firms are complementary inputs. In addition, the estimates of the output-elasticity of
public capital suggest the elasticity for public capital is about two thirds of the
elasticity for private capital (Glomm and Ravikumar (1997)). Poor countries have

134 5 A Complete One-Sector Neoclassical Growth Model



relatively more public capital, implying that the perfect-substitutes assumption
overstates the productivity of the capital stock in poor countries and lowers the
estimated role of capital differences in explaining worker productivity differences.

5.2.1 Comments

The steady state comparison demonstrates that the sources of growth the model
identifies are quantitatively important in explaining the large worker productivity
gaps across countries. However, there are three reasons why the predicted gaps
explained by these sources are overstated.

First, the predicted gaps are driven in part by the large difference in tax rates
across rich and poor countries. While the countries in Table 3.1 of Chap. 3 have large
governments, not all poor countries have this characteristic. For example, one could
not use this reason for income gaps when looking back in US history. In the
nineteenth century US tax rates were relatively low, so relatively high taxes and
government consumption could not explain why the US was relatively poor in the
nineteenth century compared to the end of the twentieth century. As in many poor
countries today, explaining low worker productivity in the US past requires
investigating other sources of poverty.

Second, the abstraction of our time periods causes the impact of fertility
differences across countries to be too large. The problems stem from there being
only one period of work for both adults and their children. As a result, the population
of households that are currently saving compared to the future work force is
unrealistically small because savers include only parents and future workers include
only their children. Changes in fertility have a large effect on the relative sizes of
these two groups. A high fertility rate, without a high rate of mortality, will imply a
large increase in the size of the future workforce, causing the capital accumulation
financed by the current period’s saving to be more thinly spread over the next
generation of workers than in a model with many periods of work (and saving)

Table 5.3 Fiscal policy in
the closed and open
economy

Fiscal parameter Closed economy Open economy

τ 0.35 0.26

B 0.29 0.31

τB 0.10 0.08

Table 5.2 Steady state
worker productivity
differential

Rich to poor ratios Model prediction

kα 3.68

gμ(1�α) 2.09bh= 1þ n T � eð Þ½ � 3.68

y 28.25
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and with the high death rates that mediate population growth in poor countries. In the
real world parents and adult children both work and save for many periods, along
with many other unrelated age-cohorts of workers and savers.

Third, as mentioned, we have assumed that the poor country is perfectly closed. If
we instead assume a perfectly open economy, as we will do later in the chapter, the
income gaps will not be nearly as large because physical capital will flow into the
poor country from abroad. Most poor countries are imperfectly open, so the two
extreme assumptions will bound the actual situation.

While the sources of poverty we have identified are important, they likely do not
explain the full extent of the poverty in many developing countries. This motivates
the second half of the book, where we use a two-sector approach to identify
additional sources of poverty. The two sector approach will provide new reasons
why fertility is high and saving is low in poor economies. It also identifies a common
source of labor market inefficiency in developing countries that keeps average
worker productivity low.

5.3 International Financial Institutions and Foreign Aid

International economic assistance is a prominent feature of the global system since the
1950s. National governments in advanced countries and international organizations
jointly owned by governments provide loans and grants to developing nations and
other countries in need due to mismanagement, conflict, natural disasters and other
bad luck.

The most prominent of the international financial institutions (IFIs) are the
International Monetary Fund (IMF) and the International Bank for Reconstruction
and Development (IBRD), which is commonly known as the World Bank. These
two US-based financial institutions (IFIs) were created in the 1940s. They have near
universal membership of 188 member countries. The IFIs’ broad purpose, and of
what eventually became the World Trade Organization, is to help underpin a
peaceful, market-oriented international economic system and avoid, as the IMF’s
charter puts it, “policies that are destructive of national and international prosperity”.
Inefficient policies are sometimes optimal from a narrow national perspective, but
are zero- or negative-sum games from an international perspective. In the 1930s, for
example, tariff wars, competitive devaluations, and other policy mistakes was a
natural response of countries trying to shield their employment from foreign
competition. But, collectively, these policies resulted in persistently high global
unemployment and economic stagnation in the 1930s. This contributed significantly
to political instability in major countries, including Germany, and thus helped trigger
World War II.

The broad division of labor in the IFIs is as follows: the World Bank supports
long term development through program and project loans and grants while the IMF
focuses on macroeconomics and macro-critical structural reforms in its member
countries. IFI programs are complemented by those of regional development
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banks (African Development, Asian Development Bank, etc.), as well as bilateral aid
provided by national governments directly to countries in need. In the United States,
for example, food aid is administered by the US Agency for International Develop-
ment. Canada and all major advanced countries have ministries or agencies devoted
to international development assistance.

International assistance does not stop with the transfer of financial and real
resources but is complemented by various specialized technical services. It is
recognized that to overcome poverty and underdevelopment requires more than
money and resources. For example, countries may not collect enough revenue to
be able to pay for badly needed government services, including basic sanitation,
health and education. International technical assistance aims to help countries build
their institutions—fix broken tax systems, set up central banks and manage sound
money, and otherwise help nurture economic institutions that can help countries run
more efficiently.

5.3.1 Conditionality and Ownership

With the exception of humanitarian aid, international assistance often comes with
strings attached. Conditions aim to help recipient countries improve their policy
choices and economize on the donors’ or creditors’ resources so that the money can
be spread to more needy countries and worthy projects. International loans are
sometimes backed by collateral, but this is not typically the case for IMF or World
Bank loans. Lacking collateral, conditions help assure the international community
that these loans will be repaid. Conditions also help give borrowing countries
reasonable certainty. They are assured that they will continue receiving international
assistance if they meet conditions specified (this is called uniformity of treatment).

The IMF got involved in structural conditionality in the 1980s for good reasons.
Supply side reforms improve the efficiency of the economy and boost exports and
growth. They also prevent situations where governments cut the wrong components
of spending or follow other inefficient policies. But while well intentioned, the
expansion in the scope and complexity of Fund conditionality had unintended
consequences. The Fund was spread thin. The content of its programs expanded
far beyond macroeconomic and financial stabilization – its traditional areas of
expertise. Involvement in complex, multi-stage structural reforms led the IMF
away from its core areas in which it possesses a clear comparative advantage and
made it lose focus.

Domestic ownership for structural reforms was undermined. Cash-strapped
governments sometimes agreed to IMF conditionality mainly to access IMF
financing and obtain its seal of approval. Lack of ownership hindered policy
implementation and undermined the IMF’s credibility and its ability to catalyze
reforms. Some politicians learned to treat the Fund as a scapegoat for the tough
choices they had to make. Conditionality came to be viewed as an inevitable but
much-resented sacrifice of national sovereignty rather than an instrument of interna-
tional cooperation. Such rhetoric helped galvanize opposition to needed reforms,

5.3 International Financial Institutions and Foreign Aid 137



especially when they were perceived as being imposed from abroad to protect the
narrow interests of donors. It became clear that unless the country “owned” the
policy reforms, i.e. believed in and supported the implementation of the reforms,
there was little chance of success.

The Fund’s deepening involvement in structural areas also caused frictions with
the World Bank. The roles of the two Bretton Woods institutions converged during
the 1980s. The Bank’s interest in macroeconomic developments grew after it added
structural adjustment lending to its operations following the debt crisis. As the Fund
started worrying about structural issues much more in the late 1980s and 1990s, the
overlap in the activities of the two institutions increased. Coordinating the activities
of the two institutions became a higher priority.

As the Fund and the Bank appreciated the importance of strong ownership for the
implementation of structural reforms and for market confidence, they reassessed
their approach in low-income countries. In 1999, a transparent, country-driven
process was introduced involving tripartite collaboration between the country, the
Fund and the Bank. The country draws up its Poverty Reduction Strategy Paper
(PRSP), laying out its programs. This is supposed to be done in consultation with the
country’s own population, the multilaterals and the bilateral donors. This is a
partnership between the various groups, but primarily it is the country itself that’s
expected to draw up the program and take ownership of it.

The IFIs have made important changes in their conditionality in recent years.
Following input from policy makers, civil society and academia, the IMF now aims to
have conditions meet five principles: (i) national ownership of programs, (ii) parsimony
in conditionality; (iii) tailoring of programs to borrowing country circumstances;
(iv) coordination with other multilateral institutions; and (v) clarity in conditionality.
Importantly, IFI inclusive processes of transparency, consultation, and persuasion aim to
empower members to design and implement programs and make their dialogue with the
Fund authentic. IMF staff members are encouraged to seek at an early stage in
negotiations proposals from country authorities and to be flexible in program design.
The timing of programs is to become more flexible in order to deal with situations in
which time is short or the authorities’ capacity is limited.

The Fund aims to help countries build broad support for sound policies, including
through public discussion and the adoption of participatory processes (see also
Drazen and Isard (2004)). IMF staff is encouraged to assist through seminars,
meetings with parliamentary committees, trade unions, business groups, and the
media. IMF resident representatives are to play a key role in this.

5.3.2 Summary

Left on their own, some countries’ economic and political systems generate short-
sighted and inefficient policies that harm their national welfare and have systemic
effects—meaning regional and global spillovers. The IFIs were created in the 1940s
to help countries in need. Their financing and technical support allows countries to
discover and adopt policies that are more efficient, more sustainable, and have fewer
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negative spillovers. Conditions attached to international assistance are simply the
way for the international community to ensure that countries it shows solidarity to
are directing their efforts in the right direction.

Low country ownership of IFI-supported programs in the 1990s was the result of
overreaching of conditionality. Analytical work helped assess the problem by
focusing on the incentives of policy makers undertaking reforms, the resistance of
interest groups to reforms, and on difficulties in monitoring and implementing
reforms. Conditionality must be tailored and targeted to take into account the
domestic political economy so as to maximize ownership. In practice, this means
taking into account the influence of special interest groups, other domestic divisions,
and the state of institutions in countries being assisted. The reevaluation of con-
ditionality triggered by the difficulties with programs in the 1990s led to important
reforms. The focus of conditionality has been sharpened, and the aim is to use it in
absolutely critical situations—to tackle first order problems, not as an opportunity to
pass desired but otherwise noncritical reforms.

5.4 Foreign Aid and Policy Experiments

Section 5.2 identified some potentially important sources of income differences
across countries. Section 5.3 broadly discusses the attempt to use international aid
to increase growth in poor developing countries. Evidence suggests that these
attempts have not been generally successful. In this section, we search for policies
that can effectively eliminate the sources of poverty and generate growth that would
allow the living standards in the poor country to converge to those in the rich
country. We begin with a standard form of unconditional aid as our baseline for
comparison—government budget support. We then consider four policies: opening
the economy to international capital flows, two education policies aimed at
eliminating the poverty trap, and a policy reform designed to eliminate the poor
country’s anti-growth domestic fiscal policy. While there are other policies that
might be considered, our model is best suited to analyze these policies. The results
of our analysis will reveal many of the issues associated with policy reform and aid
in general.

5.4.1 Unconditional Aid—Budget Support

We first analyze unconditional aid that takes the form of budget support to the
poor country’s government. Budget support will serve as a baseline to compare
against other aid policies that are conditional in the sense that they are tied to
specific policy changes.

Radelet et al. (2006) report that current aid-flows average about 5% of the
recipient countries’ GDP. Our model is calibrated to match poor countries with
large governments where government purchases comprise about one third of GDP.
For these countries, the average aid flow is 15% of the net tax revenue used for
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government purchases. We consider aid flows equal to 15% of net tax revenues with
varying duration: one, two, and three periods (or 20, 40, and 60 years). The impact of
these aid flows on the growth rate in worker productivity is presented in Fig. 5.1.

The initial steady state growth rate of the economy is 1%, the exogenous
annualized rate of growth due to technological progress. The aid inflows increase
growth rates initially, but only by modest amounts. In the initial period, annualized
growth rates rise to 1.15%. The modest initial increase in growth rates results from
the fact that the government will save and invest a fraction of the aid causing public
capital to increase. Greater public capital raises the marginal product of private
inputs and the rental rate on human capital, which raises private saving and private
physical capital accumulation.

After the first period, growth rates fall. The economy is unable to sustain even the
modest increase in growth rates for two reasons. First, since the aid flow is only
temporary, the rise in public saving cannot be sustained. Second, there are
diminishing returns to public and private investment that would cause growth rates
to decline back to the steady state level, even if aid inflows were permanent. Growth
rates eventually dip below the steady state level for several periods because the rise
in the public and private capital intensity cannot be sustained and the economy must
revert back to the initial steady state capital intensities. In short, unconditional aid
temporarily, but not permanently, shifts the economy’s transition equations upward.
With no permanent structural change in the economy’s dynamics, it must return to its
original steady state. The empirical analysis of Radelet et al. (2006) shows budget
support raises growth rates temporarily. However, our model suggests that there are
no long-run income benefits from unconditional budget support.
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Fig. 5.1 Worker productivity with unconditional aid
Notes: Fig. 5.1 shows annualized growth rates in worker productivity over time for unconditional
aid policies beginning in period 0. The aid provided is 15% of the government budget. The solid line
represents the effects of giving aid for a single period; the dashed line shows the effects of aid
provided for two periods, while the dash-dot shows the effects of aid provided for three periods.
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5.4.2 Opening the Economy

Up until now we have assumed that the poor country’s economy is perfectly closed.
As we saw in Sect 5.3, IFIs encourage countries to open their borders. What happens
if the poor economy is opened to trade and international capital flows? What will be
the effect on different generations of households in the poor country? Will opening
the economy make the poor country’s government better off or will it oppose the
policy?

To answer these questions, the model must first be re-solved under the assump-
tion that the economy is open. In an open economy, private capital flows will equate
the poor country’s interest rate to the exogenous world interest rate (which we take to
be the steady state interest rate in the rich country). Next, the dynamic path under the
open economy assumption is computed as the economy goes through the transition
from the initial closed economy steady state to the open economy steady state.
Unlike most neoclassical growth models, the “small” poor economy will not
“jump” to the new steady state in a single period as interest rates are equalized in
an open world capital market. This is because, unlike private capital, the
government’s public capital accumulation will adjust gradually to the opening of
the economy. Public capital (such as roads and public utilities) does not flow across
borders in the same way that private capital does. Note from Eq. (5.4a) that interest
rates can be equalized due to private capital adjustments alone. Finally, welfare
comparisons are made to see who benefits and who loses from opening the economy,
an analysis that includes computing the welfare effect on the poor country’s govern-
ment itself.

After the economy is opened, the poor country’s after-tax rental rate will con-
verge to the world after-tax rental, r∗, which we take to be the steady state interest
rate of the rich country. The equilibrating force is assumed to be private capital
mobility. The poor country’s private capital intensity is determined by using (5.4a)
and the international capital market condition r∗¼ (1� τt)rt. Note that this does not
mean that k is equated across rich and poor countries because g may differ across
countries. Smaller values of g lower the marginal product of k, so smaller values of
k are needed to drive the return to physical capital down to the world interest rate.

With k determined internationally, the government’s optimal fiscal policy will
also change. The government now maximizes (5.7) not subject to (5.6), as in the
closed economy, but subject to the k determined by international capital markets as
described above. The optimal policy in an open economy becomes (see the chapter
Appendix for the derivation)

τ ¼ β 1� αð Þ
β þ ϕ ψ þ β 1þ βð Þ½ � ð5:12aÞ
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gtþ1 ¼
Bτ

1þ qð Þntþ1

α 1� τð Þ
r∗

� 	 α
1�α

gμ
t
bht ð5:12bÞ

where

B ¼ μβ þ ϕμ β 1þ βð Þ þ ψð Þ
1þ ϕμ β 1þ βð Þ þ ψð Þ :

The coefficient B in the transition Eq. (5.12b) represents the share of the govern-
ment budget that is invested in public capital. The product Bτ is the share of national
output that is invested in public capital.

We now compare the poor country’s fiscal policy in open and closed economies.
Begin by considering the extreme case where ϕ¼ 0. Comparing (5.12) to (5.10), we
note

Bopen � βμ > βμ
1� α

1� αβ
� Bclosed,

τopen � 1� α < 1� αβ � τclosed,

Bτð Þopen ¼ βμ 1� αð Þ ¼ Bτð Þclosed,
where all inequalities hold provided that future utility is discounted, i.e. provided
that β < 1:Opening the economy raises the portion of the budget that is invested and
lowers the tax rate, but leaves the fraction of national output invested the same.

The fiscal policy differences are due to the timing of the impact of fiscal policy on
private capital formation in open versus closed economies. In a closed economy,
government policy affects private capital formation by affecting the after-tax wage
of savers that fund the next period’s private capital intensity. In an open economy,
government policy affects private capital intensity by affecting the marginal product
of private investments in the poor country—reducing it with higher tax rates and
raising it with higher public capital intensity. International capital flows will antici-
pate and respond to these changes in private returns to investment, until the after-tax
return to investment are equalized across countries. Thus, in an open economy,
government policy has a more immediate effect on private capital formation—this
period’s policy affects this period’s capital intensity rather than this period’s saving
flow and next period’s capital intensity (as in a closed economy). With discounting
of the future (β < 1), the cost of high taxes and low public investment, in lowering
private capital intensity, is smaller in the closed economy due to the one-period delay
in their effect. In this sense, opening the economy makes private capital formation
more responsive to policy changes. The government reacts to the new environment
by choosing a more “pro-growth” fiscal policy stance.
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Table 5.3 gives the fiscal policies in open and closed economies for the calibra-
tion in Table 5.2 where, instead of ϕ¼ 0, we have ϕ¼ 0.7461. The result with ϕ¼ 0
extends to positive values of ϕ; taxes are lower and the fraction of the government
budget invested is higher in an open economy. However, the share of national output
that is invested in public capital is lower in the open economy when ϕ > 0, as B rises
less than τ falls when the economy is opened. Thus, opening the economy lowers the
economy’s rate of public investment out of national output.

Figure 5.2 shows the effects on worker productivity of opening the economy to
foreign investment. Growth accelerates in the first period as the capital inflow
narrows gap in private capital intensity across rich and poor countries. The capital
inflow raises the recipient country’s national income and tax base, offsetting the
reduction in the rate of investment in public capital. Public capital intensity rises over
time to a higher steady state value. The increase in public capital intensity raises the
marginal product of private capital and causes private-capital intensity to increase
further. The modest additional increases in public and private capital intensities
keeps growth in worker productivity above the rate of technological change until
period 4, when the economy has approximately converged to its new physical capital
intensities.

The growth effects of opening the economy to capital mobility dwarf those of the
unconditional aid policy. Moreover, these effects are permanent in nature because
the change in the economy is structural. The new steady state is characterized by
higher permanent per capita incomes.

The extent to which inflows of private capital narrow productivity differences in
the long-run is given in Table 5.4; the counterpart to Table 5.2 in a perfectly open
economy. Comparing Table 5.4 to Table 5.2, one sees that worker productivity gaps
are narrowed by opening the economy. The rich country’s advantage in worker
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Fig. 5.2 Opening the economy to capital flows
Notes: Figure 5.3 plots give the annualized growth rates in worker productivity over time from
opening the economy compared to a two-period unconditional aid policy. Unconditional aid flows
are 15% of government budgets in each of the two periods. Solid line—open economy, Dashed
line—two periods of unconditional aid.
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productivity is now less than 1/3 of what it was in a close economy setting, although
a nine fold difference still remains.

While there are clear gains in worker productivity from opening the economy, not
all generations benefit from the opening. The policy affects the welfare of
households by affecting factor prices. Households prefer higher current wages for
themselves and higher future wages for their children. They also benefit from higher
interest rates on their life-cycle saving. Opening the economy will raise wages and
lower interest rates as capital flows into the economy. For most generations there is a
net gain in utility from these factor price adjustments (the effect of higher wages is
greater than the effect of lower interest rates). This is not true for the initial
generation of young households who are alive at the time the policy is introduced.
Their current wages are unaffected by the capital inflows (since the initial capital
intensity is fixed) and yet their interest rates are significantly lowered. The sharp drop
in interest rates, with no change in current wages, causes their welfare to fall. Thus,
welfare falls for the first generation and rises for all others.

The government in the poor country enjoys an increase in public consumption
each period—the increase in the tax base from capital inflows offsets the drop in tax
rates. The gain in the government consumption, along with the discounted gain in
utility to all future generations, is larger than the loss in welfare of the initial
generation. Thus, the poor government would want to open the economy, on
economic grounds, in our setting.

This finding is obviously sensitive to the particular calibration chosen. If the
initial capital intensities were smaller, or if the poor country’s government had a
higher rate of time preference, then one might see opposition to opening the
economy.

5.4.3 Eliminating the Poverty Trap

Schooling is low in the poor country because the value of forgone earnings
associated with sending older children to school is a relatively large fraction of
parent’s income. The value of forgone earnings is high because households have
many children and because parental earnings are low. The poverty trap can be
removed if parental earnings are increased relative to the earnings of older children.
This would make it more costly to have many children (because of the lost work time
and forgone consumption of parents associated with child rearing) and it would
lower the relative value of children’s work in total family income.

Table 5.4 Steady state
productivity differences—
open economy

Rich to poor ratios Model prediction

kα 1.41

gμ 1�αð Þ 1.73bh= 1þ n T � eð Þ½ � 3.68

y 8.98
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Using aid to encourage poor countries to increase the schooling of younger
children (i.e. to increase �e) will increase earnings but will not remove the poverty
trap. This type of policy does not raise the earnings of parents relative to those of
older children (since they both receive the higher levels of education when they are
young children). What is needed is more schooling of older children, so that when
they become parents their earnings (based on et > �e) exceed the earnings of their
older children (based only on �e)—thereby making children more costly and relatively
less important in generating family income.

One policy that can remove the poverty trap is similar to Mexico’s Progresa
program.4 Under this policy, the governments subsidizes the forgone earnings of
older children who attend school. A sufficiently high subsidy would raise et
sufficiently above �e, so that transitional dynamics would result, sending the poor
country to the high schooling steady state. A potential advantage of identifying and
eliminating poverty traps is that aid need not be ongoing. Once sufficient aid has
been provided to eliminate the poverty trap, no further aid is necessary.

To begin the analysis of the subsidy policy, introduce the policy parameter ν that
indicates the fraction of forgone earnings of older children that the government
returns to the household. This introduces the expression νwtγ�ht

�
et � �e

�
ntþ1 on the

right-hand side of the household lifetime budget constraint from Sect. 5.1. In
presence of the subsidy, household behavior becomes (see Problem 7)

ntþ1 ¼ ψ

1þ β þ ψð Þ η� γ T � et þ ν
�
et � �e

�� ��
�e=et�1

�θ� � ð5:13aÞ

et ¼ max
θ η

�
et�1=�e

�θ � γT þ γ�eν
� �

γ 1� θð Þ 1� νð Þ ; �e

24 35: ð5:13bÞ

The subsidy increases the optimal schooling level and, if the subsidy is sufficiently
high, the optimal schooling level is pushed above �e. For a given level of et, fertility is
also encouraged by the subsidy. A rise in fertility has the unintended consequence of
lowering growth. However, if the subsidy raises et enough, then fertility will fall.5

4In 1997 Mexico began Progresa, a program designed to increase human capital in poor families by
paying families to send their children to school and to visit health care providers. Grants are
provided directly by the government to the mothers of children. The school grants cover about
2/3 of what the child would receive in full time work (Krueger 2002).
5Our model abstracts from tuition costs (see Problems 2 and 3 from Chap. 4). The government can
raise schooling by increasing tuition subsidies. Doepke (2004) and Lord and Rangazas (2006) study
the historical impact of government tuition subsidies in England. They find that lower tuition has
modest effects on schooling and growth. Lower tuition reduces the cost of all children and, in
particular, young children who would have attended school in any case. This raises fertility for
several periods and slows the demographic transition. Thus, something like a Progresa program or
compulsory schooling is needed to generate a quick demographic transition and rapid economic
growth.
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Of course, the subsidy must be financed out of tax revenues. In addition, as older
children work less in order to attend school, the tax base shrinks. So, government
revenue is reduced by two factors in the first period—the subsidy payment and the
decline in the tax base. This implies that government consumption and investment
will fall initially. As with the possible rise in fertility, reduced government invest-
ment may offset the early growth effects of the policy. As the stock of human capital
rises and increases the tax base, government consumption and investment will
eventually rise.

Table 5.5 and Fig. 5.3 present the effects of the Progresa program with a subsidy,
lasting for a single period, that is similar in size to that offered in the Mexican
Progresa program (ν ¼ 0.67). The relatively large one-period subsidy is more than
enough to boost the economy out of the poverty trap and in fact creates something
close to a “growth miracle.” The large rise in schooling is enough to create a fall in
fertility. Rising human capital per worker also increases physical and public capital
intensities generating growth for a number of periods. As in the case of opening the
economy, the growth effects dwarf those of budget support and lead to large
permanent increases in income levels.
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Fig. 5.3 The Effects of a progresa program
Notes: Fig. 5.4 plots give the annualized growth rates in worker productivity over time from the
Progresa program compared to a two-period unconditional aid policy. Unconditional aid flows are
15% of government budgets in each of the two periods. Solid line—Progresa, Dashed line—two
periods of aid.

Table 5.5 The progresa program: schooling and fertility effects

Period 1 2 3 4 5 6 7 8 9 10

e 0.29 0.34 0.37 0.41 0.43 0.45 0.47 0.48 0.49 0.49

n 2.5 1.2 1.1 1.0 1.0 1.0 1.0 1.0 1.0 1.0
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An advantage of the Progresa program is that no generation is hurt by the
policy. Although the positive welfare gain is quite small for the first generation,
since parents miss the direct benefit of higher schooling, it is significant from the
second generation on. With sizeable welfare gains after the first period, combined
with large increases in the tax base, the government’s welfare increases due to the
policy change.

Other policies designed to increase schooling do not necessarily generate univer-
sal private sector benefits. We compare the welfare effects of the Progresa policy to a
compulsory schooling policy, frequently seen in practice, that generates the same
increase in schooling. This requires that the first generation of students spend 0.29 of
their time endowment in school, as under the Progresa policy. After that point, the
minimum school requirement of 0.29 is nonbinding and schooling will follow the
same path that is displayed in Table 5.5.

The growth effects of compulsory schooling are actually stronger than the
Progresa policy. This is because, without the government subsidy, families will
choose fewer children relative to the Progresa policy that subsidizes the cost of
schooling children. The steeper decline in fertility increases the economy’s growth
rates marginally above those in Fig. 5.5. However, since the initial family is forced to
send their children to school more than what they find optimal, they are made worse
off. The government, on the other hand, prefers compulsory schooling. The fact that
compulsion eliminates the need for a subsidy and raises growth and tax revenue to a
greater degree, more than compensates for decrease in welfare for the initial
generation.

5.4.4 Fiscal Policy Reform

Attempting to reform conventional fiscal policy of developing countries is a com-
mon target for aid policy. We now consider the effects of imposing a fiscal policy in
the poor country that would bring it in line with the fiscal policy of the rich country.
In particular we compute the effects of imposing the τand B of the rich country,
where the optimal values are 0.15 and 0.67, on the poor country, where the
corresponding optimal values in the open economy are 0.26 and 0.31.

The effect of fiscal policy reform on the growth rates of worker productivity are
given in Fig. 5.4. The growth effects are relatively modest and short-lived. In part,
this is due to the fact that we begin the policy experiment from a perfectly open
economy. Opening the economy brings the fiscal policy of the poor government
closer to that of the rich government (see Table 5.4). This has the effect of making
the differences in tax policy less dramatic and the returns to accumulating private
and public capital smaller (since poor-country capital intensities are higher in the
open economy than in the closed economy). When the poor economy is relatively
close to the rich country’s capital intensities to begin with (see Table 5.4), the
transition to new steady state is short.
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There is, however, a significant gain in utility of all generations from the fiscal
reform. This is because of the growth effects highlighted in Fig. 5.4 and because
of the direct benefits of paying lower taxes. Of course, the welfare of the poor
country’s government falls significantly since they have been moved off their
optimal fiscal policy.

5.5 The Aid Cost of Reform

We have examined five policies that might be used to promote growth in developing
economies. The impact of the policies on growth differed significantly and so do
their aid cost. The unconditional aid policy comes at a price and delivers no long-
term benefits. Openness and the Progresa-style education subsidy deliver large and
sustained increases in income. They also increase the welfare of the poor country’s
government and thus should be readily accepted. However, openness hurts the initial
generation of private households, and thus may not increase the government’s
welfare for all calibrations. At a minimum, the government may use the fact that
the current generation is hurt as a “bargaining chip” to induce some aid compensa-
tion for opening the economy. Strategic considerations also enter in the case of the
Progresa program. The government prefers compulsory schooling and they may use
this as a threat point to induce aid compensation for going forth with the Progresa
program.

The domestic fiscal reforms, unlike the other policies, would certainly be opposed
by the poor country’s government. Aid dollars would have to be used to “purchase”
the fiscal reforms from the poor country’s government, in compensation for its
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Fig. 5.4 The Effects of fiscal reform
Notes: Fig. 5.5 plots give the annualized growth rates in worker productivity over time from the
fiscal reform compared to a two-period unconditional aid policy. Unconditional aid flows are 15%
of government budgets in each of the two periods. Solid line—fiscal reform, Dashed line—two
periods of aid.
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losses. We can assess the aid cost of fiscal reform by calculating the minimum
amount of aid needed to keep the poor country’s government indifferent to the
reform. We compute the aid cost as a permanent flow of aid, expressed as a fraction
of the poor government’s budget. The aid flow must be permanent because the
government will want to renege and revert back to its optimal fiscal policy as long as
it stays in power. Of course, the aid flow will also change the amount that the
government invests (while the government consumes most of the aid flow, some is
invested) and thus the growth effects of the fiscal reforms will be larger than those
without aid—an added benefit of the aid that goes beyond purchasing the reforms per
se. The growth effects are given in Fig. 5.5.

As mentioned, the growth effects are higher than in Fig. 5.4 because the
government chooses to invest some of the aid. However, the amount of aid required
to purchase the reform is very high. Aid equal to over 87% of the poor country’s
budget is needed. Since the poor country’s budget increases as the country grows,
the absolute flow of aid must increase over time—long after the growth rate effects
of the reforms have been exhausted.

5.6 Aid Failures

It is a discouraging stylized fact about development that no robust correlation
between aid and growth has been identified in the econometric literature
(e.g. Easterly et al. (2004)). There are several possible econometric reasons for the
absence of a clear positive relationship. For example, endogeneity of aid flows (aid is
targeted to slow-growing economies), specification error (the relationship between
aid and growth is highly nonlinear) andmeasurement error (all aid, including aid not
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Fig. 5.5 Fiscal reform with required aid
Notes: Plots give annualized growth rates in worker productivity over time from the fiscal reform
versus a two-period unconditional aid policy. The required aid is a permanent flow equal to 87% of
the government budget. Unconditional aid flows are 15% of government budgets over each of the
two periods. Solid line—fiscal reform, Dashed line—two periods of aid.
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intended to generate growth, is lumped together in a single measure). Attempts to
account for these econometric issues have failed to overturn the consensus finding of
a zero correlation between aid and growth (see, for example, Rajan and Subramanian
(2008, 2011). Our analysis is consistent with three possible reasons for the lack of
correlation.

5.6.1 Unconditional Aid Is Not Growth-Promoting

Our results suggest that unconditional aid, including aid where conditions are not
adequately enforced, will not deliver long-term gains in income. The boost to growth
from unconditional aid is short-lived and so modest that it could easily be
overshadowed by other developments – e.g., any long-lasting effects of the negative
shocks to the economy that initially triggered the scaling up of unconditional aid to
begin with.

5.6.2 Domestic Conflict Over Growth Policies

While there are policies that can generate rapid growth and sustained increases in
income, there is likely to be domestic conflict over which policy to pursue. The
government favors opening the economy and compulsory schooling, but the current
generation of private households will oppose both policies. The current generation of
private households favors the Progresa program, a program which the government
views as clearly inferior to compulsory schooling. These conflicts may undermine
attempts to achieve domestic consensus over which growth-promoting and poverty-
reducing policies to implement. Such lack of consensus could delay or undermine
the negotiation and implementation of conditional aid agreements with donors.

5.6.3 Prohibitive Aid Cost

Fiscal reforms are often part of the conditions for receiving aid. Our analysis
suggests that reforms of domestic fiscal policy are likely to be the least successful
of the policies that we examined. First, the growth effects of fiscal reform are
relatively modest and short-lived. Second, the aid-cost of “buying” the reforms
from the poor country’s government are enormous. Unless the aid keeps flowing
to the poor country in sufficient quantity, the domestic government will do what it
can to revert back to a high-tax, low-investment regime. In fact, the cost of
maintaining effective reforms will increase over time as the government’s budget,
and the potential to increase government consumption, grows. In practice, aid is
likely be far less than what is necessary to keep the government indifferent and thus
fiscal reforms may be doomed from the beginning.
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Even if the aid is carried out in sufficient amounts indefinitely, there will be little
correlation between aid and economic growth in the data. The growth effects occur
early on, while the aid continues into the future during periods where the growth
effects have long since vanished. If aid is reduced or maintained at constant level,
rather than increased, there will be a reversion in fiscal policy and growth. Thus, aid
could be flowing to a country experiencing negative growth.

5.7 Humanitarian Aid

We have seen that there can be significant difficulties associated with using foreign
aid to finance large-scale government investment projects or to induce changes in
national policy. When the confidence in the foreign government is low, it is natural
to think of bypassing the government in the seemingly less ambitious goal of
providing humanitarian aid directly to the country’s poor. Unfortunately, even
providing food to the poor people of a country is difficult.

In a recent paper, Nunn and Qian (2014) summarize the problems with
providing humanitarian aid. Food aid is often diverted to the government or
stolen in route by rebel or criminal groups within the country. The problem
becomes particularly acute when there is ongoing unrest and conflict in the
country. In this type of setting humanitarian aid is accused of not only being
ineffective, but also of promoting conflict.

Nunn and Qian do a careful econometric analysis of the issue. They find that food
aid increases the duration of civil wars in countries that have a history of internal
conflict. They find no evidence that food aid starts civil wars or wars with neighbor-
ing countries. This suggests that, during civil wars, the combatants are able to divert
the food to soldiers and away from the population in general. Thus, just as with other
types of aid, the country-specific situation has to be right for aid to have a chance of
working in the way the donors intend.

5.8 Conclusion

This chapter introduces three extensions to the standard one-sector neoclassical growth
model of physical capital accumulation: endogenous theories of human capital
accumulation, fertility, and fiscal policy formation. These extensions are needed to
provide a more complete theory of both historical growth within a country and the
large income differences across countries. The role of private saving, emphasized in the
standard model, is certainly important. However, the majority of economic growth
cannot be explained without also considering the effects of investment in schooling
and public infrastructure, private sector taxation and government consumption, and
population demographics associated with fertility choices.

The extended growth model also allows us to think about the fundamental sources
of poverty traps and anti-growth fiscal policy. Identifying these important
fundamentals of low income is needed to assess the likely impact of various policy
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suggestions intended to trigger growth. We saw that the effectiveness of different
policies varies dramatically. Political support for different policies from within the
recipient country was also shown to vary widely. Even in our simple model, there are
clear economic and political reasons why some of the more popular policy
recommendations typically made are not likely to generate sustained growth.
Difficulties in finding policies that both (i) fundamentally alter the country’s long-
run growth potential and (ii) receive strong support from the recipient country’s
government and powerful interest groups explain the disappointing effect of foreign
aid on growth in developing countries. In practice, working with recipient countries
to identify pro-growth policies with strong political support will make foreign aid
more effective.

5.9 Related Literature

Much of the chapter is based on Mourmouras and Rangazas (2007). Several books
on economic growth have recently been written with a focus on human capital and
fertility. An introduction to human capital and fertility that is appropriate for
undergraduates can be found in Lord (2002) and Weil (2009). Two excellent
advanced books on the subject are Galor (2011) and de la Croix (2013). The theory
in these books is aimed at graduate students and research economists, but there is
much material that any serious students of economics could benefit from.

For more on the growth consequences of missing intergenerational markets for
human capital loans, including in some cases the connection to poverty traps, see
Drazen (1978), Azariadis and Drazen (1990), Becker et al. (1990), Galor and Ziera
(1993), Rangazas (2000), Acemoglu (2009, section 21.6), and Cordoba and Ripoll
(2013). Azariadis and Stachurski (2004) provide an extensive survey and assessment
of poverty traps.

The political economy of policy formation is a growing field in economic theory.
A nice non-technical introduction to the political economy of growth is Acemoglu
and Robinson (2012). Galor (2011) and de la Croix (2013) contain political theories
of public education based on economic considerations. Ivanyna et al. (2018) offer an
introduction to political economy issues associated with economic growth. More
advanced texts that provide surveys of political economy more generally include
Persson and Tabellini (1990) and Drazen (2000). Grossman and Helpman (2001)
focus on the economics of interest group politics in particular.

Popular introductions to the issues associated with foreign aid and growth include
Easterly (2001, 2007), Mallaby (2004), and, the slightly more technical, Isard et al.
(2006). Most academic work on aid is empirical, but there are advanced journal
articles that address various theoretical concerns such as Svensson (2000),
Mourmouras and Mayer (2005), Marchesi and Sabani (2007), and Scholl (2009).
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5.10 Exercises

Questions

1. Describe the complete one sector growth model. What are the key determinants
of growth?

2. How do the private stocks of physical capital affect the accumulation of public
capital?

3. What does it mean to say that a model is recursive? In what sense is the model
recursive?

4. How does a more selfish government undermine private capital accumulation?
5. What are the fundamental differences in the economies of the “rich’ and the

“poor” countries?
6. How are ϕrich and ϕpoor calibrated?
7. Summarize the results of Table 5.2 where the worker productivity gap between

rich and poor countries is estimated and decomposed into its contributing
factors.

8. Compare the model’s explanation for productivity gaps between rich and poor
countries to the explanation of Hall and Jones (1999).

9. Discuss the ways that culture, technology, and geography interact to determine
whether a country can be caught in the poverty trap of our model.

10. What is unconditional aid? Explain the effect of unconditional aid on worker
productivity growth in the poor country.

11. Explain why opening the economy to international capital flows does not
necessarily equate k across countries.

12. Explain why opening the economy to international capital flows alters the
economy’s fiscal policy? Explain why the new fiscal policy is more pro-growth.

13. What is the worker productivity gap between rich and poor countries after the
economy is opened? Explain why the gap is different than in the closed
economy case.

14. Do all generations of households benefit from opening the economy to capital
flows? Does the government benefit?

15. How can a program such as Progresa eliminate the poverty trap?
16. Compare the effects of the Progresa program to compulsory schooling.
17. Describe the fiscal policy reform experiment? What are the effects on worker

productivity?
18. What is the aid cost of reform? For which policies is the aid cost the lowest? The

highest?
19. Why does aid often fail to generate economic growth?
20. Can humanitarian aid hurt economic growth? Explain.
21. Explain G4.
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Problems

1. Solve the household maximization problem to derive (5.1).
2. Derive the transition Eq. (5.6) for private physical capital intensity. Explain why

private physical capital accumulation is positively affected by public capital and
negatively affected by taxation.

3. Give a clear and intuitive interpretation of the government objective function
(5.7).

4. Follow the steps in the Appendix to derive (5.10).
5. Use (5.4a) and Table 5.2 to compute the ratio of the marginal products of capital

across the rich and poor countries, i.e. compute rP/rR. If the annualized value of
the marginal product is 7% in the rich country, what is the predicted annualized
marginal product in the poor country?

Caselli and Feyrer (2007) compute relative marginal products across
countries. Their “naïve” estimate of the ratio of the marginal products across
rich and poor countries is quite similar to the ratio you just computed. However,
they claim that the ratio is too large because the relative price of physical capital
goods is much higher in poor countries than in rich countries, lowering the
relative return to purchasing and using capital there (one sector models do not
capture this because the relative price of capital and consumer goods is iden-
tically one). In our model what must change about the ratios of g and k across the
rich and poor countries to reduce rP/rR?

6. Derive an expression for private capital intensity when the poor country is open
to international capital flows. Show that the equalization of the return to capital
across countries in an open economy does not generally imply an equalization of
private capital intensity.

7. Derive the schooling and fertility demand equations when the government
subsidizes the forgone earnings of older children. Explain why the subsidy has
an ambiguous effect on fertility.

8. Suppose the government gives parents a lump transfer v that is not tied to the
forgone earnings of children. Solve the model for schooling and fertility in the
presence of the lump sum transfer. How are schooling and fertility affected by
the transfer? Are the effects different than under the subsidy in problem 7?

Appendix

Alternative Interpretations of the Cost of Children

In the household model of fertility the cost of children can be thought of as lost adult
consumption needed to feed children or forgone work time needed to raise
children. In reality, both costs are important but it is simpler in the model to assume
just one type of cost. In this chapter we think of the cost of children as representing
lost adult consumption that is proportional to parent’s wages because, especially in
developing countries, we think of this as the most important cost quantitatively. We
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use the cost of time rearing in the second half of the book because it gives rise to
simpler expressions in the theory and we are not as concerned about quantitative
accuracy as we are here.

The key difference between the two cost interpretation surfaces when you
calculate the economy’s supply of labor. If the cost of children is lost adult
consumption then the family supply of effective labor is

bht � ht þ ntþ1γ�h T � etð Þ: lost consumption interpretationð Þ
Alternatively, under the forgone work time interpretation we have

bht � ht 1� ηntþ1ð Þ þ ntþ1γ�h T � etð Þ: forgone work timeð Þ
Note that the labor supply of the adult worker is reduced by the time spent raising
children. Using (5.1a), we can simplify the expression for human capital per family
as.

bht ¼ ht
1þ β

1þ β þ ψ
: forgone work timeð Þ

Optimal Fiscal Policy in a Closed Economy

Domestic fiscal policy is determined by maximizing (5.7) subject to the government
budget constraint and the accumulation equations for private and public capital. The
private household’s indirect utility function may be written as.

Ut ¼ U0 þ �Ut þ 1þ βð Þ ln 1� τtð ÞwtDtð Þ þ β lnRt þ ψ ln 1� τtþ1ð Þwtþ1Dtþ1ð Þ,
whereU0 is a constant and �Ut ¼ 1þ βð Þ ln ht þ ψ ln ntþ1 þ ψ ln htþ1 is independent
of fiscal policy. For the purpose of setting optimal fiscal policy, the government can
then be modeled as choosing tax rates and public capital to maximize,X1
t¼0

βt ln cgt þ ϕ 1þ βð Þ ln 1� τtð ÞwtDtð Þ þ β lnRt þ ψ ln 1� τtþ1ð Þwtþ1Dtþ1ð Þf g� �
ð5:70Þ

subject to (5.4), (5.6), (5.8), and (5.9).
Substituting the constraints into the objective function and collecting common

terms yields the following equivalent problem
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max
τtþ1;gtþ1;ktþ1f g1

t¼0

X1
t¼0

βt ln τtk
α
t g

μ 1�αð Þ
t

bht � gtþ1 1þ qð Þntþ1

h i
þϕ

X1
t¼0

βt


β α� 1ð Þ þ ψαþ βα 1þ βð Þ½ � ln ktþ1

þμ 1� αð Þ β þ ψð Þ þ β 1þ βð Þ½ � ln gtþ1 þ β þ ψ þ β 1þ βð Þ½ � ln 1� τtþ1ð Þ�
þ
X1
t¼1

λt
β

1þ β þ ψ

� �
1� τt�1ð Þ 1� αð Þk α

t�1g
μ 1�αð Þ
t�1 ht�1

1þ qð Þntbht � kt

( )
,

where λ is the multiplier associated with the private capital accumulation constraint.
To solve this sequence problem, begin by differentiating to get the first-order

conditions for τt, gt, kt, λt, for t � 1. Be careful to differentiate wherever the choice
variable appears in the objective function. Next, substitute into the first order conditions
the “guess” 1þ qð Þntþ1gtþ1 ¼ Bτtk

α
t g

μ 1�αð Þ
t

bht, where B is an undetermined coefficient.
Finally, solve the first order conditions for B, τt, gt, and kt to get (5.10).

A tricky part of the solution given by (5.10) involves the first order condition for
kt. This equation, along with the first order condition for λt and the guess for the gt,
can be used to solve for the expression λtkt by solving the following difference
equation, λtkt ¼ βt�1 αβ

1�B þ ϕ β α� 1ð Þ þ αψ þ αβ 1þ βð Þ½ �
 �þ αλtþ1ktþ1, to get

λtkt ¼ βt�1

1�αβ
αβ
1�B þ ϕ β α� 1ð Þ þ αψ þ αβ 1þ βð Þ½ �
 �

. Use this solution to eliminate

λtþ1ktþ1 in the first order conditions for τt andgt. Using the guess forgt, these two first
order conditions can be used to solve for τt and B to get τt ¼ τ ¼ 1�αβ

1þ 1�αβð Þ 1�Bð ÞϕΓ and

B ¼
μβ 1�αð Þ
1�αβ þμβ 1�αð ÞϕΓ
1þμβ 1�αð ÞϕΓ . Combining these two expressions, completes the solution.

Optimal Fiscal Policy in an Open Economy

In an open economy, the government’s problem can be written so that it solves

max
τtþ1;gtþ1f g1

t¼0

X1
t¼0

βt ln τt
1� τtð Þα
r∗

� 	 α
1�α

gμ
t
bht � gtþ1 1þ qð Þntþ1

" #

þϕ ψ þ β 1þ βð Þ½ �
X1
t¼0

βt
1

1� α
ln 1� τtþ1ð Þ þ μ ln gtþ1

� 

:

This problem differs from the closed economy problem because private capital
intensity is now determined by international capital flows rather than domestic
saving. In a closed economy, government policy affected private capital formation
by affecting the after-tax wage of savers that fund the subsequent period’s private
capital intensity. Now government policy affects private capital intensity by affect-
ing the marginal product of private investments in the poor country—reduced by
higher tax rates and raised by higher public capital intensity. In an open economy,
government policy has a more immediate effect on private capital formation—this

156 5 A Complete One-Sector Neoclassical Growth Model



period’s policy affects this period’s capital intensity rather than this period’s saving
flow and next period’s capital intensity.

Differentiating with respect to τtþ1 and gtþ1 generates first order conditions. As
before guess a solution for g of the form.

1þ qð Þntþ1gtþ1 ¼ Bτt
α 1� τtð Þ

r∗

� 	 α
1�α

gμ
t
bht:

Substitute into the first order conditions and solve for τtþ1 and B to get the solution in
the text.
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Part II

Two-Sector and Dual Economies



Two Sector Growth Models 6

This section provides an introduction to two sector growth models. We begin with a
model where a single good is produced using traditional means of production. In the
traditional sector, production is carried out by households using land (natural
resources) and labor. There are no firms or factories that rely on heavy plant and
equipment and modern production methods to produce goods. This setting can be
used to identify the conditions necessary for a modern sector to appear that would
begin an “industrial revolution,” as in Hansen and Prescott (2002), helping to explain
G8 and G9.

Next, we examine a two sector model where two distinct types of goods are
produced—agricultural and industrial. The model is first analyzed under the assump-
tion that the economy is perfectly closed to the international trade of goods. An open
economy version is then considered. An important task is to determine the
circumstances under which opening the economy to the international trade of
goods increases growth and welfare in the long run. The answer can be quite
different from the typical static analysis of international trade, wxhere trade is
shown to be welfare improving for all countries involved.

Finally, we extend the model to include health benefits from food consumption.
The extended model is used to explain several facts about developing economies
including the approximate constancy of caloric intake, the rise in body mass and
health, and the declining budget share devoted to food referred to in G10. This
material is related to the “subsistence constraint,” a level of consumption required for
survival, a frequent feature of development models. One example is the Malthusian
model from Chap. 4. In the literature, the subsistence constraint plays a role in
explaining a wide variety of development facts including rising saving rates, initially
rising fertility rates, and falling employment shares in agriculture.
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6.1 From Stagnation to Growth

For most of human history there was virtually no sustained increase in the standard
of living of the average person (Clark (2007, Part I) and Galor (2011, Chapter 2)).
Living standards are closely connected with output or income per person—also
known as per capita income. Before 1700, per capita income was stagnant across the
world (Galor (2005, Fig. 2.1)). England began to see some sustained increases in per
capita income during the eighteenth century, but the growth rates in per capita
income were modest, certainly less than 1% per year (Crafts (1995, Table 1)). Before
1800, the growth rate in per capita income in Western Europe as a whole was barely
above one half percent (Galor andWeil (2000, Figure 1)). In the U.S., growth rates in
per capita income were close to zero before 1800 (Lucas (2002, Table 5.2)). The lack
of significant sustained growth in any particular region meant that living standards
did not differ dramatically across regions. In 1820, Western Europe had per capita
that was 1.7 times higher than in Latin America, 2.1 times higher than Asia, and 2.9
times higher than Africa (Galor (2005, section 2.1.1)).

After 1800, the nature of economic growth changed. The modest growth in
England accelerated and spread throughout Western Europe. Income per capita
grew between 1.5% and 2.0% in Western Europe from 1820 to 1929 (Galor and
Weil (2000, Figure 1)). In the U.S., growth in income per capita and output per
worker exceeded 1.5% by the middle of the nineteenth century and then remained
between 1.5% and 2.5% throughout the twentieth century (Lucas (2002, Table 5.2)
and Mourmouras and Rangazas (2009 Table 2)).

Not all countries began modern growth in the nineteenth century. As a result, the
income gaps between countries began to grow—a phenomenon known as the Great
Divergence. Over a period of two centuries, Parente and Prescott (2000) compare per
capita incomes across large Eastern countries andWestern countries.1 As mentioned,
income gaps were not large at the beginning of the nineteenth century. At this time,
per capita income in the West was only 2.1 times higher than in the East. By 1950 the
income gap widened considerably, with per capita in the West becoming 7.5 times
higher than in the East. More dramatic gaps are found when comparing the richest
and poorest countries of the world. A narrower set of Western offshoots, defined by
Maddison (1995), comprised of the United States, Canada, Australia, and
New Zealand, formed the richest set of countries in the world by the middle of the
twentieth century. The per capita income of these countries in 1950 was 15 times
higher than those in Africa (Galor (2005)). By 2000, rich country per capita income
was 18 times higher.

Modeling the sources and timing of the industrialization and the onset of modern
growth is important in explaining income differences across countries today. The
primary focus of this section is to begin thinking about this issue. To do so, we

1The East consists of China, Pakistan, India, Bangladesh, Indonesia, Japan, Burma, the Philippines,
South Korea, Taiwan, and Thailand. The West consists of Western European countries and their
ethnic offshoots: Canada, Mexico, USA, Argentina, Brazil, Chile, Australia, and New Zealand.
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initially assume that production is highly dependent on land and natural resources
and think about the conditions needed for the traditional economy to transform into a
modern economy where production relies heavily on man-made physical capital.

6.1.1 A Traditional Economy

During the pre-industrial period, production was carried out by households on
“family farms” and other small-scale businesses. To present a sharp contrast to the
modern capital-intensive production that provides the basis of standard neoclassical
theory, we assume that pre-industrial traditional production uses only land (L ) and
“farm” labor (F) as inputs. The traditional sector production function is given by

Ot ¼ ~ALα
t
~H1�α
t , ð6:1Þ

where O denotes output produced in the traditional sector, ~A is TFP in the traditional
sector, and ~H ¼ ~DF is the effective workforce, indexed by the state of technology,
~D, in the traditional sector.2

Throughout this chapter we assume that there are perfectly competitive markets
for both labor and land. The extent to which these markets are well-functioning
influences the value of ~A. Effective labor can be hired at the competitive wage, ~w,
and land can be rented at the competitive rental rate for land, rL. The profit-
maximizing use of effective labor and land by traditional sector producers requires
marginal products be equated to factor prices,

~wt ¼ 1� αð Þ~ALα
t
~H�α
t ð6:2aÞ

r Lt ¼ α~ALα�1
t

~H 1�α
t : ð6:2bÞ

There are Nt young households in each period. Households live for two periods.
In the first period, each household supplies one unit of labor and earns the wage, ~w ~D.
Part of the wage is consumed, c1, and part is saved by purchasing land, l, at the
competitive land price, pL. In the second period households retire and consume
goods, c2, financed by the rent they earn on land and the proceeds from selling land.

A generation-t household chooses consumption and saving to maximize the
utility function

Ut ¼ ln c1t þ β ln c2tþ1

subject to the two single period budget constraints

2Human capital and fertility are treated exogenously in this chapter. We add endogenous schooling
and fertility back into the model in Chap. 7.
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c1t þ pL
t lt ¼ ~wt ~Dt

and

c2tþ1 ¼ r Ltþ1 þ pL
tþ1

� �
lt:

Combining the two single period budget constraints gives the lifetime budget
constraint.

c1t þ c2tþ1

RL
t

¼ ~wt ~Dt,

where the return to purchasing one unit of land in period t is RL
t � pL

tþ1 þ r Ltþ1

pL
t

. The

demand functions that result from solving the maximization problem are

c1t ¼ ~wt ~Dt

1þ β
ð6:3aÞ

c2tþ1 ¼ RL
t

β~wt ~Dt

1þ β
ð6:3bÞ

pL
t lt ¼

β~wt ~Dt

1þ β
: ð6:3cÞ

These demand functions are similar to those encountered in Chap. 2. Consumption
and saving, now in the form of land purchases, are fractions of wages that depend on
the household’s time preference.

Market clearing in the labor market requires that the demand for labor by
traditional producers equals the supply of labor from households, Ft ¼ Nt. Market
clearing in the land market requires that the households’ demand for land as an asset
equals the fixed stock of available land, Lt � Ntlt ¼ L. Using the market clearing
conditions, and assuming exogenous growth factors for technology (1 þ ~d) and the
population (n), the equilibrium price and return to land are

pL
t ¼ β~wt ~Dt

1þ β

Nt

L
ð6:4aÞ

RL
t ¼ 1þ α 1þ βð Þ

β 1� αð Þ
� � �

1þ ~d
�
n

� �1�α
: ð6:4bÞ

Equation (6.4a) indicates that the price of land rises as the economy grows and the
demand for the fixed supply of land increases. Equation (6.4b) tells us that the return
to land is constant. This is because the growth rate of land prices is constant and the
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growth in the marginal product of land, and the rental rate for land, is the same as
the growth rate in land prices. The higher is the growth in effective labor supply
ð�1þ ~d

�
nÞ, the higher is the return to land.

As indicated previously, the pre-modern growth period was characterized by very
slow, if any, sustained growth in labor productivity and population. For now, we
treat both these characteristics as exogenous and for simplicity set ~d ¼ 0, ~D¼ 1, and
n ¼ 1. In the pre-modern steady state we then have

~w ¼ 1� αð Þ~A~lα ð6:5aÞ

RL ¼ 1þ 1þ βð Þα
β 1� αð Þ , ð6:5bÞ

where ~l is land relative to the effective work force.

6.1.2 Onset of Modern Growth

Now think of the potential appearance of firms and a modern sector of production.
The key task is to establish the conditions needed for the modern production to be
profitable. Firms will have to pay workers at least what they can make in the
traditional sector and capital owners at least what they can make by owning land.

As in the one sector models we have studied, the technology of the modern sector
is given by

Yt ¼ AK α
t H

1�α
t , ð6:6Þ

where Ht ¼ DtMt. Firms must be able to generate nonnegative economic profit,

Yt � wtDtMt � rtKt � 0 ð6:7Þ
when paying workers what they could earn in the traditional sector,wtDt ¼ ~w ~D, and
capital owners what they could earn from owning land, Rt�1 � 1 þ rt � δ ¼ RL or
rt ¼ δþ 1þβð Þα

β 1�αð Þ.
To uncover the conditions under which (6.7) is satisfied, we need to relate (6.7) to

the fundamental features of the economy. Begin by pullingMt out of the expression
in (6.7) and write the right-hand-side in terms of Kt=Mt. Using the first
order condition for the profit-maximizing choice of Kt, αAD

1�α
t Kt=Mtð Þα�1 ¼ rt,

write Kt=Mt in terms of rt. Finally, substitute wtDt ¼ ~w ~D and rt ¼ δþ 1þβð Þα
β 1�αð Þ into

(6.7) and rearrange to get

Dt � ~A~lα
δ

α
þ 1þ β

β 1� αð Þ
� 	 α

1�α

A
�1
1�α: ð6:8Þ
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The condition in (6.8) gives the threshold value that technological progress in the
modern sector must exceed before production becomes profitable at the factor prices
paid in the traditional sector. Until technology (Dt) has developed sufficiently, the
modern sector will not appear. This raises the question of what caused Dt to grow
and eventually reach the threshold in (6.8).

We take technology as exogenous and thus cannot explain why technological
progress eventually caused the threshold in (6.8) to be exceeded, opening the way for
sustained modern growth. Acemoglu and Robinson (2012), Clark (2007), and Galor
(2011) provide theories of the early progress in Dt. All the theories argue that
technological advances occurred very slowly before 1800. Important determinants
of the early progress are believed to be the slow growth in population size (more
people, more ideas), institutional change that encouraged property rights and
innovation, and genetic transmission of the traits that make humans productive
(richer people had bigger families than poorer people).

Even if the state of technology is common knowledge to the world as a whole, the
threshold may nevertheless be met in some countries but not in others. Differences in
thresholds across countries led to differences in the onset of modern growth, causing
standard of livings to diverge beginning around 1800. The technological threshold is
higher for countries with plentiful and productive land or natural resources (~A~lα), a
type of “natural resource curse.” For example, Habbakuk (1962) argued that United
States labor productivity in traditional agriculture was high in the early nineteenth
century, due to the abundance of land, and as a result slowed the structural transfor-
mation of the economy. The availability of land and natural resources in Africa has
often been cited as one reason that its take-off to a sustained modern growth path has
been delayed.

Parente and Prescott (2000) stress the importance of political forces that restrict
work practices, use of machinery, and adoption of the available technology, all
making A low and increasing the threshold for take-off. The most famous historical
example of such forces were the Luddites, named after one of their leaders (Ned
Ludd), nineteenth-century English textile artisans who violently protested against
the machinery introduced during the early stages of the Industrial Revolution.

A lack of institutions that support markets, such as property right protection or
public infrastructure, lowers TFP in each sector. However, from (6.8), we see that
any economy-wide deficiencies that lower A and ~A proportionally will dispropor-
tionately harm the modern sector. This is because a lower value of A lowers the
demand for physical capital and profits, for given factor prices. A low value of
A causes the marginal product of capital to be low, resulting in low capital demand,
low production, and low profits in the modern sector. There is no similar indirect
effect of TFP in the traditional sector because land is fixed and therefore is not
responsive to the level of ~A. Thus, poor support for markets, generally throughout
the entire economy, can prevent the onset of modern growth by disproportionately
harming the modern sector through its negative effect on capital accumulation.
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6.2 The Structural Transformation of a Two-Sector Economy

Our focus now turns to the rate of growth of an economy after the threshold
condition given by (6.8) is met and a modern sector appears. In other words, we
examine what determines the pace of the structural transformation from a traditional
economy to a modern economy once both sectors are operating.

As suggested in the previous section, if two different sectors are to operate, they
must pay workers the same wage and asset owners the same return,

wtDt ¼ ~wt ~Dt ð6:9aÞ

Rt ¼ RL
t , ð6:9bÞ

where we now allow for technological progress in the traditional sector.
Households can work in either sector. Households have the portfolio choice of

saving by purchasing physical capital or land, so their budget constraints become

c1t þ pL
t lt þ sKt ¼ wtDt

and

c2tþ1 ¼ r Ltþ1 þ pL
tþ1

� �
lt þ Rts

K
t ,

where pL
t lt þ sKt represents total saving and sKt is saving through purchases of

physical capital. Note that the budget constraints apply to all households, no matter
which sector they are employed. This is because the wage is the same in either sector,
and any household can purchase land or capital in national markets.

We seek a transition equation for physical capital intensity, so we need to start
with an expression for sKt . Using (6.9b), the household’s optimization problem can
be solved to get the following expression for the household’s supply of capital

sKt ¼ β

1þ β
wtDt � pL

t lt ð6:10Þ

As in Chap. 2, equilibrium in the capital market requires that the capital demanded
by firms for production in period tþ 1 be supplied by household purchases of capital
in period t, Ktþ1 ¼ Nts

K
t . We define k to be the capital to effective labor ratio in the

modern sector, ktþ1¼Ktþ1/Htþ1, whereHtþ1¼Mtþ1Dtþ1. The number of workers in
the modern sector is now a fraction πtþ1 of the entire supply of labor,
Mtþ1 ¼ πtþ1Ntþ1.

Using the same approach as in previous chapters, the capital market equilibrium
condition is used to derive the transition equation for k as

ktþ1 ¼ 1� αð ÞAk α
t

πtþ1n 1þ dð Þ
β

1þ β
� pL

t lt
1� αð ÞAk α

t Dt

� �
: ð6:11Þ
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Comparing (6.11) to the transition equation for the basic one sector model, we see
there are two differences. First, the number of workers in the modern sector is now
endogenous, even if population growth is exogenous. Migration of workers from the
traditional to the modern sector crowds the available capital and lowers k. Second,
land holdings offer households an alternative way to save. The larger are the value of
land holdings, relative to the household wages, the less saving is devoted to physical
capital and the smaller is k. To use (6.11) to solve for capital accumulation, we must
close the model by determining the paths of πt and pL

t .

6.2.1 Labor Market Equilibrium

The equilibrium allocation of labor across sectors is determined by the condition that
the wage is the same in each sector. The flow of labor across sectors forces wages
across sectors to equalize. Writing out (6.9a) in terms of the marginal products of
labor and using the fact that ~Ht ¼ Ft ~Dt ¼ 1� πtð ÞNt ~Dt, yields the following
expression for the fraction of the work force in the traditional sector that equilibrates
wages

1� πt ¼
~A ~Dt

ADt

� 	1
α~lt
kt
, ð6:12Þ

where ~l � L=N ~D is now interpreted as the ratio of land to the maximum potential
effective labor supply in the traditional sector.

The relative size of the traditional sector’s work force is determined by the
relative productivity of labor in the traditional sector. The relative productivity of
traditional labor is determined by the relative state of efficiency and technology in
the traditional sector and by its relative factor endowment. The traditional sector
shrinks faster, the faster is the growth in relative technological progress in the
modern sector and the faster is physical capital accumulation. Even if
(i) technological progress is uniform across sectors and (ii) capital intensity in the
modern sector remains constant, the traditional sector will shrink because land
becomes scarce relative to the economy’s effective labor supply, provided there is
positive population growth or positive technological progress.

6.2.2 Land Market Equilibrium

To determine the equilibrium price of land begin with the condition that the return to
owning land must equal the return to owning physical capital,

pL
tþ1 þ r Ltþ1

pL
t

¼ 1þ rtþ1 � δ:
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Using the profit maximizing conditions for renting land and capital, along with
(6.12), one can derive the following difference equation in pL,

pL
tþ1 ¼ 1þ αAkα�1

tþ1 � δ
� �

pL
t � α~Akα�1

tþ1 ~a
~Dtþ1

Dtþ1

� 	1�α
α

ð6:13Þ

where ~a � ~A=A.
The dynamics of the economy is solved by first substituting (6.12), dated for

tþ 1, into (6.11) to eliminate πtþ1. Equations (6.11) and (6.13) then form a system of
first order difference equations in k and pL. We now have a two dimensional system
rather than the single difference equation that generates the dynamics in a one sector
model. Moreover, there is an important additional difference. We do not have an
initial condition that pins down the initial price of land. In this situation it is possible
to have multiple equilibrium paths for the economy, each corresponding to a
different initial value for the price of land. It is also possible that there is a unique
price of land that is consistent with convergence to the economy’s steady state. In
this case, a terminal condition, convergence to the steady state, replaces an initial
condition in determining the initial price of land. Whether or not there is a unique
stable equilibrium path depends on the parameter values chosen for the model. We
will address the conditions under which there is a unique equilibrium path in the next
section. In this section we side-step a complete dynamic analysis by focusing only on
the steady state of the economy.

6.2.3 Steady State Equilibrium

With both a traditional and a modern sector producing the same goods, it is natural to
examine the conditions where the traditional sector gradually disappears and the
economy converges to a steady state where the goods are produced in the modern
sector only. To begin with, the natural assumptions are that (i) technological prog-
ress is faster in the modern sector than in the traditional sector ( d > ~d ) and
(ii) population growth is positive (n > 1). Under these assumptions, Eq. (6.12) tells
us that if the economy converges to a given value of k, then the fraction of the work
force employed in the traditional sector must go to zero. Furthermore, the rental rate
on land can be written as

r Ltþ1 ¼ α~Akα�1
tþ1 ~a

~Dtþ1

Dtþ1

� 	1�α
α

:

Thus, if the economy converges to a given value of k and d > ~d then land rents must
also go to zero.

Now, with land rents going to zero, one would expect that the price of land would
also go to zero. Unfortunately, things are not this simple. It is possible for an asset
that has no fundamental value, i.e. an asset that is not productive, to have a positive
price. For land to have a positive equilibrium price in the steady state without a
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traditional sector, it is still the case that the two dynamic Eqs. (6.11) and (6.13) must
be satisfied.

For there to be a steady state k that satisfies (6.11) with π ¼ 1, the term pL
t lt=Dt

must remain constant. This implies land prices must appreciate at a rate satisfying

pL
tþ1

pL
t

¼ 1þ dð Þn: ð6:14Þ

Label the steady state value of k that solves (6.11), when (6.14) is also satisfied, �k.
Next, for (6.13) to be satisfied, with land rents going to zero, land prices must
appreciate so that

pL
tþ1

pL
t

¼ 1þ �r � δ, ð6:15Þ

where �r is the interest rate associated with �k. Combining (6.14) and (6.15), gives

1þ �r � δ ¼ 1þ dð Þn: ð6:16Þ
There could be a configuration of parameters where the �k satisfying (6.16) also
satisfies (6.11) because there are quite a few parameters in (6.11) that are not in
(6.16). If both (6.11) and (6.16) are satisfied at �k, we would have a steady state with a
permanent asset “bubble,” i.e. land is continually appreciating despite the fact that
land has no fundamental value.

To think about the conditions needed to eliminate the possibility of a steady state
bubble, note that if land prices go to zero, the steady state would be characterized by

k ¼ 1� αð ÞAβ
n 1þ dð Þ 1þ βð Þ
� � 1

1�α

ð6:17aÞ

r ¼ α 1þ βð Þ
1� αð Þβ

� �
n 1þ dð Þ: ð6:17bÞ

If α is about 1/3, as the evidence indicates, and β < 1 (future utility is discounted
relative to current utility), then (6.17b) indicates r > n(1 þ d ). Next notice from
(6.11) that �k < k and therefore �r > r > n(1þ d ). This means that (6.16) is not satisfied
because the return to capital, 1þ �r � δ, is strictly greater than the return to land, n
(1 þ d ), if δ � 1. Thus, in this model, for reasonable parameter settings, bubbles are
not possible. Eventually, capital dominates land as an asset and land prices go to zero
in the long run. However, it is interesting to note that perfectly competitive models
without uncertainty, or special assumptions about speculative behavior, can generate
permanent asset bubbles.
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6.2.4 Extensions to Human Capital and Fertility

As in the one sector case, the model can be easily extended to include schooling
investments in human capital of children and an endogenous choice of fertility. We
do this in Chap. 7 but would like to make one point here. Schooling offers an
additional reason why an economy may move from stagnation to growth. Recall the
possibility of a poverty trap from Chap. 4. More specifically, the theory of schooling
from Chap. 4 is given by

et ¼ max
θ η

�
et�1=�e

�θ � γT

 �

γ 1� θð Þ ; �e

24 35 ð6:18Þ

Initially, the relative productivity of children, γ, may be sufficiently high that the
optimal choice of schooling is �e. However, the appearance of child labor laws or
compulsory schooling laws may reduce the employment opportunities for children
and lower their relative productivity. If γ falls sufficiently, there will be a take-off of
human capital accumulation over time. Thus, policies that lower the relative produc-
tivity of children can create a take-off, or at least an acceleration, of growth that
compliments the advancement of technology in the modern sector.

Note also that one might give the traditional and modern sectors a geographic
interpretation—the traditional sector is rural and the modern sector is urban. Suppose
that to work in a given sector, the household must also live in that sector. Now think
of an initial division of the population across the two sectors. Households initially
born in the traditional sector might start with less schooling than those initially born
in the modern sector, ~et < et (perhaps because of a limited ability to enforce child
labor laws in the traditional sector at some point in history or because of an absence
of rural public schools). As indicated by the analysis in Chap. 4, the difference in
schooling across sectors would also give rise to a difference in fertility, nt < ~nt.

If the underlying theory from Chap. 4 is used, then the differences in schooling
and fertility are household-specific and will persist across generations. Thus, regard-
less of where the households choose to work and live, their past family history will
dictate their fertility and schooling investments in their children. In future chapters,
we will consider models where the family’s locational choice can affect their fertility
and human capital investments in children in this and other ways.

6.3 Two Sectors and Two Goods

Suppose now that there are two distinct goods. In the traditional sector, agricultural
goods or primary products (O) are produced and in the modern sector, manufactured
goods (Y ) are produced. To simplify the notation and analysis a bit assume that the
agricultural good is only consumed by young households, and that
n ¼ 1, d ¼ ~d ¼ 0, and Dt ¼ ~Dt ¼ 1. These assumptions allow us to focus on the
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transitional dynamics associated with physical capital accumulation and expansion
of the modern sector in a relatively simple setting.

Household preferences are given by Ut ¼ u1t þ βu2tþ1, with u1t ¼
χ ln y1t þ (1 � χ) ln o1t and u2tþ1 ¼ ln y2tþ1, and where χ is a preference parameter
that weighs the relative utility received from manufacturing goods.

The single period budget constraints for the household are y1t þ pto1t þ pL
t lt þ sKt

¼ wt and y2tþ1 ¼ r Ltþ1 þ pL
tþ1

� �
lt þ Rts

K
t , where p is the relative price of the

agricultural good. Household demand for goods and assets are then

y1t ¼
χ

1þ β

� �
wt ð6:19aÞ

y2tþ1 ¼
β

1þ β

� �
Rtwt ð6:19bÞ

o1t ¼ 1� χ

1þ β

� �
wt

pt
ð6:19cÞ

sKt ¼ β

1þ β
wt � pL

t lt: ð6:19dÞ

6.3.1 Labor Market Equilibrium

As in Sect. 6.2, the equilibrium allocation of labor across sectors is determined by the
condition that wage is the same in each sector. This gives an equilibrium condition
that is similar to (6.12),

1� πt ¼
�
pt~a
�1=α lt

kt
: ð6:20Þ

The new feature is that the relative price of agricultural goods affects the allocation
of labor. The higher is pt, the more labor is allocated to the traditional sector, other
things constant.

6.3.2 Goods Market Equilibrium

The relative price of the agricultural good equilibrates the supply and demand for the
agricultural product. The output of the traditional sector is ~ALα 1� πtð ÞNð Þ1�α.

Using (6.20), the traditional sector output can be written as ~AL
�
pt~a
� 1�αð Þ=α

kα�1
t .

From (6.19), the market demand for traditional sector output isN
1� χ

1þ β

1� αð ÞAk α
t

pt
.

The equilibrium relative price that equates these two expressions is
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pt ¼
1� χð Þ 1� αð Þ

1þ β

kt
~a1=αl

� �α
: ð6:21Þ

The relative price of agricultural goods rises with capital accumulation because of
rising demand for, and falling supply of, the agricultural good. Capital accumulation
causes wages and the demand for agricultural goods to rise. The rise in wages in the
modern sector bids workers away from the traditional sector and causes the supply of
agricultural goods to fall. Both of these forces result in higher agricultural prices.

Note that substituting (6.21) into (6.20) yields

1� πt ¼ 1� χð Þ 1� αð Þ
1þ β

: ð6:22Þ

Taking into account the effect of capital accumulation on the relative price of the
traditional good, reveals that the fraction of the work force in the traditional sector is
constant. As capital accumulates, it raises the marginal product of labor in the
modern sector and wages across the economy, which reduces the demand for labor
in the traditional sector. However, capital accumulation also increases the relative
price of the agricultural good, which raises the demand for labor in the traditional
sector. Under our assumptions, these two effects exactly offset and the fraction of
labor employed in the traditional sector remains constant. This is an interesting result
because it shows that, in a closed economy, capital accumulation alone does not
necessarily generate a structural transformation away from agriculture and toward
manufacturing.

6.3.3 Land Market Equilibrium

We now turn to the determination of the rental rate for land and the equilibrium price
of land. As in Sect. 6.2, the rental rate for land must equal the value of the marginal
product of land in production, r Lt ¼ αpt~A l= 1� πtð Þð Þα�1. Using (6.21) and (6.22),
the rental rate on land can be written as

r Lt ¼ α 1� χð Þ 1� αð ÞAk α
t

1þ βð Þl : ð6:23Þ

Capital accumulation drives up land rents by increasing wages and the price of
agriculture goods. The higher the price of agricultural goods, the higher is the value
of the marginal product of land and the higher are land rents.

Next, we move to the price of land as an asset. If both assets are held, the return to
owning land must equal the return to owning physical capital,

pL
tþ1 þ r Ltþ1

pL
t

¼ 1þ rtþ1 � δ:

Using the profit maximizing conditions for renting land and capital, gives us the
following difference equation in pL that is similar to (6.13) in the one good case,
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pL
tþ1 ¼ 1þ αAkα�1

tþ1 � δ
� �

pL
t � α 1� χð Þ 1� αð ÞA

1þ βð Þl k α
tþ1: ð6:24Þ

Note that an increase in capital intensity lowers the value of the right-hand-side of
(6.24), as the return to capital falls and land rents rise. This implies that future land
prices must fall relative to current land prices to restore equality. Intuitively, the
current price of land rises as demand for land increases due to falling returns to
capital and rising land rents. This is different than (6.13) where capital accumulation
has an ambiguous effect on land prices because, there, an increase in k lowers land
rents (as workers are pulled out of the traditional sector when wages rise in the
modern sector).

6.3.4 Transition Equation for Capital

The dynamic system is completed by deriving the transition equation for physical
capital per worker. Using the same approach to deriving the transition equation as in
Sect. 6.2 yields

ktþ1 ¼ 1

1� 1�χð Þ 1�αð Þ
1þβ

 !
βA 1� αð Þ
1þ β

k α
t � pL

t l

� �
: ð6:25Þ

Similar to (6.11), the introduction of two distinct sectors and land has an ambiguous
effect on capital intensity because there are two opposing changes to the one sector
transition equation from Chap. 2. The first expression on the right-hand-side
increases capital intensity. This expression appears because only a fraction of the
workforce, a fixed fraction under our assumptions, works in the modern sector and
uses capital to produce. Since k is defined as capital per worker in the modern sector,
the fewer workers in the modern sector the higher the capital intensity, other things
constant. The second change is captured by the second expression in the square
brackets on the right-hand-side. This expression captures the fact that land diverts
household saving away from capital purchases, causing capital intensity to decrease.

We will examine the transitional dynamics associated with (6.24) and (6.25), a
topic for more advanced students, but before doing so we begin by discussing the
steady state of the system.

6.3.5 Steady State Equilibrium

We can further simplify the dynamic analysis by assuming that δ ¼ 0. With no
depreciation, the steady state version of (6.24) gives us the following expression for
the steady state price of land
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�pL ¼ 1� χð Þ 1� αð Þ
1þ β

�k

l
: ð6:26Þ

Using (6.26), the steady state version of (6.25) can be used to solve for the steady
state capital intensity

�k ¼ β 1� αð ÞA
1þ β

� � 1
1�α

: ð6:27Þ

Note that (6.27) gives the same steady state capital intensity as in the one sector
model. Thus, the two new forces in the two-sector setting, that affect capital
accumulation in (6.25), exactly offset each other to generate the same steady state
k as in the one sector case.

An important implication of this result is that countries with different quantities of
effective land per person (~A1=αl) have the same long-run values for k and w. In a two
sector model with different goods, w is the purchasing power of wages with respect
to manufacturing goods. The purchasing of wages with respect to agricultural goods
is w/p. From (6.21), the greater is the quantity of effective land per person, the lower
is p and the higher is the purchasing power of the wage in terms of agricultural
goods. Thus, there is no lasting “natural resource curse” in this model, once growth
is started. Countries with greater natural resources per person will be better off in the
long-run.

6.3.6 Transitional Dynamics

We now study the transitional dynamics of the two sector model. Analysis of the two
sector model is more challenging than in the one sector model, where plots of the
single transition equation are sufficient to determine the model’s dynamic properties.
One needs a solid background in undergraduate linear algebra to follow the steps. In
addition, we also have the problem of the missing initial condition for the price of
land that was not an issue in the one sector case.

There is a nice mathematical result that allows us to examine the dynamics of the
nonlinear system of equations given by (6.24) and (6.25) in the neighborhood of its
steady state by studying a linear system of deviations in k and pL away from their
steady state values. In the neighborhood of the steady state, the nonlinear system and
the linear system behave similarly (see, for example, Azariadis (1993 6.3)). While
this approach does not tell us about the global dynamics of the system away from the
steady state, it does offer clues that may help in a global analysis of the nonlinear
system based on numerical methods. See the Technical Appendix for an example of
how this approach works in a less difficult setting.

The linear system is formed by taking a linear approximation of the nonlinear
system in the neighborhood of the steady state. A linear approximation of a nonlinear
equation f(x)¼ 0, where x is a vector of variables and �x is a vector of particular values
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of x around which the approximation is constructed, takes the form
f xð Þ � f

�
�x
�þ Df

�
�x
��
x� �x

�
. The notation Df

�
�x
�
represents a vector of derivatives

of the function f with respect to each of its arguments, all evaluated at the point �x.
Note that if f(x) ¼ 0 is satisfied at �x, then f

�
�x
�þ Df

�
�x
��
x� �x

� ¼ Df
�
�x
��
x� �x

�
.

To take this approach in our setting, begin by writing (6.24) and (6.25) as the
following nonlinear system of equations

F pL
tþ1; p

L
t ; ktþ1; kt

� � � ktþ1 � 1

1� 1�χð Þ 1�αð Þ
1þβ

 !
βA 1� αð Þ
1þ β

k α
t � pL

t l

� �
¼ 0

G pL
tþ1; p

L
t ; ktþ1; kt

� � � pL
tþ1 � 1þ αAkα�1

tþ1 � δ
� �

pL
t þ α 1� χð Þ 1� αð ÞA

1þ βð Þl k α
tþ1 ¼ 0:

Next take linear approximations of F and G in the neighborhood of the steady state.
Then solve the linear system and simplify, using r ¼ αA�kα�1, to get the following
linear system

bktþ1 ¼ β 1� αð Þr
1þ β � 1� χð Þ 1� αð Þ
� 	bkt � 1þ βð Þl

1þ β � 1� χð Þ 1� αð Þ
� 	bp L

t ð6:28aÞ

bp L
tþ1 ¼ � 1� χð Þβ 1� αð Þ2r2

l 1þ βð Þ 1þ β � 1� χð Þ 1� αð Þð Þ

 !bkt
þ 1þ r 1þ βð Þ

1þ β � 1� χð Þ 1� αð Þ
� 	bp L

t , ð6:28bÞ

where the “^” denotes a deviation of the variable from its steady state value.
The mathematics of linear difference equations system is well developed. To use

the available mathematical results, it is convenient to express (6.28) in matrix form
as

bktþ1bp L
tþ1

� �
¼ J

bktbp L
t

� �
, ð6:29Þ

where

J �
β 1� αð Þr

1þ β � 1� χð Þ 1� αð Þ � 1þ βð Þl
1þ β � 1� χð Þ 1� αð Þ

� 1� χð Þ 1� αð Þr
l 1þ βð Þ

� 	
β 1� αð Þr

1þ β � 1� χð Þ 1� αð Þ
� 	

1þ r 1þ βð Þ
1þ β � 1� χð Þ 1� αð Þ

2664
3775:

The solution to (6.29) can be written as

bkt ¼ C1λ
t
1 þ C2λ

t
2 ð6:30aÞ
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bp L
t ¼ C1e12λ

t
1 þ C2e22λ

t
2, ð6:30bÞ

where λ1 and λ2 are the eigenvalues of J,
1
e12

� �
and

1
e22

� �
are associated

eigenvectors, and C1 and C2 are undetermined constants (Azariadis (1993, 4.1)).3

Note that the dynamic properties of the system are determined by the eigenvalues.
If the eigenvalues are less than one, then the deviations from the steady state values
will go to zero over time, i.e. the capital-labor ratio and the price of land will
converge to their steady state values. If the eigenvalues are greater than one, then
the values of the capital-labor ratio and price of land will diverge away from their
steady state values.

As mentioned previously, the initial condition for the capital-labor ratio can be
used to determine one of the unknown constants, but there is no similar condition for
the initial price of land. One way of determining the second constant is to require that
the system converge to the steady state. For this approach to work, the parameter
values of the model must be such that one of the eigenvalues is less than one and one
of the eigenvalues is greater than one. In this case, convergence to the steady state
requires that the undetermined coefficient associated with the unstable eigenvalue be
set to zero. Setting the coefficient to zero allows one to determine an initial value for
the price of land that is associated with a stable path to the steady state.

We can investigate further by using additional results from linear algebra that
relate the eigenvalues to J. The sum of the eigenvalues is equal to the trace of J and
the product of the eigenvalues is equal to the determinant of J. These results, and
using the fact that r ¼ α(1 þ β)/(1 � α)β, gives us two equations to solve for the
eigenvalues

λ1 þ λ2 ¼ 1þ κ 1þ β þ β 1� αð Þ½ � ð6:31aÞ
λ1λ2 ¼ κ β þ αð Þ, ð6:31bÞ

where κ � r/[1þ β� (1� χ)(1� α)]. Using (6.31), we can compute the eigenvalues
for different parameter settings.

Let’s look at the case where α¼ 1/3, χ ¼ 2/3, and β¼ 1/2. In this case we find that
λ1 ¼ 0.3490 and λ2 ¼ 2.8031. So, we have one stable eigenvalue and one unstable
eigenvalue. Convergence to the steady state requires that the coefficient associated
with the unstable eigenvalue be set to zero, i.e. C2¼ 0. Furthermore, the definition of
an eigenvector (Azariadiz (1993, pp.123–127)) gives us

J
1
e12

� �
¼ λ1

1
e12

� �
,

3To review eigenvalues and eigenvectors consult the technical appendices of Azariadis (1993) or an
undergraduate linear algebra textbook.
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which implies e12 ¼ λ1�J11
J12

¼ ω�λ1
l 1þβð Þ

1þβ� 1�χð Þ 1�αð Þ
, where ω � β 1�αð Þr

1þβ� 1�χð Þ 1�αð Þ. The remaining

unknown is the coefficient associated with the stable eigenvector, which is deter-
mined by the initial condition for the capital-labor ratio. Applying the initial condi-
tion to (6.30a) when t ¼ 0, yields bk0 ¼ k0 � �k ¼ C1.

Our complete solution is then

kt ¼ �k þ �k0 � �k
�
λ t1 ð6:32aÞ

pL
t ¼ �pL þ �k0 � �k

� ω� λ1
l 1þβð Þ

1þβ� 1�χð Þ 1�αð Þ

24 35λ t1: ð6:32bÞ

Note, for the parameters chosen above we have ω ¼ 0.3913, so the expression in the
squared bracket of (6.32b) is positive. If we start with a capital-labor ratio below the
steady state, the capital-labor ratio rises over time because the negative expression,�
k0 � �k

�
λ t1, becomes smaller over time. The price of land will start below its steady

state value, because the second expression on the right-hand-side of (6.32b) is
negative when k0 < �k and falls in absolute value over time. Land prices rise over
time creating capital gains for land owners. However, as our previous discussion of
(6.24) suggests, the positive growth rate of land prices is falling over time, causing
the return to land to fall with the return to physical capital.

Remember that the analysis we just conducted is only valid when the economy is
close to its steady state. To conduct a global analysis, numerical methods can be used
to compute the dynamic path (e.g. see Hansen and Prescott (2002)). If the parameter
values are similar to the case we just examined, then it is likely that for an initial
value of k there is a unique initial value for pL that is on the unique convergent path to
the steady state. One can guess a value for the initial land price and then use (6.25) to
compute next period’s capital-labor ratio and (6.24) to compute next period’s land
price. Iterating in this manner, the entire dynamic path can be solved. If the path is
not converging to the steady state, then an alternative initial guess for pL is tried.
Searching over a range of initial values for pL will eventually identify the convergent
equilibrium path.

6.3.7 International Trade

We now examine the dynamics of the economy when there is international trading of
goods across countries. We assume that the economy is “small” in the sense that its
behavior cannot affect the international or worldwide relative price of agricultural
goods, pw. This means that the relative price of food is no longer determined
endogenously by domestic demand and supply, i.e. (6.21) no longer applies. Instead
pwis taken as an exogenous variable that is determined outside the model by demand
and supply conditions in the worldwide market for goods.
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The first important implication of opening the economy to trade is that one of the
domestic forces that caused the fraction of the work force in the traditional sector to
remain constant, as the economy accumulates capital, is now absent. Recall that
capital accumulation raises the marginal product of labor and wages in the modern
sector, which reduces the demand for labor in the traditional sector. In a closed
economy, higher wages increases demand for all goods and services and increases
the relative price of the agricultural good. This latter effect raises the demand for
labor in the traditional sector. Under our assumptions, these two effects exactly
offset and the fraction of labor employed in the traditional sector remains constant.
However, the latter effect is now absent because the relative price of agricultural
goods is fixed by market conditions at the world level, not the domestic level. An
increase in the demand for agricultural goods simply results in fewer exports, or
more imports, at the same world price.

In an open economy the fraction of the workforce in the traditional sector is given
by

1� πt ¼
�
pw~a

�1=α lt
kt
: ð6:33Þ

So, capital accumulation serves only to raise the cost of labor in the traditional sector,
causing that sector to contract with development.

Furthermore, we see that if the world price for agricultural goods increases, then
the traditional sector will expand. This result is related to concerns that if a develop-
ing economy begins to trade internationally it may lead to “de-industrialization”
(see, for example, Williamson (2011)). The idea is that developing countries are
likely to have a comparative advantage in producing agricultural goods. This implies
that their closed economy relative price of agricultural goods is below the world
relative price. When they open to trade, the relative price will rise up to pw. The
higher the value of pw, the more labor will be reallocated away from the modern
sector and toward the traditional sector.

Many economists believe that they are several connections between the relative
size of the modern sector and economic growth in the economy as a whole. We will
examine the consequence of “de-industrialization” for growth and welfare in devel-
oping countries both here and in the models that we encounter in Chaps. 7 and 8.

With an exogenous price of agricultural goods, the dynamics of the economy
change. With international trade of goods, Eqs. (6.24) and (6.25) become

pL
tþ1 ¼ 1þ αAkα�1

tþ1

� �
pL
t � �~apw�1=ααAkα�1

tþ1 ð6:240Þ
and

ktþ1 ¼ 1

1� l
�
~apw
�1=α

ktþ1

0BB@
1CCA βA 1� αð Þ

1þ β
k α
t � pL

t l

� �
: ð6:250Þ
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The steady state equilibrium is

�pL ¼ �~apw�1=α: ð6:260Þ

�k ¼ β 1� αð ÞA
1þ β

� � 1
1�α

: ð6:270Þ

Comparing to the steady state in the closed economy, we see that the price of land
will differ but not the capital-labor ratio. This is due to two opposing effects of a
higher relative price of agricultural goods on capital accumulation. First, a higher
value of pw raises land prices (see (6.260)). Higher land prices reduce capital
accumulation by diverting more saving to land purchases (see (6.250)). Second, a
higher value of pw increases the employment share in the traditional sector (see
(6.33)). A smaller employment share in the modern sector reduces the crowding of
capital and raises the capital-labor ratio. In the current model, these two opposing
effects just cancel. So de-industrialization only applies to the fraction of the work-
force in the traditional sector. There is no negative long-run consequence for the
capital-labor ratio in the modern sector.

If the long-run capital-labor ratio remains unaffected by opening the economy to
trade, then the wage in terms of manufacturing goods will also be unchanged.
However, if opening the economy is associated with a higher price of agricultural
goods, then the purchasing power of wages with respect to agricultural goods
must fall.

The same argument applies to the return to capital. Measured in units of the
manufacturing good it remains the same, but it falls in units of agricultural goods.

Finally, the long-run rental rate on land, rL ¼ �~apw�1=ααA�kα�1, is now positive and
increasing in the world price of agricultural goods. It is higher both in units of the
manufacturing good and in units of the agricultural good (since 1/α > 1).

The steady state welfare effects associated with international trade can be deter-
mined by writing out the indirect utility function of the steady state household as
(1 þ β) ln w þ β ln R � (1 � χ) ln pw. In the steady state w and R are unaffected by
opening the economy, while the price of food rises. Thus, the developing country is
worse off in the long-run. This represents a counterexample to the notion that welfare
must rise as a result of trade.

6.3.8 Transitional Dynamics in an Open Economy

We can study the transitional dynamics of the open economy in the same manner as
we did for the closed economy. The linear approximation to the dynamic system in
the open economy is
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bktþ1bp L
tþ1

� �
¼ P

bktbp L
t

� �
, ð6:34Þ

where

P �
α

π
� 1� πð Þ�k

π�pL

0 1þ r

264
375:

One can show that there is at most one stable eigenvalue associated with the linear
system (see Problem 13). So if there is a convergent path to the steady state, it is
unique. For the same parameter values used in the closed economy setting, there is
an array of possibilities for the open economy that depend on the international price
of agricultural goods and the corresponding size of the modern sector. The lower the
price of agricultural goods, the greater the size of the modern sector. Table 6.1 below
exhibits some possibilities and the corresponding value of the stable eigenvalue.

Note that the absolute value of the stable eigenvalue can be higher or lower than
in the closed economy case. However, for the stable eigenvalue to be less than in the
closed economy π would have to be very close to 1. This means that the open
economy is likely to converge more slowly to the steady state than in the closed
economy. For the parameter values chosen previously, the steady state value of π in
the closed economy case is a little over 0.85 and λ1 ¼ 0.349. If opening the economy
raises the relative price of food, then the value of π would be lower than 0.85. From
Table 6.1 we see the stable eigenvalue will be greater than in the closed economy
case and convergence to the steady state will be slower.

6.4 Declining Budget Shares Spent on Food

One feature of development, not yet captured by the model, is the declining shares of
household budgets devoted to food. Over two centuries of modern growth, from the
mid-eighteenth to the mid-twentieth century, the household budget share devoted to
food fell from about 60% to about 30% (Abdus and Rangazas 2011, Table 5). In
contrast, if one interprets the traditional sector good as food, the current version of
the model predicts a constant budget share.4

Table 6.1 Open-economy
dynamics

π λ1 ¼ α/π ¼ 1/3π

0.5 0.6667

0.7 0.4761

0.9 0.3703

4This need not be the only interpretation because primary products such as wood and coal might
also be included.

6.4 Declining Budget Shares Spent on Food 181



One way of generating a declining budget share is to change preferences so that a
minimum amount of food consumption is necessary for survival—what is known as
a subsistence constraint. We can incorporate a subsistence constraint by writing the
utility benefits from food consumption as 1� χð Þ ln �o1t � �o

�
, where �o is the

minimum amount of food consumption needed to survive. With this new specifica-
tion, the household’s first period budget shares become

y1t
wt

¼ χ

1þ β
1� pt �o

wt

� 	
ð6:35aÞ

pto1t
wt

¼ 1� χ

1þ β
þ β þ χ

1þ β

pt �o

wt
: ð6:35bÞ

As wages rise relative to food prices, i.e. as the purchasing power of wages in terms
of food rises, the share devoted to nonfood rises and the share devoted to food falls.

Fogel (1994, p.377) points out that the concept of a fixed level of subsistence
consumption is potentially misleading. He suggests that are there are numerous
possible combinations of consumption and health that are consistent with subsis-
tence in a low income setting. Abdus and Rangazas (2011) follow Fogel’s lead and
provide an alternative approach to subsistence consumption that relates food con-
sumption directly to health. They use the approach to explain why food consump-
tion, measured by caloric in-take, has remained relatively constant over the course of
development. This, in turn, explains the falling budget share devoted to food as
income rises.

We can change preferences to include health benefits by defining u1t as
u1t ¼ χ ln (y1tQt) þ (1 � χ)(lno1tQt), where the utility benefits of consumption are
affected by a health index Qt. The more healthy the individual, the more he enjoys
the activities that give him pleasure. The health index is defined as

Qt ¼ Q∗
t e

�κ bt�b∗ð Þ2=2. The variable Q∗
t is an index of exogenous factors that affect

health such as air quality, public sanitation, public health services, and working
conditions. The endogenous component of the health index relates health to body
weight. Body weight is a well-documented factor in determining health and
longevity.

A standard way of recording body weight is the Body Mass Index (BMI), defined
as weight in kilograms divided by the square of height in meters. The BMI that
maximizes health is in the range of 25–26 (Fogel 1994 and Costa 1996). Being too
light or too heavy compromises a person’s health. In the health index term, the actual
BMI is denoted by bt and the optimal BMI by b∗t . In this section the all-purpose
parameter κ quantifies the negative health effects of allowing body mass to deviate
from its optimal level.

We relate food and work to body weight using the science of energy balance for
the human body (Whitney and Cataldo 1983 and Fogel 1994). Increased calories
consumed as food will raise an individual’s body weight unless an equal amount of
energy is expended in (i) basal metabolism (the energy cost associated with keeping
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the body alive at rest), (ii) the thermic effect of food consumption and digestion
(about 10% of the calories consumed) or (iii) physical activity. Calories consumed in
excess of calories spent are stored in the body as fat. For each 3500 kcal taken in
excess of expenditures, one pound of body fat is stored.

Scientists have estimated an energy balance relationship that relates daily caloric
in-take and calories expended in physical activity to the daily change in body weight.
We are not interested in daily changes in body weight but rather in the body weight
that an individual can maintain in the long term given a regular regiment of daily
caloric consumption and physical activity. Toward this end, we use a steady state
version of the energy balance equation for daily changes in body weight. We solve
the difference equation that determines the daily change in body weight for the
steady state or sustainable body weight associated with different levels of caloric
intake and energy expenditure that are maintained over the years. Furthermore, we
express the relationship in terms of the body mass index.

The steady state energy balance equation for an individual who reaches adulthood
in period-t is given by

bt ¼ 0:9o1t � �b1 � εt
�b2T2

t

ð6:36Þ

where �b1 and �b2 are positive parameters that are determined by the physics of energy
balance, εt measures the required average daily calories expended per unit of work,
and Tt is adult height.5 The parameters �b1 and �b2 capture the linear effect of
bodyweight on basal metabolism and the energy expended in basic survival activity.
The variables εt and Tt are both treated as exogenous here, i.e. we do not model the
choice of occupation and the many factors that cause people to become taller across
generations.6

The first order condition associated with choosing the optimal demand for the
agricultural good now becomes

1� χ

χ

1
o1t

þ b∗ � btð Þ0:9
�b2T2

t

κ

χ
¼ pt

y1t
: ð6:37Þ

Equation (6.37) equates the marginal utility benefit of calories consumed (left-hand-
side) to the marginal utility cost of purchasing calories (right-hand-side). If bt is less
thanb∗t , then there are two benefits to consuming calories: the direct pleasure of food

5For further discussion and application of the energy balance relationship see Abdus (2007).
6Establishing an endogenous intergenerational connection between child nutrition and adult height
is difficult. In the nineteenth century, adult height in England showed no trend, despite a rise in per
capita income. This puzzling observation has given rise to a literature that identifies a variety of
factors that potentially affect adult height (Kirby (1995), Komlos (1998), and Voth and Leunig
(1996)). Modern studies also reveal the complex determination of adult height. For example, food
intake is not strongly correlated with height (Graham et al. (1981), Ashworth and Millward (1986),
and Mitchell (1962)).
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consumption (first term) and the increase in body mass that makes the individual
healthier (second term).

Sketching the marginal benefit and marginal cost of food (other things constant)
produces Fig. 6.1. The dashed curve gives the marginal benefit of food intake when
there are no health benefits (κ ¼ 0). Along the dashed curve, y1t and o1t increase
proportionally with wages as the economy grows and the value of the forgone
marginal consumption falls, for a constant p. A constant budget share devoted to
food.

With κ > 0, the marginal benefit of food exceeds the pleasure of eating when
incomes are low, causing food to be a larger fraction of the budget than when κ ¼ 0.
As income and y1t rise over time, the opportunity cost of consuming calories falls
and o1t rises less than proportionally along the marginal benefit curve, resulting in a
falling fraction of the budget devoted to food.

If the energy requirements of work fall with development, and individuals
respond by expending less energy, bt increases for a given level of food consump-
tion. This causes the marginal benefit curve to shift left over time and the optimal
food consumption may remain constant or fall even as income grows. This gives a
second reason for a declining budget share devoted to food.

Food consumption is most likely to rise when the health effects of food are small,
i.e. when bt is close to b∗t . In this case the marginal benefit curve is close to the
dashed-curve (where y1t and o1t increase proportionally). This helps explain the rise
in food consumption in the late twentieth century when body mass was close to
optimal.

Fig. 6.1 Optimal food consumption
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6.4.1 A Demand-Side Explanation for the Structural
Transformation

The subsistence constraint also provides another mechanism that helps to explain the
structural transformation. Recall that in the closed economy version of the two sector
model, the share of employment in the traditional sector is constant (see (6.22)).
With a subsistence constraint this will not be the case. If there is economic growth
that raises the purchasing power of wages across both goods, the fraction of
employment in agriculture falls.

To see the reason for this result, let’s go back to the simple subsistence constraint
specification that does not introduce health benefits directly. With the subsistence
constraint assumption, one can use the equilibrium condition in the market for food
to write a new version of (6.20)

l

kt

�
pt~a
�1=α ¼ 1� πt ¼ 1� χ

1þ β
1� αð Þ þ β þ χ

1þ β

�o

wt=pt
1� αð Þ: ð6:38Þ

If �o ¼ 0, then we are back to (6.22), where the labor shares across sectors are fixed.
With subsistence consumption, if real wages grow in units of the traditional good,
then the traditional sector employment share will shrink.

For example, for a given kt, a rise in ~A in our previous analysis caused a
proportional decline in pt, so that the labor shares remained constant. Intuitively,
the rise in ~A caused a proportional increase in the supply and the demand for
agricultural goods, as the real wage in traditional good units rose, that kept the labor
employed in the traditional sector constant. Now, a rise in ~A will raise supply more
than demand because the subsistence component of demand is not a function of real
income. The amount of labor needed in the traditional sector to meet demand falls,
causing a fall in the traditional sector’s labor share. In summary, a higher value of ~A
makes it easier to satisfy the basic subsistence component of food consumption and
releases labor to work in the modern sector.7

6.5 Conclusion

Sustained modern growth began around 1800. We think of the beginning of modern
growth as coinciding with the appearance of factory-based production where
man-made physical capital first became an important input. Ideas about what
equipment and plants to build, and how to power and operate them using labor,
had to evolve until the state of “technology” reached a threshold where these
factories became sufficiently productive. The factories had to be productive enough

7In a complete general equilibrium analysis, there would also be a reduction in k as workers move
into the modern sector for a given aggregate capital stock. For an analysis of the structural
transformation that depends heavily on the demand side effects stemming from subsistence
constraints see Herrendorf et al. (2014).
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to pay workers what they earned on the farm and capital investors a return at least as
high as they could receive by owning land.

Country-specific characteristics caused the threshold level of technology to differ
across the world, affecting the timing of the take-off toward sustained growth. The
required threshold level of technology is greater (i) the more abundant and produc-
tive is the country’s land, (ii) the weaker are the country’s institutions in creating the
property rights and markets associated with producing and selling at a large and
impersonal scale, and (iii) the stronger are the vested interests in the country that
block the use of new technologies.

In addition, countries may differ in the fundamentals that determine the take-off
of mass education. Preventing child labor and encouraging schooling will create
sustained gains in human capital and worker productivity that complements the
growth in physical capital. A delay in the timing of the modern growth take-off, by
inhibiting the growth in physical and human capital, is one reason that countries fall
behind, leading to the large income gaps we see across the world today.

Another source of today’s income gaps is the pace of the structural transformation
as an economy goes through the lengthy process of shifting resources away from
traditional means of production to modern capital-intensive production. In a
two-sector setting, the accumulation of capital is more complicated than is suggested
by one sector models. First, the movement of labor out of the traditional sector
crowds the stock of physical capital and lowers the capital-labor ratio (even if there is
no population growth). Second, the presence of land provides a substitute asset
through which households can save. The accumulation of capital may, in turn, exert
a causal feed-back effect on the migration of labor and the price of land.

In a closed economy with two distinct goods, agricultural and industrial, we saw
that the pace of the migration of labor across sectors is not affected by the accumu-
lation of capital. More capital raises the marginal product of labor and wages in the
modern sector, increasing the migration of labor toward the modern sector. How-
ever, higher income also raises the price of food, which slows the migration of labor
away from the traditional agricultural sector. In our model, these two effects exactly
offset and the share of labor in the modern sector is independent of capital accumu-
lation. Thus, capital accumulation alone may not be sufficient to increase the modern
sector’s labor share.

Opening the economy implies the relative price of agricultural goods is deter-
mined outside of the country’s domestic economy. This removes the positive effect
of capital accumulation on agricultural prices, implying a migration of labor out of
the traditional sector as the capital stock increases. For this reason, internationally
trading goods allows capital accumulation to pull labor away from the traditional
sector. This result provides a possible counterexample to the De-industrialization
hypothesis. The De-industrialization hypothesis argues that opening the economy to
the trade of goods slows the structural transformation in countries that experience a
rise in the relative price of agricultural goods. Here we see that a jump in the relative
price of agricultural goods does cause a decrease in the modern sector labor share,
but it can also prevent further increases in agricultural prices as the economy grows
via capital accumulation. This later effect serves to speed the structural
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transformation. This is just the beginning of our analysis of the effect of trade on
growth and the De-industrialization hypothesis. We re-visit this topic in Chaps. 7
and 8.

6.6 Exercises

6.6.1 Questions

1. Describe economic growth and cross-country income inequality before and
after 1800.

2. Explain the difference between the following concepts.
(a) price of land
(b) rental rate for land
(c) return to owning land

3. In the traditional economy, what happens to the following variables if the
economy experiences a one-time unanticipated improvement in TFP ( ~A )? A
one-time increase in population size (N )?

(a) wage paid to a worker
(b) price of land
(c) rental rate for land
(d) return to owning land

4. Describe how we established the conditions required for modern growth and
industrialization to begin.

5. What are some of the potential causes of the advance of technology in the
pre-modern period?

6. Discuss some of the features of an economy that might delay the onset of
modern economic growth.

7. Suppose that roads are built that causes both A and ~A to double. How does this
change the likelihood of seeing a modern sector appear, if at all? Explain.

8. Is population growth enough to shrink the relative size of the traditional sector
and expand the relative size of the modern sector? Explain.

9. Discuss the major differences between capital accumulation in a two sector
versus a one sector economy.

10. What is an asset bubble? Is an asset bubble possible in our two sector model?
11. Explain the role of schooling in initiating or accelerating modern growth.
12. Is there a “natural resources curse” in the two sector model? In other words, are

households in an economy with a higher stock of effective land worse off?
13. Explain why when the economy is open to the trade of goods, the traditional

sector shrinks with capital accumulation, whereas in a closed economy the size
of the traditional sector was constant.

14. How might international trade cause “de-industrialization”? Does this lower
steady state welfare in the two sector model?

15. Do we know that opening the economy to trade lowers the welfare of a
developing country in transition to the steady state?
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16. Explain why taking account of the health benefits of food helps explain why the
budget share devoted to the agricultural good declines with development.

17. Many economists argue that an increase in agricultural productivity shrinks the
employment share of the traditional sector. Does this happen in our models?

18. Use the models of this chapter to explain the growth facts G8, G9, and G10.

6.6.2 Problems

1. Suppose the current price of land is $100 per acre, a value that is expected to stay
constant over time (pL

t ¼ pL
tþ1 ¼ $100). Assuming that one can rent land for $10

each period (r Lt ¼ r Ltþ1 ¼ $10), what is the return to land? What is the rate of
return? Redo your calculation if the price of land was $50. Under which scenario
is it less likely that modern firms will operate profitably? How is this effect
included in the threshold condition?

2. Why can β(1 � α)/(1 þ β) be interpreted as the rate of saving out of income?
3. Assume α¼ 1/3, A¼ 1, and δ¼ 0.10. Compute the threshold value that Dtmust

exceed to introduce profitable firms and modern growth in each of the following
scenarios.

(a) ~A ¼ 1,~l ¼ 1, βð1� αÞ=ð1þ βÞ ¼ 0:20
(b) ~A ¼ 2,~l ¼ 1, βð1� αÞ=ð1þ βÞ ¼ 0:20
(c) ~A ¼ 1,~l ¼ 2, βð1� αÞ=ð1þ βÞ ¼ 0:20
(d) ~A ¼ 1,~l ¼ 1, βð1� αÞ=ð1þ βÞ ¼ 0:10

4. Suppose modern technology is growing at 1% per year and each period in the
model lasts 20 years. In other words, we assume the following growth equation
for the technology index: Dt ¼ (1þ d )t, where d¼ (1.01)20 � 1¼ 0.2202. Take
the natural log of the expression Dt and plot it as a function of time, i.e. plot ln
Dt ¼ ln (1þ d )� t� dt (because ln(1 þ d )� d when d is a small value). If the
threshold value of Dt is 200, at what value of t will the country see modern
production? If technology goes more slowly, at 0.5% annually, how long will it
take for the modern sector to appear?

5. Scrimmage for section 1. Provide a derivation and an economic interpretation
for the following equations: (6.3), (6.4), and (6.8).

6. Sketch the relationship between population size and wages based on (6.5a).
How would an increase in ~A affect wages? Remember Malthus conjectured that
an increase in ~A would NOT have a lasting effect on wages. Why did he did he
believe this?

7. Scrimmage for section 2. Provide a derivation and an economic interpretation
for the following equations: (6.10) and (6.11).

8. Suppose Dt ¼ ~Dt. Use (6.9a), and the marginal product of labor expressions in
each sector, to sketch the demand for labor in each sector with the common wage
on the vertical axis and the fraction of the work force in the modern sector on the
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horizontal axis. This is how the static Specific Factors model is typically presented.
Use the diagram to show how changes in L, ~A,A, and Kt affect wt and πt.

9. Scrimmage for section 3. Provide a derivation and an economic interpretation
for the following equations: (6.19), (6.25), and (6.28), (6.35).

10. How does the diagram in Problem 8 change when you have a closed economy
where two distinct goods are traded at the relative pricept?Write out the value of
the marginal product expressions in units of the manufacturing good in the same
manner as in Problem 8 and use (6.21) to eliminate the relative price in terms of
its closed economy determinants. It will make it more clear that there is a unique
equilibrium if the term πtNt is eliminated from both wage equations before
making the sketch. Use the diagram to show how changes inL, ~A,A,andKt affect
wt and πt. Next assume that the economy is perfectly open and repeat the
exercise. In addition, show how a rise in the international determined relative
price affects the labor share.

11. Fun with eigenvalues and dynamics. Check the robustness of a unique and
convergent path for the closed economy described by (6.24) and (6.25). Keep
the capital share at 1/3 and consider combinations of values for χ and β that are
between 0 and 1. Report your findings in a table.

12. Derive the indirect utility function of a household in the open economy version
of the two sector model. Use the indirect utility function to argue that steady
state welfare falls when developing countries with a comparative advantage in
agricultural goods open their economies to trade.

13. Without using numerical values for parameters, argue that there at most one
stable eigenvalue to the dynamic system given by (6.34).

14. Scrimmage for section 4. Provide a derivation and an economic interpretation
for the following equations: (6.35), (6.37), and (6.38).

15. Use (6.37) to explain the configuration of Fig. 6.1.
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Wage and Fertility Gaps in Dual Economies 7

This chapter begins our analysis of two sector models where markets may be
missing. Here we focus on the fact that wages are lower and fertility is higher in
the traditional sector than in the modern sector of economies. This has important
consequences for economic growth for two reasons. First, as suggested by growth
fact G11, the wage gap indicates the allocation of labor may be inefficient—the
movement of labor from the traditional sector to the modern sector should raise
average labor productivity. Second, if fertility falls as households move from the
traditional sector to the modern sector, then population growth will decline making it
easier to increase physical capital per worker.

Sections 7.1, 7.2, 7.3, and 7.4 lay out the basic theory that explains wage and
fertility gaps, based on an updated and revised version of the survey in Mourmouras
and Rangazas (2013a). Sections 7.5, 7.6, and 7.7 examine the assumptions and
interpretation of the theory and provide some new applications.

7.1 Wage and Fertility Gaps

There is substantial evidence documenting the presence of large gaps in worker
productivity across agricultural and nonagricultural sectors in the early stages of
development (Caselli and Coleman 2001; Gollin et al. 2004; Gollin et al. 2014). To
the extent that these productivity gaps reflect gaps in the marginal product of labor,
they imply labor is inefficiently allocated across sectors and that Total Factor
Productivity (TFP) and aggregate economic growth increase as labor migrates
from the low productivity traditional agricultural sector to the high productivity
manufacturing sector. Indeed, differences in the allocation of labor across sectors
have been shown to explain a significant portion, and in some cases the majority, of
TFP differences across countries (Temple and Woessmann 2006; Chanda and
Dalgaard 2008; Restuccia et al. 2008; Vollrath 2009a).

There is also evidence that the productivity gaps are more closely connected to
differences in production method and institutional arrangements regarding
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ownership, than to the type of goods produced per se. Even within urban areas of
developing countries, workers involved in modern firm-based production earn much
higher wages than those involved in traditional family-based production
(Rosenzweig 1988, pp. 756–757; La Porta and Shleifer 2014). For this reason it
may be more accurate to refer to gaps between traditional and modern sectors, rather
than between agricultural and nonagricultural sectors. It is primarily because of data
limitations that most of the focus is on productivity gaps between farm/rural workers
and nonfarm/urban workers.

Table 7.1 gives examples of two dual economies—one from the historical United
States and one from contemporary Sub-Saharan Africa. Both economies are
dominated by traditional agriculture and have large productivity gaps between
nonfarm and farm workers. The sixfold productivity gap in Africa today is particu-
larly large, although it is likely an overestimate due to unmeasured output on family
and communal farms that is missed by national income accounting (see, for example,
Jerven 2013). The available survey data on wages and consumption reveals much
smaller gaps between non-farm and farm or between urban and rural workers in
Africa (Mourmouras and Rangazas 2007, pp. 38–39), Henderson (2010, Figure 4),
and Vollrath (2009a, 2014).1 Actual gaps in wages and consumption in current
developing countries are much closer to the 2 to 3-fold range witnessed in United
States history, but are still larger. For example, Young (2013) finds consumption
gaps of 4 for a set of developing countries. We discuss conceptual and measurement
issues associated with these gaps in more detail in Sect. 7.7.

Fertility is a related determinant of economic growth that differs significantly
across sectors. Table 7.1 indicates that in the early stages of development average
fertility is high. Moreover, fertility is much higher in the traditional sector than in the
modern sector; 1.5 times higher in both of the dual economies in Table 7.1. This fact
suggests that the movement of households from the traditional sector to the modern
sector may lower the economy’s fertility rate. Reductions in fertility and population
growth associated with labor migration to urban areas has the potential to raise labor
productivity growth by increasing the accumulation of physical capital per worker
and by reducing the fraction of the work force made up of relatively low-productive
children and young adults. Thus, migration of labor from the traditional to the
modern sector can increase economic growth directly, due to the gap in labor
productivity, and indirectly by reducing fertility.

These observations raise the question of why large gaps in productivity and
wages persist for decades. As indicated in Table 7.1, the fraction of the economy’s
work force employed in the relatively low-productivity traditional sector is substan-
tial. Why doesn’t labor quickly flow into the more productive and higher-paying
modern sector to quickly eliminate the wage gaps?

1The same measurement issue can be raised about the historical gaps in the U.S., but Alston and
Hatton (1991) make adjustments for non-cash payment and cost of living differences and find
almost twofold real wage gaps as late as 1940. In fact, Herrendorf and Schoellman (2013) find
similar wage gaps in the present day U.S.
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In this chapter we use a dual economy approach to examine different explanations for
how large productivity gaps can persist in equilibrium for long periods of time.We relate
the theories of productivity gaps to theories of the fertility gap in order to provide a
unified explanation of both gaps and their effect on economic development.

We begin in Sect. 7.2 with a survey of the literature that attempts to explain wage
and productivity gaps in models assuming complete markets for land and labor. The
complete markets approach is useful in emphasizing alternative sources of wage
gaps (e.g. migration costs and education differences). However, we argue that these
sources are not sufficient to explain the persistence of large wage gaps.

In the main part of the chapter, Sects. 7.3 and 7.4, we discuss explanations for
productivity and fertility gaps that assume the absence of factor markets in the traditional
sector. More specifically, we review models where (i) the production technology in the
traditional sector is family/village owned and operated and (ii) there is an absence of
formal markets for at least some of the inputs used in production. Thus, we focus on a
fundamental source of dualism, the absence of complete markets, as stressed in the older
literature (Lewis 1954; Ranis and Fei 1961).

We think of the existence and effectiveness of markets as differing across the two
sectors as the markets for inputs used in the modern sector will generally be more
developed, supported to a greater degree by formal legal institutions. In the traditional
sector, informal family and tribal institutions govern the allocation of land and labor.
Under this interpretation of the dual economy, the disappearance of the traditional sector
is associated with the spread of formal markets for productive inputs.2 In addition to

Table 7.1 Dual economies

% Modero Productivity gap Total fertility rate Fertility gap

United States—beginning of the nineteenth century

20 2 to 2.5 7 0.67

Sub-Saharan Africa—beginning of the twenty-first century

29 6 5 0.66

Notes: United States—%Modern is the percentage of labor in non-agriculture in 1800 (David 2005,
Table 2.2, column 2), Productivity Gap is the ratio of nonfarm to farm productivity in 1840 (David
1967, Total Fertility Rate is average fertility rate for the entire economy in 1800 Haines 2000,
Table 4, Fertility Gap is urban to rural fertility rate in 1800 Greenwood and Seshadri 2002). Sub-
Saharan Africa—% Modern is the percentage of labor in non-agriculture in 1996 (Temple 2005,
Table 7.1), Productivity Gap is the ratio of nonfarm to farm productivity in 1996 (Temple 2005,
Table 7.1), Total Fertility Rate is average fertility rate for the entire economy in 1999 (Galor (2005)
and 2010 (UNESCO-UIS Statistics in Brief)), Fertility Gap is the ratio of the urban to rural fertility
rate between 1996 and 2003 for 24 African countries (computed from Shapiro and Gebreselassie
2008, Table 7.1)

2One can also go deeper and explore the reasons why the formal institutions and related government
infrastructure needed to establish well-functioning markets are not adequately provided to the
traditional sector. For some ideas along these lines see, for example, Myint (2001), Galor et al.
(2009), Acemoglu and Robinson (2012, pp. 258–271) and Mourmouras and Rangazas (2013b).
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Sects. 7.3, 7.4, and 7.5 discusses the connection between missing markets and labor
mobility. Sections 7.6 and 7.7 provide empirical applications of the model.

7.2 Perfectly Competitive Markets in the Traditional Sector

There are several explanations for the wage gap that do not rely on incomplete
markets in the traditional sector. Each likely plays some role in explaining the gap,
but each also has limitations. More empirical research is needed to determine which
of the various explanations, including those that rely on incomplete markets, are the
most generally applicable and the most important quantitatively. However, we
believe the evidence suggests that the complete market approaches taken thus far
cannot fully explain large wage gaps.

7.2.1 Urban Unemployment

One way to explain a relatively low wage in rural areas of developing countries is to
assume that labor markets exist and clear in the traditional sector, but that
non-competitive wage setting occurs in modern urban labor markets, say due to
powerful unions, resulting in unemployment (Harris and Todaro 1970; Stiglitz 1974;
Calvo 1978). The probability of being unemployed must be taken into account by
those choosing to locate and work in the urban sector. A worker would only consider
seeking employment in the urban sector if the wage there were high enough to
compensate for the probability of being unemployment for some period. Thus, a
wage-gap between the modern and traditional sectors is necessary for equilibrium
where workers locate in both sectors.3

There are several difficulties with this theory. Unemployment in urban sectors of
most poor countries is not particularly high—certainly not high enough to explain
large wage gaps (Rosenzweig 1988; Caselli 2005). There is also disguised or
unmeasured unemployment in rural sectors (Stiglitz 1988; Mazumdar 1989),
suggesting urban unemployment is less of a problem when viewed relative to
unemployment in rural areas.

One way around the absence of high unemployment rates in urban areas, or more
precisely the absence of large unemployment rate differentials between urban and
rural sectors, is to assume that there is an informal or traditional sector located in
urban areas. In the informal-urban sector, workers are employed but at lower wages
than they would receive in traditional agriculture. They are willing to endure this
situation temporarily as they wait for higher-paying government or union jobs in the
formal sector to materialize. In this way, non-competitive wage setting in the formal

3See Temple (2005) and Wang and Piesse (2011) for recent discussions of dual economies that
focus on urban unemployment.
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labor market of urban areas could still drive an equilibrium wedge between wages in
urban and rural areas without the presence of relatively high unemployment rates in
the urban sector.

However, there is evidence suggesting that the informal-urban sector is not
simply a “waiting station” for formal-sector employment. In many cases the informal
sector provides a lifetime employment choice that runs parallel to the possibility of
working in the formal sector. As in the rural sector, informal urban workers receive
lower wages than those in the formal urban sector. As compensation for the low
wages, informal workers expect to eventually find greater rewards in the informal
sector through some kind of entrepreneurial activity later in their life when they
become owners or managers of informal businesses (Mazumdar 1989; Roseznweig
1988). This situation closely resembles a farm worker waiting to eventually take
over the family farm, or otherwise own and operate his own small farm. The close
parallel between the urban and rural circumstances of an informal worker provides
further reason to focus on a formal-informal wage gap, rather than strictly an urban-
rural wage gap.4

7.2.2 Human Capital Gaps

The formal sector, which by definition uses relatively advanced technologies and
organizational structure, has relatively high payoffs to education (Herrendorf and
Schoellman 2014; Vollrath 2014). Caselli and Coleman (2001) explain the declining
wage gaps in the US over the twentieth century by assuming that education only
enhances productivity “off the farm.” They argue that at the beginning of the
twentieth century high costs of education kept workers from leaving the farm for
industry jobs. This caused the supply of qualified workers in industry to be low,
creating a large education wage-premium, which in their model also doubles as a
large nonfarm wage-premium. As the cost of education fell over the century, and the
relative supply of workers in industry expanded, much of the wage gap was
eliminated.

While the payoffs to education might be higher in industry, there is much
evidence that they are also significant in agriculture—even in traditional agricultural
settings (Schultz 1964; Harris 1972; Feder et al. 1982; Foster and Rosenzweig 1996;
Goldin and Katz 2000). In addition, some of the empirical literature on the wage gap
adjusts for experience and education differences and continues to find that a wage
gap exists. Mazumdar (1989, Appendix A) finds that wages increase with firm size
(an indirect measure of formal production), for given levels of education and
experience. Jenkins and Knight (2002, Table 4.6) find large wage gaps across rural
and urban sectors in Zimbabwe for workers with the same years of schooling. In

4The World Bank (1995) reports that 76% of workers in Sub-Saharan Africa are found in the
informal sector—55% are agricultural workers that own their own farms or work in village farms
and 21% are workers in services and industry.
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Europe and the U.S. during the nineteenth century there were relatively small wage
gaps per hour worked, suggesting that skill levels of workers in agriculture and
non-agriculture were similar and that the payoffs to skill were not very different
across sectors (Mourmouras and Rangazas 2009). However, as we shall see in
Chap. 8, wages per worker may nevertheless be large because of differences in
annual hours worked per worker across sectors.

Years of schooling for children of households in the modern sector are typically
higher than those in the traditional sector (Cordoba and Ripoll 2006; Gollin et al.
2014; Vollrath 2009a, b, 2013). There is some suggestion that the “quality” of
schooling is also different across the two sectors, as rural schools in developing
countries are less well equipped and have fewer days of attendance over the course
of a school year (e.g. Banerjee and Duflo 2011, Chap. 4; World Bank 2013). The
quality differences may explain some of the differences in the rate of return to years
of schooling.

We show in Sect. 7.4 that human capital gaps can also create annual wage gaps by
influencing fertility and hours worked across sectors. Looking at the direct effect of
education differences on productivity per hour worked alone may understate the role
of human capital in explaining annual productivity gaps because of the possible
connection between schooling and hours worked. On the other hand, the human
capital gaps themselves may be due to missing markets and the dual economy
structure of poor countries. We will discuss the connection between missing markets
and human capital in more depth in Sect. 7.7.

7.2.3 Unmeasured Home Production

At least a portion of the wage gap between non-agriculture and agriculture is due to
measurement error and non-traded goods. Workers in rural areas spend a larger
portion of their work day producing unmeasured goods that are consumed at home.
Mueller (1984) finds that agricultural workers in Botswana devote less than one hour
per day to wage labor and the trading, vending, and processing of goods. If these
workers are measured as a full unit of labor and their output is measured based only
on market transactions, then their measured productivity is much less than their
actual productivity.

The measured output of workers in agriculture is likely below the actual output,
but it is unclear how large the measurement error is and how much it impacts the
productivity gap. As mentioned above, survey data on consumption differences,
which would include non-market production, nevertheless imply there are large
wage gaps left to be explained.

7.2.4 Taxes, Fees, and Migration Costs

Workers migrating to the modern sector are likely to face many costs not found in the
rural sector including taxes, discriminatory housing costs, union fees and the one-time
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cost of moving to the city. These migration costs imply that there must be a higher gross
wage for workers to be willing to choose occupations in the urban sector.

Restuccia et al. (2008) assume that migration costs are the sole reason for the
productivity gap between sectors. They focus on the productivity gap between
agricultural and non-agricultural workers in currently developing countries. Similar
to the estimates reported in Table 7.1, their estimates indicate that nonagricultural
workers in poor countries are 6.7 more productive than workers in agriculture. To
explain a 6.7-fold wage gap requires migration costs to be equivalent to an implicit
tax on wages in the formal sector of 85% The necessary implicit “tax rate” on
nonagricultural workers would have to be even higher if one accounts for the fact
that (i) marketed agricultural goods are also taxed, (ii) the relevant tax rate should be
net of any transfers or services generated from the tax revenue, and (iii) shared
tenancy arrangements in agriculture carry implicit marginal tax rates. In China, for
example, the government’s net tax rate on rural households is much larger than for
urban households (Wang and Piesse 2010). There are certainly migration costs that
limit the pace of migration out of traditional agriculture, but these largely one-time
costs seem much too small to explain large and permanent gaps in wages.

7.2.5 Summary

From our perspective, the literature that assumes complete markets in the traditional
sector cannot adequately explain the large wage and productivity gaps that persist in
the early stages of development. In Sects. 7.3 and 7.4 we focus on explanations that
assume the absence of markets in the traditional sector. A major advantage of this
approach is that it offers a single unified explanation of gaps in wages, fertility, and
saving rates across sectors.

7.3 Missing Land Markets in the Traditional Sector

This section extends the one-sector neoclassical growth model from Chap. 5 to a
dual economy setting, with traditional and modern sectors. The key assumption
creating the dual structure is that, in the absence of formal markets for land in the
traditional sector, the children of traditional producers inherit the rights to operate a
family farm from their parents. As is common in the literature, we assume farm land,
or the right to farm the land under a tribal or tenancy agreement, is simply passed
from one generation of farmers to the next (e.g. Bertocchi 2006; Doepke 2004;
Drazen and Eckstein 1988; Galor et al. 2009; Hayashi and Prescott 2008).

We go one step further and assume the property rights over the farm are passed
only if the children agree to operate it themselves—this ties the inheritance/manage-
ment of traditional assets to occupational choice. Without an inheritance that is
conditional on the recipient working and then managing the farm, family-based or
traditional farming alone cannot explain why wage gaps persist in equilibrium.
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To see this last point, suppose that the rights to family or village assets are not
inherited. Instead, assume that all land is purchased in land markets by younger
households and sold by older households (as in, for example, Chap. 6 and Hansen
and Prescott 2002). In this case there is no compensation for low wages in the
traditional sector and no reason for workers to accept a wage gap between sectors. In
the absence of moving costs and mobility restrictions, migration of labor across
sectors would completely eliminate any gap in wages. Alternatively, suppose land
markets do not exist but the recipient of the land bequest could own the farm in
absentia, without directly working and managing the farm. Here again there is
nothing to prevent migration to the high-wage sector, so wage gaps cannot persist.

An approach based on a bequest that is conditional on the recipient working and
managing the land is consistent with the strong tradition of family farming in the
U.S. The link between the farm and the family in the U.S. was surprisingly strong
well into the twentieth century. At the turn of the century, the farm in the U.S. was
still largely operated individually and organized around the family and most of farm
labor was provided within the family. Even by 1930 only 42% of all farms reported
hiring labor outside the family (Ely and Wehrwein 1940, p. 162). As late as 1978,
traditional family farms represented 88% of all farms, accounting for 63% of total
farm production (Gardner 2002, pp. 56–57).

Intergenerational links to farming seem to be a common feature of developing
countries more generally. Hayashi and Prescott (2008) claim that Japan’s devel-
opment was slowed by a social convention of passing the farm across generations
within the family. Their paper includes a passage (pp. 605–606), suggested by
Andrew Foster, arguing that the social convention may be strong enough to
operate even in the presence of a land market. “First, the heir could sell the
inherited farmland and live in the city to collect the higher urban income.
However, to prevent this, the father could require the son to remain on the farm
until he inherits the land. By the time his son inherits the estate, it may be too late
for him to start a career in the city.” Consistent with Foster’s explanation, Collier
et al. (1986) find that those individuals who indefinitely migrate away from farms
in Tanzania tend to lose their land entitlement. In China, explicit migration rules
cause migrants to the city to give up ownership claims to land and small
businesses in rural areas (Au and Henderson 2006). Basu (1991,
pp. 24, 131–133) discusses the difficulties of establishing property rights over
land and the lack of land sales in rural India.

One could also broaden the notion of family inheritance, beyond land, to include
inheriting the skills to operate a family farm or more generally a small family
business (Lord and Rangazas 2006). For example, Hong Kong and Singapore
went through the same coincident economic transformations and demographic
transitions as other developing countries, without having economies that were
based on agriculture to any significant degree. Despite the absence of an agricultural
sector, there was nevertheless an economic transformation from informal home-
based production to formal firm-based production. In Hong Kong, as late as 1971,
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69% of all manufacturing establishments were located in domestic premises. By
1978, as part of their “Growth Miracle,” that share fell to 44% (Young 1992, p. 19).5

7.3.1 Modern Sector

The modeling of the modern sector is similar to the one-sector model in Chap. 5. For
the reader’s convenience, we provide a quick summary of its main features here.

Producers in the modern sector are neoclassical firms with the standard Cobb-
Douglas production function

Yt ¼ AK α
t H

1�α
t , ð7:1Þ

where Y denotes output, K is the physical capital stock, H is the effective labor
supply in the modern sector, A is sector-specific TFP, and α is the capital share
parameter. The effective labor supply is endogenously determined by population
size, the fraction of the working population in the modern sector, and the schooling
received by workers.

The firms operate in perfectly competitive markets for goods and inputs. The
standard profit-maximizing factor-price equations for the rental rates on effective
labor supply and physical capital are

wt ¼ A 1� αð Þk α
t ð7:2aÞ

rt ¼ αAkα�1
t , ð7:2bÞ

where r is the rental rate for capital and k ¼ K/H. Note, for simplicity, we assume
Dt � 1 in this chapter.

Fundamental household characteristics do not differ by sector. All households
live for two periods; one period of childhood and one period of adulthood.
Households value family consumption (ct) and the adult human capital (ht þ 1) of
all their children (nt þ 1). Preferences are given by

Ut ¼ ln ct þ ψ ln ntþ1htþ1ð Þ,
where ψ > 0 is a preference parameter.6 This preference specification is a simple way
of capturing the idea that parents value both the quantity and the quality of children.

5Focusing on this interpretation—the inheritance of specific human capital gained from experience
and word of mouth—may be a way of explaining wage gaps in the presence of land markets. We
explore this possibility in later chapters.
6In Chap. 8 we show how one can explicitly model the preference to pass traditional assets to the
next generation, with and without land markets. Being explicit about this preference adds notation
without altering any qualitative conclusions, so we treat it here as a social convention, that is not
explicitly linked to preferences, as has typically been done in the literature (e.g. Drazen and
Eckstein 1988; Bertocchi 2006; Hayashi and Prescott 2008; Galor et al. 2009).
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It has been used extensively in the literature on fertility and growth (e.g., Galor and
Weil 2000; Greenwood and Seshadri 2002; Hazan and Berdugo 2002; Moav 2005).
For simplicity only, in this chapter we avoid using a life-cycle assumption with two
periods of adulthood or a bequest motive to generate domestic household saving.
Instead we assume a small open economy with perfect capital mobility. All physical
capital is owned by foreign households.7

Adults in elastically supply one unit of labor. In Sect. 7.4 we relax this assump-
tion and consider differences in work time as a source of the productivity and wage
gaps across sectors. Children have an endowment of T < 1 units of time that they can
use to attend school (et) or work (T� et).

8 Children have less than one unit of time to
spend productively because in the very beginning years of childhood they are too
young to work and in older childhood they do not have the mental or physical
endurance to work as long as an adult.

While children may work as they become older, they are also expensive to care
for and feed. To raise each child requires a loss of adult consumption equal to a fixed
fraction η of the adult’s first period wages. It simplifies subsequent expressions we
encounter to explicitly assume the loss in adult consumption is due to a loss in adult
work time needed to raise children. Each child causes parents to sacrifice η of the full
unit available for work.

Very young children are not productive but receive some early education. So each
child invests at least �e units of time into learning during the first portion of their
childhood. This gives older children γ�ht ¼ γ�eθ units of human capital that can be
used in production during the later years of childhood, where 0 < θ < 1 is a parameter
that gauges the effect of schooling on human capital accumulation and 0 < γ < 1
reflects the fact that children lack relative physical strength or experience in applying
knowledge to production compared to an adult. Adult human capital of the same
person in the next period is htþ1 ¼ eθt . Thus, a person is more productive in
adulthood than in childhood because of greater strength and experience (1 > γ)
and additional schooling (et � �e).

The household maximizes utility subject to the budget constraint,

ct þ ntþ1ηwtht ¼ wtht þ ntþ1wtγ�h T � etð Þ:
In addition to the standard first order condition for consumption, the choices of nt þ 1

and et yield the following first order conditions

7See Chaps. 8 and 9 for the more complicated closed economy case where domestic saving finances
physical capital accumulation in a dual economy.
8The variable e captures all the time spent in school during childhood and thus is a function of the
“quantity” of schooling, years, and also one dimension of the “quality” of schooling, the hours
attended within a year, that has been stressed by Banerjee and Duflo (2011), Cordoba and Ripoll
(2006), and Rangazas (2000, 2002).
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ψθ

et
� λtntþ1wtγ�h ð7:3aÞ

ψ

ntþ1
¼ λt ηwtht � T � etð Þwtγ�h½ �, ð7:3bÞ

where λt is the Lagrange multiplier.
Equation (7.3a) says the marginal utility of additional child quality must be

equated to the marginal value of consumption lost from allowing children of
working age to attend school. The strict inequality holds when the marginal cost
of educating children beyond the schooling received in their early years, �e, exceeds
the marginal benefit. In this case, parents are content to set et ¼ �e.

Equation (7.3b) says the marginal utility of additional children must be equated to
the marginal value of lost consumption. Consumption is lost from having additional
children because we assume the cost of children exceeds the earnings that older
children bring to the household.

Solving the model gives us the following demand functions for children and
schooling

ntþ1 ¼ ψ

1þ ψð Þ η� γ T � etð Þ��e=et�1
�θ� � ð7:4aÞ

et ¼ max
θ η

�
et�1=�e

�θ � γT
� �

γ 1� θð Þ ; �e

24 35: ð7:4bÞ

Assuming that et � 1 is sufficiently high, an assumption that we make throughout, a
dynamic interaction results that contributes to economic growth and the demo-
graphic transition.9 Greater schooling raises adult earnings relative to older
children’s earnings. This raises the net cost of having children, so fertility declines.
Reduced fertility and greater consumption lowers both the size and the value of
forgone earnings from schooling children, encouraging a further rise in schooling.
Thus, the sole factor driving fertility down is the rise in schooling.

7.3.2 Traditional Sector

The traditional sector differs from the modern sector because of differences in the
production technology and because the technology and land used in production is
inherited and operated by a family—creating lifetime entrepreneurial or residual

9In Chaps. 4 and 5, we focus on the possibility of a poverty trap associated with initial conditions. If
parents’ education is not sufficiently high, the incentive to educate children beyond their early years
is missing. Different initial conditions create schooling differences across sectors that are one factor
generating persistent productivity gaps. Here we focus primarily on other sources of the gap.
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income to supplement wages. For simplicity we assume that the same goods are
produced in each sector. This is a common assumption in the dual economy
approach when the specific focus is not on the relative price of the different goods
produced in the two sectors. While the framework is general enough to interpret
traditional production as representing any informal business, we refer to traditional
firms as “family farms.”

Traditional output is produced using the following Cobb-Douglas technology

Ot ¼ ~Alρt f
1�ρ
t , ð7:5Þ

where O output, l is land per farm, f is effective farm labor per household in the
traditional sector, ~A is sector-specific TFP, and 0 < ρ < 1 is a technology parameter.
The technology differs from that used in industry because land is an input rather than
physical capital. This assumption is meant to capture the idea that production in the
traditional sector does not rely heavily on the plant and equipment used in the
“factories” of the modern sector. In general, the labor-share parameter may also
differ across sectors.10

There is no market for the land, either to buy or rent. For now we will assume that
there is a market for farm labor, so that households could hire labor beyond that
provided by the family (although in equilibrium, because all households are identi-
cal, this will not happen). In Sect. 7.4, we consider how things change if there is no
labor market in the traditional sector. We assume that the young household inherits
the skills and land needed to operate a farm from their parents.

The presence of residual income from the inherited family farm and the fact that
the rental rate on effective labor earned working on family farms (~w) will in general
differ from that earned working for firms (w) are two important differences between
farming and working in the modern sector. Although not our main focus, we can also
consider a third difference. Schooling in the traditional sector may lag behind
schooling in the industrial sector. This could be because schooling became available
in urban areas of the modern sector before the rural areas of the traditional sector or
because it was generally harder to enforce child labor/mandatory schooling laws in
the traditional sector. If initial schooling is lower in the traditional sector then
schooling in the traditional sector will lag behind, via the dynamics of (7.4b), for
every subsequent generation. These three potential differences will in general cause
all farm choice variables to differ from those chosen in the modern sector.

The lifetime budget constraint for a household choosing to follow their parents
and work in the traditional sector is

~ct þ ~ntþ1η~wt
~ht ¼ ~wt

~ht þ ~ntþ1 ~wtγ�h
�
T � ~et

�þ �Ot � ~wtf t
�
, ð7:6Þ

10We could also introduce labor-augmenting technology and allow each to differ across sectors, but
this would not affect our major points.
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where Ot � ~wtf t is the residual income from farming. Maximizing utility subject to
(7.5) and (7.6) yields the following demands for children, schooling, and farm labor

~ntþ1 ¼ ψ

1þ ψ

� �
1þ ρ= 1� ρð Þð Þ�f t=~ht�
η� γ

�
T � ~et

��
�e=~et�1

�θ ð7:7aÞ

~et ¼ max
θ η

�
~et�1=�e

�θ � γT
� �

γ 1� θð Þ ; �e

24 35 ð7:7bÞ

f t ¼
1� ρ

~wt

� 	1
ρ

lt ð7:7cÞ

Contrasting (7.7a) to (7.4a), reveals that production on the family farm introduces a
new term in the fertility demand function, ρf t= 1� ρð Þ~ht, that raises fertility (other
things constant). The numerator of this term is residual farm income, which can be
shown to be proportional to the labor employed at the farm. The denominator is the
potential “full” wage that can be earned as a worker, which determines the opportu-
nity cost of having children. The more important family production is, relative to the
opportunity cost of children, the stronger is the demand for children. This is not a
pure wealth effect, but rather is an effect that arises when one form of wealth,
residual income from the ownership of family production that does not affect the
net cost of children, increases relative to another form of wealth, adult earnings from
work effort, that does affect the net cost of children. A shift in the composition of
family wealth away from family production and toward adult wages causes the net
cost of children to rise, for a given level of total family wealth, and the demand of
children falls.

The demand for schooling takes the same form as in (7.4b), although there may be
different initial conditions for households living in the traditional sector. There is no
effect of family production on schooling because of two offsetting effects. To see
these effects, first note that fertility raises the cost of schooling children (more
children means greater forgone consumption of parents as schooling rises and
child labor income falls). Second, note that the level of parental consumption
determines the marginal value of forgone consumption associated with greater
schooling (higher parental consumption levels means parents can better “afford”
the lost consumption associated with more schooling). Family production raises both
fertility and parental consumption, other things constant. As just mentioned, higher
fertility lowers the incentive to school children, but a higher consumption level raises
the incentive to school children. With our functional forms for preferences and
human capital production, these two effects always exactly offset.

The demand for labor in (7.7c) results from the farm owner hiring labor to equate
the marginal product of effective labor to the agricultural rental rate on human
capital, perfectly analogous to the demand for labor by neoclassical firms in
competitive factor markets. Note that we allow the demand for labor at an individual
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farm to be is less or greater than the supply of labor coming from the household
owning the farm. From the perspective of individual farms, some of the household
labor may have to be supplied to neighboring farms or, alternatively, farm “hands”
may have to be hired to supplement family labor supply.

7.3.3 Equilibrium

In a small open economy, the return to physical capital must equal the exogenous
international rental rate, r. Equating rt þ 1 to r in (7.2b), allows one to solve for the
equilibrium value k. Eq. (7.2a) can then be used to solve for the equilibrium wt.

A household born into the traditional sector has the option of staying there
(receiving land and then farming it) or of working for a firm in the modern sector.
Those who were born in families that work in the modern sector must stay there
because they have no possibility of obtaining land. As discussed, fertility is higher in
the traditional sector, so there must be some movement of the population from
traditional to the modern sector, otherwise the fraction of workers in the modern
sector would fall over time (contradicting the economic transformation associated
with development). For there to be some movement, but not a complete shift of the
population to the modern sector, the human capital rental-rate gap between the two
sectors must be such that a worker born into the traditional sector is indifferent about
staying there.

Calculating the indirect utility function of the household under each option and
then equating them, gives an expression for the equilibrium human capital rental-rate
gap that makes traditional households indifferent about their locational/occupational
choice

wt

~wt
¼ 1þ ρf t

1� ρð Þ~ht

" #1þψ

: ð7:8Þ

The term in the square-bracket on the right-hand-side exceeds one due to the residual
income received from operating a family farm. Rental rates in modern sector must
exceed those in the traditional sector to compensate for giving up the farm and its
additional source of income.

The equilibrium rental-rate gap is further widened by the fact that the exponent on
the term in square bracket exceeds one. With endogenous fertility, being indifferent
about working in the two sectors requires more than the equality of lifetime
resources. The higher wages in the modern sector increase the opportunity cost of
time spent away from work. Thus, working in the modern sector raises the cost of
having and raising children relative to working in the traditional sector. This results
in fewer children for nonfarm households. Given that parents like children (ψ > 0),
they must receive a wage premium in the modern sector that compensates them for
the fewer children they will have.
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Finally, we must ensure that the labor market in the traditional sector clears. Let
~Nt denote the number of households choosing the traditional sector. The aggregate
demand for farm labor is ~Ntf t. Each household supplies their own labor and that of
their children to the market for farm labor. The aggregate supply of effective labor to

the traditional sector is ~Nt
~ht 1� η~ntþ1 þ ~ntþ1γ

�h
~ht

�
T � ~et

�� 	
. All households that

remain in the traditional sector are identical, thus in equilibrium each household
must demand enough labor to absorb the quantity of labor they supply,

f t ¼ ~ht 1� η~ntþ1 þ ~ntþ1γ
�h
~ht

�
T � ~et

�� 	
: ð7:9Þ

Using (7.7a), we can write

f t ¼ ~ht 1� ~ntþ1 η� γ
�h
~ht

�
T � ~et

�� �� 	
¼ ~ht 1� ψ

1þ ψ
1þ ρ

1� ρ

f t
~ht

� �� 	
:

Solving for f t=~ht gives us.

f t
~ht

¼ 1� ρ

1þ ψ � ρ
:

The aggregate quantity of raw land is fixed at L. The quantity of land per farmer is
then lt ¼ L=~Nt. Thus, lt falls over time as long as the population of farming
households increases over time.

Equations (7.7a, 7.7b, 7.7c 7.8, and 7.9) determine the equilibrium paths of
~et, ~ntþ1, ~wt, f t, and ~Nt. In particular, using (7.7c) the number of farmers is given by

~Nt ¼ L
1� ρð Þ½ �1ρ
f t ~w

1=ρ
t

:

The number of farmers is decreasing in both ~w (the cost of farm labor) and the
effective supply of farm labor from a farm family (to absorb a larger effective supply
of family workers, more land per farmer is needed to generate a rise in labor
productivity and a greater demand for labor).

The supply of potential farmers in period-t includes the entire population of
children of the previous generation of farmers, ~nt ~Nt�1. In equilibrium we must
have ~Nt � ~nt ~Nt�1. Along a transitional growth path, we will have ~Nt < ~nt ~Nt�1, so
that a fraction of the potential farmers leave for the modern sector each period. This
implies that there are actually three types of households: (i) the original dynastic line
of modern sector households, (ii) modern sector households that have migrated from
the traditional sector, and (iii) households remaining in the traditional sector.

In general, the initial schooling of types (i) and (ii) will differ, causing the
schooling of all households in each of their dynastic lines to differ during the
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transition. The schooling difference causes fertility of the migrant households to be
different from a household whose dynastic line originated in the modern sector area.
The migrant household’s fertility is given by

bntþ1 ¼ ψ

1þ ψð Þ η� γ
�
T � ~et

��
�e=~et�1

�θ� � : ð7:10Þ

Although, the migrant’s schooling is the same as those that remain in the traditional
sector, their fertility is lower because of the absence of residual income from
operating the family farm. Thus, the modern sector will contain two distinct
types—both of which differ from the household remaining in the traditional sector,
along at least one dimension.

Both sources of the wage gap, rents from inherited land and schooling
differences, help explain higher fertility in the traditional sector. Average fertility
in the economy falls as schooling rises in both sectors and as households migrate
from the traditional to the modern sector. The fraction of the population in the
traditional sector shrinks as the effective labor supply and the cost of labor rises in
the traditional sector.

Note that because fertility is higher in the traditional sector than it is for migrants,
consumption for traditional households must be lower than for migrants in order for
utility of the two households to be equal. If urban natives have greater schooling and
human capital than the migrants, then they will have higher potential income. Since
consumption is a normal good, this implies that they will also have higher consump-
tion than migrants. Thus consumption will be highest for urban natives, lowest for
traditional households, with consumption of migrant households in the middle.

During the structural transformation and demographic transition of the economy,
the wage gap due to differences in human capital rental rates remains constant. To
see this, substitute the solution for f t=~ht from (7.9) into (7.8) to write the human
capital rental rate gap as

wt

~wt
¼ 1þ ψ

1þ ψ � ρ

� 	1þψ

: ð7:11Þ

7.3.4 Summary

With an absence of land markets in the traditional sector, there is a greater tendency
for land and family farms to be passed from one generation to the next. Historical
and cross-country observations suggest that an important condition for receiving an
inheritance of this type is that children remain in the traditional sector to gain the
experience needed to operate the farm and “keep it in the family.” This institutional
arrangement ties occupational choice and geographic location to land ownership in
the traditional sector. In equilibrium, traditional workers are willing to take lower
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wages than those offered in the modern sector because they are compensated by
rental income on the land they eventually own and by their larger families.

7.4 Missing Labor Markets in the Traditional Sector

Chapter 8 documents that in the historical development of Europe and the U.S., most
of the measured annual wage gap between agriculture and non-agriculture was due
to lower annual hours worked in agriculture rather than lower productivity per hour
worked. In many developing countries today, differences in hours worked explain a
significant portion of the annual gaps in worker productivity (Gollin et al. 2014;
Vollrath 2013). In Chap. 8 we show how one can adjust the analysis of this
Chapter to reinterpret the wage gap as a gap in hours worked. Our approach is to
think of hours worked in the traditional sector as being constrained by seasonality,
the physical demands of traditional agriculture, and the time spent securing property
rights. Similar to 7.3, the loss in hours worked in the traditional sector is
compensated in equilibrium by rents from inherited land and from a larger family.

Vollrath (2009b) takes a different approach and explains the shortfall in agricul-
tural hours as a choice made by traditional farmers to work less than workers in the
modern sector. This section follows Vollrath’s lead and allows for an endogenous
choice of work effort. An important assumption, needed to generate lower work
effort as a choice of farmers, is the absence of labor markets in the traditional sector.
We begin with a simple case where work effort is the only choice variable and then
extend the analysis to include fertility and schooling.

7.4.1 Endogenous Work

In the modern sector, we continue to assume perfectly competitive markets exist for
labor and capital as in Sect. 7.3. We also continue to assume that the international
market for capital determines the return to capital, r, that the small open economy
takes as given. The competitive wage rate is wt¼ (1� α)Akα, where k is the physical
capital intensity that satisfies (7.2b) when rt ¼ r.

As before, each household is endowed with one unit of time but now they can
choose either to work, zt, or to consume leisure (or engage in home production),
1 � zt. The modern sector household chooses zt to maximize lnct + ζ ln (ν þ 1 � zt),
where ζ and ν are preference parameters, subject to the budget constraint ct ¼ wtzt.
The solution is zt ¼ 1þν

1þζ. We set ζ ¼ ν, so that the modern household chooses to work

the full unit of time, as was assumed in Sect. 7.3.
Households in the traditional sector have preferences and skills identical to those

in the modern sector. As in Sect. 7.3, assume that there is no market for the buying
and selling of land and each traditional household inherits lt from their parents (or is
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granted the property rights to farm a portion of village land holdings).11 In addition,
unlike Sect. 7.3, we now assume that there is no labor market in the traditional sector.
The farm household is the only supplier of labor to the farm. The budget constraint of
the traditional household is then ~ct ¼ lρt

�
~zt
�1�ρ

, where~z is the labor supply choice of
the individual farmer.

The solution to the traditional household’s problem is

~zt ¼ 1� ρð Þ= 1� ρ

1þ υ

� �
< 1, where ζ � ν > 0. As in Vollrath (2009b), the

traditional household chooses less work effort than the modern sector household
because the diminishing marginal product of labor on the family farm lowers the
marginal benefit of work relative to the situation where the marginal reward to work
is determined by a perfectly competitive wage rate that is independent of the
household’s work choice.

The fact that the traditional household works less and enjoys more leisure, implies
that in equilibrium, in order to be indifferent about locational choice, the traditional
household must generate less income and consumption. Thus, modern sector
households have greater income, (annual) labor productivity, and consumption, all
of which are compensation for taking less leisure.

7.4.2 Schooling and Fertility

We now show that the argument above extends to the situation where the quantity
and quality of children are also household choice variables. The extended choice
problem creates an interaction between schooling, fertility, and work effort that
increases the wage gaps across sectors.

Now let total time be allocated across work, leisure/home production, and rearing
children, so that leisure time is 1 � zt � ηnt þ 1. The modern sector household
chooses zt, et, and ntþ 1 tomaximize lnct + ζ ln (νþ 1� zt� ηntþ 1)þψ ln htþ 1ntþ 1,
subject to

ct ¼ wthtzt þ ntþ1wtγ�h T � etð Þ. The solution is

et ¼ max
θ η

�
et�1=�e

�θ � γT
� �

γ 1� θð Þ ; �e

24 35 ð7:12aÞ

11The key assumption needed to generate the shortfall of work effort in the traditional sector is the
absence of a labor market. Vollrath (2009b) shows the result holds in the presence of a rentalmarket
for land provided the farmers themselves own the land and rent it to each other rather than from
absentee landlords. The situation where farmers are the predominant owners of land is more likely
where there is no asset market for land and the ownership of land is passed down from one
generation of farmers to the next.

208 7 Wage and Fertility Gaps in Dual Economies



ntþ1 ¼ ψ 1� θð Þ 1þ νð Þ
η 1þ ψ þ ζð Þ

1

1� γT=ηð Þ��e=et�1
�θ� � ð7:12bÞ

zt ¼ 1þ νð Þ
1þ ψ 1�θð Þ

1þθψ� 1þψð Þ γT=ηð Þ
�
�e=et�1

�θ 1þ ζ
ψ 1�θð Þ 1� γT=ηð Þ��e=et�1

�θ� �� � : ð7:12cÞ

The schooling equation is identical to that derived in Sect. 7.3. Although the form of
the fertility equation is somewhat different, fertility is declining in schooling as
before. The main new wrinkle is that now there is a connection between education,
fertility, and work. One can show that as et � 1 increases, and adult human capital
rises, the optimal level of work effort in (7.12c) also rises.

In most settings with log preferences, the rise in the reward to work has offsetting
income and substitution effects that leave work effort unchanged. Here, as human
capital rises and fertility falls, time available for leisure increases. The freed leisure
time causes a decline in the marginal value of time and lowers the cost of market
work. Thus, fewer children allows more time for both leisure/home production and
market work.

The traditional household has the same preferences as the modern sector house-
hold and chooses ~zt, ~et, and ~ntþ1 to maximize ln ~ct þ ζ ln

�
νþ 1� ~zt � η~ntþ1

�þ
ψ ln ~htþ1~ntþ1, subject to ~ct ¼ lρt ~ht~zt þ ~ntþ1γ�h

�
T � ~et

�� �� �1�ρ
, where family farm

labor now includes the work time of the household’s older children. The solution to
the traditional household’s problem is

~et ¼ max
θ η

�
~et�1=�e

�θ � γT
� �

γ 1� θð Þ ; �e

24 35 ð7:13aÞ

~ntþ1 ¼ eψ 1� θð Þ 1þ νð Þ
η
�
1þ eψ þ eζ� 1

1� γT=ηð Þ��e=et�1
�θ� � ð7:13bÞ

~zt ¼ 1þνð Þ

1þ eψ 1�θð Þ
1þθeψ � �1þ eψ � γT=ηð Þ��e=~et�1

�θ 1þ
eζeψ 1�θð Þ 1� γT=ηð Þ��e=~et�1

�θ� � ! ,

ð7:13cÞ
where eψ � ψ= 1� ρð Þ and eζ � ζ= 1� ρð Þ.

The form of (7.13a, 7.13b, 7.13c) is the same as (7.12a, 7.12b, 7.12c), except thateψ > ψ andeζ > ζ. The presence of diminishing marginal productivity to family labor
(1� ρ < 1) has an effect on behavior that is equivalent to raising the relative value of
fertility and leisure time. One can show that this implies ~zt < zt and ~ntþ1 > ntþ1, so
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traditional households work less and have more children than modern sector
households. This is true even if there is no difference in schooling across sectors.
In equilibrium, this implies consumption and income of traditional households is
lower than in modern households.

As discussed in the case of the modern sector household we know when et � 1

increases, and adult human capital rises, the optimal level of work effort also rises.
The same dynamic is true of traditional households. Thus, any differences in
schooling across sectors not only increases the productivity gap directly but also
does so indirectly by creating a larger gap in market work effort. Just as schooling is
one of the fundamental causes of fertility differences across sectors, schooling is also
one of the causal factors in explaining differences in market hours.

7.4.3 Summary

The absence of a labor market in the traditional sector causes family producers to
rely on family labor. The diminishing returns to work on the family farm lowers the
reward to work relative to a market setting where the competitive market wage is
independent of an individual’s labor supply choice. The absence of a labor market
therefore leads to less work in the traditional sector creating an annual wage gap due
to differences in hours worked.

A difference in schooling across sectors widens the difference in hours worked.
More schooling lowers fertility and frees time for leisure and work. Thus, greater
schooling and lower fertility in the modern sector leads to greater hours of market
work per adult worker and a larger annual wage gap. This particular effect applies
even when there are complete markets in both sectors.

7.5 The Forces That Bind Us: Missing Markets and Labor
Mobility

In this section we present additional discussion of the ways missing markets restrict
labor mobility, in both historical and current development.

7.5.1 Missing Land Markets in Historical Development

Alan Macfarlane wrote an influential work on the early history of the English
economy called the Origins of English Individualism (1978a). The study sought
to determine the importance of the traditional sector, or what Macfarlane called
the peasant economy, in English history. In a summary of his work, Macfarlane
(1978b, p. 256) characterized the peasant economy as being centered around the
family, in the same way we are thinking about the traditional sector in our dual
economy model.
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For our purposes, the central feature is that ownership is not individualized. It was not the
single individual who exclusively owned the productive resources, but rather the household.
Thus, the heirs have as much right to the resources as the present “owners.” The present
occupants of the land are managers of an estate; they cannot disinherit their heirs, the father
is merely the leader of a production team. This is an ideal-type situation, but something like it
has been documented for many parts of the world up to this century, for instance in Eastern
Europe, India, and China. In this situation, farm labor is family labor. Hired labor is almost
totally absent. Production is mainly for use, rather than for exchange in a market. Cash is
only occasionally used within the local community. Land is not viewed as a commodity
which can be easily bought and sold. There is a strong emotional identification with a
particular geographic area. Consequently, there is rather little geographic mobility: any
movement to the towns is one-way, with few people returning to the countryside.

Macfarlane argued that while the traditional economy was important in most of
Europe through the nineteenth century, it had almost disappeared in England centuries
earlier. Even before the sixteenth century in England, he argues (1978b, p. 257).

These again gave no hint that on any of the criteria elaborated above, England faintly
resembled a peasant society. Land is a marketable commodity, geographic and social
mobility is widespread, property is held by the individual rather than the family.

He cites visitors to England from Europe that noted this feature of the economy with
surprise and concluded that “individualism” was unique to England. He also
suggested that this helps explain why the Industrial Revolution started there, rather
than in other countries of Europe.

Research motivated by Macfarlane’s work has generally confirmed that land
markets existed in England early on. There was clearly the legal right to disinherit
and to buy and sell land freely. The question is the extent to which the legal rights
were actually used. In a review of the recent evidence on the matter, French and
Hoyle (2003, p.261) conclude that while land markets and legal rights to buy and sell
existed, they were not used frequently.

No one would deny that the English had the right to buy and sell land without reference to
their kin (although they might give them the first option). However, we now have some
indication of how often they sold their land and the answer is not often.

Thus, in traditional settings, even when land markets exist, most households behave
as if they do not. This is evidently due to some preference to keep the land within the
family. Assuming that land markets do not exist can be viewed as a modeling short-
cut that includes situations where there literally are no markets, which certainly is the
case in many settings, and where there are markets that are rarely utilized.

In Chap. 8, we show how one can model the preference to keep land or the farm in
the family. In Chap. 9, we argue that it is not just the land or assets that bind the family
together in traditional settings. In addition to possible physical inheritance, children gain
specific human capital, local business knowledge, and community relationships when
they work in the family business of the traditional sector. In short, they inherit the
traditional sector technology.
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7.5.2 Missing Land Markets in Currently Developing Countries

Janvry et al. (2015) study the effects of the absence of land titles in Mexico during
the twentieth century. Land reforms over the century granted community members
small plots of land. The plots lacked clear titles and ownership claims were closely
linked to farmer usage. Owners that left the land idle or allowed others to farm the
land risked the loss of property rights. The informal system of property rights tied
owners/workers to small and often low productivity land.

In the late 20th and early 21st centuries, Mexico carried out a large scale
certification program. The certification created tradable land titles, specifying the
name of the owner for each plot of land. By the end of the program over 36 million
farmers had received titles.

As predicted by our model, once work and land ownership was broken, Janvry
et al. (2015) found increased migration out of rural areas. Their estimates suggest
that land titles raised migration flows by about 20%. The migration outflows were
concentrated in areas with low land productivity.

7.5.3 Missing Land Markets in Cities of Currently Developing
Countries

As we mentioned in the introduction to this chapter, the traditional sector extends
beyond rural areas. Many cities of developing countries have large informal sectors
that share many of the characteristics of the rural traditional sector. One of the most
important common characteristics is the absence of formal land markets. Field
(2007) examines the effect of missing land markets on the labor supply of urban
households.

The lack of formal property rights on land holdings forces urban households in
the informal sector to expend resources guarding their property. Protecting their land
holdings diverts labor time from the market and production. Filed estimates the
magnitude of the effect on labor supply using data from a nationwide program in
Peru that issued formal property titles to more than 1.2 million urban households
between 1995 and 2003—the first major titling effort in the developing world. Her
objective is to assess whether security improvements associated with titling
increased hours worked in the formal labor market.

Field finds that households with no legal claim to property spend 13 h a week
maintaining security. They are also 40% more likely to work at home rather than in
the market. Overall, household labor supply was 16 h a week greater for households
with titled property. Another consequence of titling was a reduction in child labor.
Evidently, child labor is used to compensate for the lost market work of adults who
spend time securing their untitled property.
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7.5.4 Missing Credit and Insurance Markets in Current
Development

Munshi and Rosenzweig (2009, 2016) provide a different example of how missing
markets can lower labor mobility. They begin by acknowledging that the
mechanisms we have been stressing generally serve to restrict labor mobility in
developing countries (p. 1).

Increased mobility is the hallmark of a developing economy. Although individuals might be
tied to the land they were born on and the occupations that they inherit from their parents in a
traditional economy, the emergence of markets allows individuals to seek jobs and locations
that are best suited to their talents and abilities.

However, their main goal is to explain the unusually weak labor mobility in India.
Their explanation is based on missing credit and insurance markets, rather than
missing land markets.

India’s labor mobility significantly lags that of other developing countries of
similar size and state of development. In 1975, China, Indonesia, India, and Nigeria
all had adult populations that were between 17 and 24% urbanized. In 2000, the
urbanization rate was between 35 and 45% for China, Indonesia, and Nigeria, but
was only about 27% for India. Generally, India’s urbanization rate is about 15 per-
centage points lower than that of other developing countries with comparable per
capita income. The permanent migration rate of Indian men out of their original
village is less than 10%. The lack of mobility coincides with a persistent real urban-
rural wage gap of more than 25%.

Munshi and Rosenzweig provide evidence that workers in India have low
mobility because they are bound to their villages by the services provided by rural
Jati-based communities. In the absence of formal credit and insurance markets, Jatis
(tribes or clans) have been active in smoothing household consumption for centuries.
The Jati- social network is effective in providing loans and insurance because of its
ability to monitor, and potentially punish, behavior of local villagers. While
households could instead obtain informal credit from moneylenders and employers,
the cost tends to be much higher.

Thus, similar to missing land markets, missing credit and insurance markets can
restrict the movement of labor out of the traditional sector. Relatively low-cost
financial services in the village cause households to ignore better work opportunities
in the modern sector.

7.6 Asian Growth Miracles

We can talk more explicitly about the connection between the structural transforma-
tion and growth by writing out the model’s expression for worker productivity.
Worker productivity is the total output of modern sector firms and traditional sector
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producers, divided by the total population of workers. The population of workers
includes the older children that do not attend school. For simplicity, in writing out
the average productivity expression, we assume equality between the labor shares
(α ¼ ρ) and schooling (et ¼ ~et) across sectors. Worker productivity is then

Yt þ ~NtOt

N∗
t þ N∗

tþ1 T � etð Þ þ ~Nt þ ~Ntþ1 T � etð Þ ,

where N∗
t denotes the number of modern sector households.

Begin by noting that the first order conditions related to the production decisions
in each sector imply labor shares are a constant fraction of output. This allows us to
write output in terms of total wages in each sector,

wtHt
1�α þ ~Nt

~wtf t
1�α

N∗
t þ N∗

tþ1 T � etð Þ þ ~Nt þ ~Ntþ1 T � etð Þ :

Next, note that the effective labor supply of modern sector households, in adult

equivalent units, can be written as ht 1� ηntþ1ð Þ þ ntþ1γ�h T � etð Þ ¼ ht
1

1þ ψ
. Thus,

the net effect of bearing children, even when taking into account child labor, is to
reduce the family’s adult equivalent work hours from 1 to 1

1þψ. The analogous

expression for a traditional sector household is 1
1þψ � ψ

1þψ
α

1�α
f t
ht
. The effective labor

supply from traditional households is smaller because they have more children as a
result of the presence of non-labor income later in life. Using this result, the solution
for f t=~ht from (7.9), and noting that Ht ¼ Ntht/(1 þ ψ), allows us to write worker
productivity as

wtht
1� α

πt

1
1þψ þ 1� πtð Þ ~wt

wt

1�α
1�αþψ

1þ T � etð Þ πtntþ1 þ 1� πtð Þ~ntþ1ð Þ : ð7:14Þ

Now it is easy to see that as π increases, other things constant, output per worker will
rise for three reasons. First, workers are more productive per unit of labor supply in
the modern sector, as reflected by the wage gap,

wt

~wt
¼ 1þ ψ

1þ ψ � α

� 	1þψ

> 1 or
~wt

wt
¼ 1þ ψ � α

1þ ψ

� 	1þψ

< 1:

Second, households in the modern sector have a higher effective labor supply since
they have fewer children,
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1
1þ ψ

>
1� α

1� αþ ψ
¼ 1

1þ ψ
1�α:

Third, there are fewer child workers, as the expression in the denominator

πtþ1ntþ1 þ 1� πtþ1ð Þ~ntþ1

shrinks with a rise in π, lowering the supply of labor for a given level of output. This
analysis ignores any changes in human capital accumulation and any effects of the
structural transformation on saving and physical capital accumulation (to be
discussed in Sect. 7.7 and in Chaps. 8 and 9).

In a famous paper, Young (1995) conducts a careful growth accounting for the
four Asian Tiger’s “Growth Miracles.” Hong Kong, Singapore, South Korea, and
Taiwan experienced annual growth in labor productivity between 4 and 6% for more
than a quarter-century. Hong Kong and Singapore are city states without agricultural
sectors and thus did not experience structural transformations in the usual sense.
South Korea and Taiwan did see large reallocations of labor away from agriculture
and toward manufacturing. Young estimates that the reallocation of labor raised
annual growth rates in worker productivity by 0.7 percentage points in South Korea
and 0.6 percentage points in Taiwan.

Although increasing growth rates by between ½ and 1% per year is a large effect,
it is an underestimate of the impact of the structural transformation. His measure-
ment approach does not link the structural transformation to human and physical
capital accumulation through fertility effects. For example, he carefully accounts for
many determinants of human capital including a worker’s age. The reduction in
fertility associated with the structural transformation reduces the fraction of the
workforce that is very young and raises human capital per worker. As suggested
above there are also links between the structural transformation and saving, as we
will see in Chaps. 8 and 9, that raise physical capital per worker.

China has internal restrictions that inhibit the movement of labor from rural to
urban areas to a greater degree than in South Korea and Taiwan, as we will
discuss in more detail in Chap. 10. These restrictions on labor mobility add to the
wage gaps across agriculture and manufacturing sectors that are created by the
family farming mechanism highlighted in this chapter. As China has grown, more
labor has been allowed to migrate to the manufacturing sector to ease labor
shortages. The large gaps in labor productivity across sectors imply a large
potential output gain from labor reallocation. Bosworth and Collins (2008)
estimate that the reallocation of labor in China raised growth rates in worker
productivity by 1.7 percentage points from 1978 to 1993 and by 1.2 percentage
points from 1993 to 2004.
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7.6.1 Asia and Africa

If several Asian countries have experienced Growth Miracles why haven’t more
African countries? This is made more puzzling by the fact that one of the most
impressive Growth Miracles belongs to Botswana, whose per capita income grew
7.7% per year from 1965 to 1998.12 Botswana’s Growth Miracle arose out of some
very unfavorable initial conditions: the country is landlocked (bad for trade), has a
tropical climate (bad for health), abundant diamonds (a natural resource curse in
other African countries), and who, after gaining independence from Britain in 1966,
had little public infrastructure and only two secondary schools in the entire country
(Acemoglu et al. 2003). If Botswana can experience a Growth Miracle, why can’t
other African countries?

McMillan and Rodrik (2011) provide a clue. They document large productivity
gaps, between 2 and 4-fold, across traditional and modern sectors of developing
countries. Due to these productivity gaps, they view the flow of labor across sectors
as an important driver of a country’s economic growth. In particular, they find that
the labor flows associated with the structural transformation can explain much of the
difference in economic growth between Asian and African countries from 1990 to
2005. While Asian countries have generally experienced a flow of labor away from
traditional agriculture and informal urban production, enhancing their economic
growth due to the labor productivity gap, African labor flows have gone in the
opposite direction, lowering their economic growth. From 1990 to 2005, per capita
income in Asian countries grew 3 percentage points higher than in Africa. McMillan
and Rodrik estimate that labor flows over this period increased Asian growth by
0.54% per year and reduced African growth by 1.3% per year. Thus, 1.84 percentage
points of the 3 percentage point difference in growth can be attributed to differences
in labor flows.

McMillan and Rodrik explain the different experiences of Asian and Africa based
on different responses to increased openness of their economies. In labor abundant
Asia, international trade created an expansion in the low-skilled manufacturing
sector. In resource abundant Africa, openness created an expansion in the commod-
ity and agricultural sectors. In effect opening their economies to trade has caused
Africa to “de-industrialize” causing labor to flow from high to low productivity uses.
We first encountered the “De-industrialization” hypothesis in Chap. 6 and will
explore it further in Chap. 8. The McMillan and Rodrik study shows that trade can
have negative effects on growth by slowing or reversing the structural
transformation. Some economists believe these findings support industrial policies

12In the last couple of decades, Africa as a whole has experienced above-average growth that has led
to some convergence to the living standards of richer countries (Miguel 2009; Young 2012).
However, there are concerns over whether the growth can be sustained because it is heavily-
dependent on international commodity prices and because progress in the political institutions of
many Africa countries is uncertain. In fact, optimism about African convergence has waned in
recent years (see, for example, The Economist 2014).
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where the government promotes growth by subsidizing manufacturing (see, for
example, the discussion in Norman and Stiglitz (2015) and the discussion of South
Korea in Chap. 9).

7.7 Productivity Gaps: Measurement and Interpretation

Measuring worker productivity is a difficult task, especially in the traditional sector
of developing countries. It is even more difficult to measure the marginal product of
labor, which is not directly observable. The marginal product of labor is the concept
of ultimate interest because gaps in the marginal product tell us about the efficiency
of labor allocations. This section discusses these important measurement issues in
more detail.

Let’s begin with the following expression for the gap in annual worker produc-
tivity across sectors,

APL

A~PL
¼ APH

A~PH
� h

~h
� hours

ho~urs
, ð7:15Þ

where APL denotes the average annual product of labor or worker productivity, APH
is the average product of a unit of human capital supplied per hour worked, and
hours refers to the average annual hours worked per worker. In principle, one can use
this equation to decompose the sources of the worker productivity gap. The average
product of labor, hours worked, and human capital are relatively easy to measure.
With these measures, the accounting decomposition can be completed by solving for
the residual productivity gap that satisfies (7.15), which is interpreted as a gap in the
productivity per unit of human capital across sectors.

There are conditions under which the gap in average productivity can be
interpreted as a gap in marginal productivity. In this case, the size of the gap is a
measure of inefficiency in the labor market, as an efficient allocation of labor should
equate the marginal product of a unit of human capital across sectors. However,
before discussing the conditions that imply an equality between average and mar-
ginal productivity gaps, we need to recognize that obtaining good estimates of the
average product of labor, hours worked, and human capital is a nontrivial task.

7.7.1 Average Product of Labor

To estimate the average product of labor one needs to measure output and the
number of workers in each sector. Both are difficult to measure in developing
countries because most of the economic activity takes place away from formal
markets. In the poorest developing economies, the vast majority of production is
consumed at home and not traded. In addition, most workers are family members
and sole proprietors, rather than formally paid employees.
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The situation is not hopeless because accounting practices have been developed
to deal with this problem by focusing on measurements of crop yields rather than on
market transactions. In addition, the number of workers, their occupation, and even
their hours of work, are collected from household surveys. Gollin et al. (2014)
discuss recent measures of production and hours worked in a large data set of
151 countries. They find for the poorest 25% of their sample that the nonagricul-
tural/agricultural productivity gaps average 5.6, with a median value of 4.3. Their
measures are roughly consistent with urban/rural consumption gaps, which also rely
on household surveys, in developing countries. Young (2013) finds average con-
sumption gaps of around 4.

There is a fair amount of agreement that developing countries are characterized
by large gaps in worker productivity in the 4 to 6-fold range. Agreeing on the
decomposition and interpretation of these large gaps has proven to be more difficult.

7.7.2 Hours Gap

The proximate causes of the large measured gaps in annual worker productivity can
be identified using the accounting decomposition in (7.15). Of the three right-hand-
side determinants, hours is the easiest to measure as they are also collected from
household surveys. Gollin et al. (2014) measure an annual hours-gap of 1.3 for the
poorest 25% of countries in their sample; modern manufacturing workers work 30%
more hours than traditional agricultural workers. For some of the poorer countries,
the hours-gap is quite large. For example the hours-gap in Uganda is over 2. Their
average estimate is in the ballpark of the hours-gap measured for the historical
U.S. of 1.4 to 1.5 that we discuss in Chap. 8.

There is not much disagreement over the estimates of the hours-gap. Differences
in hours worked explain a significant portion, but not the majority, of the worker
productivity gap in developing countries.

7.7.3 Human Capital Gap

Human capital is a more abstract concept than production and hours of work. It must
be measured indirectly using methods that have limitations and are open to criticism.
Estimates of human capital start by first measuring years of schooling. The years of
schooling are translated into a human capital measure by using regression estimates
that correlate years of schooling with wages. This common approach to measure-
ment should be viewed as a starting point because the “quality” of a given year of
schooling depends on student and teacher attendance throughout the year, teacher
qualifications, class size and composition, and other inputs such as books and
computers. In addition, it ignores investment in health and in skills obtained from
experience on the job.

Using the simplest approach to measuring human capital, based on years of
schooling alone, Gollin et al. (2014) find that there is a human capital gap of 1.4
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across sectors in the poorest 25% of their country sample. Using their measure of
human capital, the combined hours and human capital gaps explain a 1.82 worker
productivity gap, leaving an estimated gap in the average product of human capital
for these countries of 3 and a median gap of 2.4.

The residual worker productivity gap can be further reduced by attempting to
measure the other types of human capital investments mentioned above, which likely
differ across sectors as well. One way to begin accounting for the omitted
investments is to allow for sector-specific returns to years of schooling. There is
evidence that the return to a given year of schooling is lower in agriculture than in
nonagricultural. If this is because there are fewer skills associated with a given year
of schooling acquired by an agricultural worker then agricultural workers have less
human capital than the estimates based on schooling alone. This could happen
because of where agricultural workers are educated (inferior schools or less
human capital investment at home in the traditional sector) or because less able
workers self-select into agriculture (no matter where they are educated). After
adjusting for the different rate of return to schooling across sectors, Vollrath
(2014) finds little remaining residual gap in a small sample of developing countries.
Herrendorf and Schoellman (2014) obtain the same result for the U.S. in current
times.

In summary, the residual productivity gap (APH=A~PH ) estimated by Gollin,
Lagakos, and Waugh of 2 to 3 is quite large. At least some of this gap can be
accounted for by adjusting for the different rates of return to schooling across sectors
and for other differences in human capital investments that may not be reflected in
rates of return to years of schooling (i.e. some of the human capital investments may
have a constant or “intercept-effect” that does not alter the estimated return to a
marginal year of schooling). It is not clear why the returns to schooling are lower in
agriculture. The precise reason for the human capital gap has a bearing on whether to
interpret the residual productivity gap as a sign of inefficiency. The implied residual
estimate of APH=A~PH from (7.15) is often interpreted as the gap in the marginal
product of a unit of human capital across sectors, a measure of labor market
efficiency. We now turn to assumptions needed to justify this interpretation.

7.7.4 Average and Marginal Products of Human Capital

In the theory we use in this book, the connection between, wages, marginal products,
and average products is made clear by the following equalities.

wt

~wt
¼ 1� αð ÞAk α

t

1� ρð Þ~A lt=f tð Þρ ¼
APH

A~PH
:

The first equality says that the rental rate on human capital is equal to the marginal
product of human capital in each sector. So, for a given level of human capital, wage
ratios equal marginal productivity ratios. However, this is only true under perfectly
competitive markets. For example, suppose there was a national market for human
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capital that forces human capital rental rates to be equated across the two sectors.
Suppose further that the two sectors produce different goods and that the modern
sector is dominated by a monopolist. In the modern sector, human capital would then
not be hired until the marginal product is equated to the common rental rate. Profit
maximization for a monopolist causes production and employment to fall short of
the levels needed to equate the marginal product to the rental rate. This would cause
a gap in the marginal products across sectors even when there is no gap in rental rates
(or in wages for a given level of human capital). Thus, imperfect competition can
cause the first equality to fail.

Next, the exact form of the marginal product expression results from our assump-
tion of Cobb-Douglas technologies. With Cobb-Douglas technologies the marginal
product of human capital is equal to the sector labor share times the average product
of human capital. If the labor shares are equal across sectors, then the ratio of the
marginal products equals the ratio of the average products, the second equality
above. However, the equality of the labor shares across sectors is at least somewhat
controversial. Vollrath (2009a) and Gollin et al. (2014) argue for equality and
Herrendorf and Schoellman (2013) claim the labor shares differ across sectors. To
go from the average product estimates directly to the marginal product estimates,
requires equality in the factor shares.

7.7.5 The Structural Transformation, Growth, and Economic
Efficiency

As discussed in Sect. 7.6, the structural transformation can increase growth in
worker productivity by increasing average hours worked, increasing the average
age and experience of the work force, and, if the marginal product of human capital
is higher in the modern sector, by increasing the productivity of an experience-
adjusted hour of work. It is also possible that the structural transformation increases
education and human capital. The lower years of schooling observed in the tradi-
tional sector may be due to a binding poverty trap that does not exist in the modern
sector. This can happen because the relative productivity of children may be lower in
the modern sector, either due to more effectively enforced child labor and compul-
sory schooling laws or because the relative productivity parameter of children (γ) is
fundamentally lower in the modern sector due to differences in technologies or types
of goods produced. Schooling may also be lower because the price of purchased
school inputs, such as quality-adjusted teacher time and school materials, is lower in
the modern sector (see the extension of the human capital modeling to include
purchased inputs in the problems from Chap. 4).

Even if growth in worker productivity rises due to the structural transformation, it
may not indicate a significant improvement in economic efficiency. Suppose, for
example, the marginal product of a unit of human capital supplied is roughly equal
across sectors, as indicated by the estimates of Vollrath (2014) and Herrendorf and
Schoellman (2014). In this case, labor markets are interpreted as efficiently
allocating human capital across agriculture and manufacturing. However, it is
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important to note that efficiency considerations in dual economies should not be
restricted to the allocation of human capital alone.

We saw in Sect. 7.5 that the lack of efficiently-operating land and insurance
markets can bind workers to the traditional sector. This can cause workers to supply
less labor hours than they optimally prefer over the year. Also, because intergenera-
tional loan markets are incomplete (see Chaps. 2 and 4), the education of children is
dependent on the wages of parents and thus can be lower than is productively
efficient (the marginal return to investment in human capital can be greater than
the market interest rate). If parental incomes are lower, compulsory schooling laws
are less effective, the relative productivity of children is higher, or purchased school
inputs are more expensive in the traditional sector, then the underinvestment in years
of schooling can be more severe there than in the modern sector. Furthermore, the
fact that the marginal returns to schooling, for a given number of years attended, is
higher in the modern sector may be due to underinvestment in the health of mothers
and young children in the traditional sector, causing the “ability” of traditional sector
students to be lower than students in the modern sector. This is a legitimate concern
because, generally, public health measures and health outcomes are worse in rural
areas than in cities (World Bank 2013).

For all these reasons, the structural transformation can reduce inefficiencies in
hours worked and human capital investments, even if the economy is allocating a
given stock of human capital reasonably well. As rising wages pull workers into the
modern sector, fewer workers are dependent on land inheritance and as a result they
can freely supply the optimal amount of work effort. Children will be raised by
parents with higher wage incomes in environments that lead to more investment in
their health and education, reducing the gap between the returns on these
investments and the market rate of return on physical assets.

7.8 Conclusion

Persistent wage and productivity gaps across sectors are common features of devel-
oping countries. Attempts to explain these gaps while assuming complete markets in
the low-productivity traditional sector are not entirely convincing. Institutional
arrangements in traditional agricultural and other informal production structures
are not well captured by assumptions that markets are complete. One way to
distinguish between the two sectors is by the absence of fully developed markets
for land and labor in the traditional sector. Regarding land ownership, for example,
the evidence suggests that arrangements are made that keep land in the family over
many generations. The absence of these factor markets helps to explain the wage gap
in two ways.

First, an absence of land markets in the traditional sector fosters the tradition of
passing land and farms from one generation of the family to the next. An important
condition for receiving an inheritance of this type is that children must remain in the
traditional sector to gain the experience needed to operate the farm and “keep it in the
family.” This institutional arrangement ties occupational choice and geographic
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location to land ownership in the traditional sector. In equilibrium, traditional
workers are willing to take lower wages than those offered in the modern sector
because they are compensated by rental income on the land they eventually own and
by bigger families.

Second, if the labor market in the traditional sector is also thin, family farms must
rely predominantly on family labor. The diminishing returns to work on the family
farm lower the reward to work relative to a market setting where the competitive
market wage is independent of an individual’s labor supply choice. The lower
reward to work results in fewer hours worked throughout the year and a larger
annual gap in productivity and wages.

In summary, missing markets for land and labor both contribute to large gaps in
wages and fertility that can persist for many decades. As a result, the movement of
households away from the traditional sector and toward the modern sector increases
productive efficiency, reduces population growth, and raises worker productivity.

7.9 Exercises

Questions

1. What are wage and fertility gaps? How large are they? What is their connection
to economic growth?

2. Summarize the explanations for wage gaps that do not rely on missing markets.
Discuss the weaknesses of each explanation.

3. Offer some reasons why land and labor markets might not exist in the traditional
sector. What evidence suggests the absence of land and labor markets in
developing countries?

4. Explain why inheritance of the family farm raises fertility. Why does the
inheritance have no effect on schooling?

5. Explain how each of the following affect the wage gap.
(a) traditional sector fertility.
(b) traditional sector schooling.
(c) the relative productivity of child labor.
(d) the strength of parent’s preferences for children.

6. Explain the ordering of household consumption across native households in the
modern sector, traditional sector migrants to the modern sector, households that
remain in the traditional sector. What is the ordering of utility for these house-
hold types?

7. Use the model to explain how each of the following change over the course of
economic development.

(a) average fertility in both sectors.
(b) the wage gap across sectors.
(c) child labor in both sectors.
(d) human capital rental rate in the traditional sector.
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8. There is an annual wage gap across traditional and modern sectors. Is this due to
differences in productivity per hour or differences in hours worked over the
course of a year?

9. When would traditional households choose to work less than modern
households? What is the intuition for this result?

10. Consider the situation when adult work and the quantity and quality of children
are all household choice variables. How do schooling, fertility, and work effort
interact to determine the wage gap across sectors in this setting?

11. Explain why inefficient or missing markets can reduce labor mobility.
12. Explain how the structural transformation directly raises average worker pro-

ductivity. How important was the structural transformation in determining the
growth rates of the Asian Tiger countries during their Growth Miracle?

13. Discuss the difference in the growth experiences of Asia and Africa and relate
the difference to the structural transformation.

14. In today’s developing countries how large is the gap in annual labor productivity
across sectors? What are the reasons for the gap?

15. How do we know whether human capital is efficiently allocated across sectors?
Can the structural transformation cause a rise in average worker productivity
even if the developing country allocates units of human capital efficiently across
sectors?

16. Explain G11.

Problems

1. Derive the following equations and offer an economic explanation for each:
(7.7a, 7.7b, 7.7c), (7.8) and (7.11).

2. Assuming that schooling is equal across sectors, write an expression for ~ntþ1=
ntþ1 in terms of the parameters of the model. If ρ¼ 0.40, what value must ψ have
if fertility is 50% higher in the traditional sector? Given the required value for ψ ,
what is the implied wage gap across sectors?

3. If α¼ ρ¼ 1/3 and ψ ¼ 1/5, compute numerical values for each of the following.
(a) ~ntþ1=ntþ1

(b) wtþ1=~wtþ1

(c) the relative supply of effective labor per family in the modern sector
(d) the relative labor productivity per family in the modern sector

4. Use Vollrath’s approach to carefully prove, showing all work, that if there is an
absence of labor markets in the traditional sector, then traditional households
will choose to work less than modern households.

5. Show that when households choose work, fertility, and schooling of their
children, that ~zt < zt and ~ntþ1 > ntþ1, i.e. that traditional households work
less and have more children than modern sector households.

6. Show that greater adult human capital raises work effort in (7.12c).
7. Worker Productivity. Derive the expression that relates the structural transfor-

mation to worker productivity by carrying out the following steps. First, show
that output can be written in terms of labor income in both modern and
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traditional sectors. Next, write out expressions showing that the total effective
labor supply from modern sector households exceed that from traditional
households. Finally, write out worker productivity in terms of the wage gap,
the household supply of effective labor from each sector, and the fraction of the
households in the modern sector, as in (7.14).

8. Suppose an economy is stuck in a poverty trap throughout its structural trans-
formation, with (i) et ¼ �e and (ii) nt ¼ 2 for households that do not inherit land.
Using the same parameter values from Problem 3 and assuming T ¼ 0.5, use
(7.14) to compute ratio of worker productivity at the end of the structural
transformation, when πt ¼ 1, to that at the beginning of the structural transfor-
mation, when πt ¼ 0.
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Physical Capital in Dual Economies 8

In this chapter we shift attention to industrialization and economic growth in dual
economies. We focus again on the consequence of missing land markets, a common
characteristic of developing economies that was documented in the previous chapter.
Here we examine the connections between land ownership, saving, and physical
capital formation.

We consider two common situations that are associated with nonexistent or thin
land markets. The first situation is one where households that farm the land either
own the land or have informal property rights over the income generated from the
land. In the case of the U.S., land policy was intentionally designed to transfer
ownership of public land holdings across the entire rural population (Libecap 2007).
In other cases, the ownership of land remained communal but was effectively
divided across local community farmers who were given autonomy in making
decisions about land use and had clear claims to income from agricultural produc-
tion. This occurred in the early stages of development in the Netherlands (de Vries
and van de Woulde 1999, Ch. 5), a country where there was no strong feudal legacy,
and in African villages (Collier et al. 1986).

The second situation is one where land ownership is highly concentrated in the
hands of a relatively few landlords. The landlords do not farm but instead hire
landless workers as farm hands. This situation was common in the historical
development of Latin America (Deninger and Squire 1997) and Mexico (Acemoglu
and Robinson 2012, pp. 35–38). In both of these situations we assume that with thin
land markets, the dominant way that land is transferred is through an intergenera-
tional bequest designed to keep land within the family or village.

The inheritance of land during an individual’s later years substitutes for
saving as a way of financing consumption during old age. This common feature
of traditional agriculture undermines the incentive to save when young. Workers
that move away from family production to work in factories often lose the claims
to family or tribal lands. The loss of a land-bequest implies that workers must
save more of their wages to finance retirement consumption. Thus, the structural
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transformation of the economy away from traditional agriculture and toward
modern manufacturing causes an increase in the aggregate saving rate.

When land ownership is concentrated, as in our second scenario, landowners are
often able to exert political pressure to change policy in ways that raise land rents.
Policies that increase land rents are ones that lower capital accumulation, reduce the
opportunities of workers in the modern sector, and keep wages low. Underlying
forces that generate a structural transformation, such as technological progress, helps
pull workers out of the traditional sector despite anti-growth policies. This weakens
the power of land owners and leads to more pro-growth policies which serve to
increase capital accumulation and accelerate the structural transformation.

There are other explanations for the rise in capital accumulation over the course of
development. Recall from Chap. 1 that Lewis (1954) also thought that a dual
economy approach was needed to explain rising saving rates. He conjectured that
the income of capital owners in the modern sector would increase relative to incomes
of workers and land owners as “surplus” labor from the traditional sector is pulled
into the modern sector with little upward pressure on wages. Lewis believed that the
relative expansion of capital income was important for growth because capital
owners saved a larger fraction of their income than land owners and workers. In
contrast to Lewis, our explanation is consistent with rising wages, a constant share of
capital income, and an endogenous saving rate that does not depend on the source of
income. See Gollin (2014) for a discussion and critique of the classic Lewis model.

Another theory of capital accumulation is based on freeing the entrepreneurial
activity of small informal businesses in the traditional sector. The argument is that
these entrepreneurs have access to potentially profitable technologies but their
investment is held back by credit market imperfections, costly regulations, and
high taxes on capital income. While this is likely true in some cases, the evidence
suggest that capital accumulation arising out of small informal businesses is small
(Banerjee and Duflo 2011, Chap. 9 and La Porta and Shleifer 2014). During
development, the vast majority of small informal businesses simply die out as the
larger and already established firms operating in the modern sector expand. In our
model technological progress, as well as human capital accumulation (see Chap. 9),
drives up the productivity of workers in the modern sector causing wages to rise
relative to the value of rents from traditional or informal production. The exit of
workers from the traditional sector causes informal production to die out and also
raises the savings rate, in the manner described above, helping to finance the
expansion of capital in the modern sector.

While the absence of markets for land helps motivate the models of this chapter,
we assume that there is a competitive labor market, as in the first part of Chap. 7.
Labor markets seem to operate more consistently than land markets at early stages of
development. After the demise of the European feudal system in the fourteenth
century, labor markets quickly formed (Acemoglu and Robinson 2012, Ch. 4). In
fact, Clark (2007, Ch. 3) provides evidence of market wages for building and farm
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laborers that stretch back into the thirteenth century. At least by the nineteenth
century, labor markets were working well enough in the U.S. and Europe to virtually
eliminate hourly wage gaps across sectors (Mourmouras and Rangazas 2009a,
pp. 154–156). Vollrath (2014) argues that labor markets perform well in currently
developing countries. He finds only small sector gaps in wages per unit of human
capital supplied. However, Gollin et al. (2014) find that large wage gaps still exist
after controlling for hours worked and education. While Chap. 7 discusses
several explanations for these wage gaps that are consistent with well-working
labor markets, their findings suggest that one cannot rule out labor market
imperfections at the early stages of development altogether. The approach we
take in this chapter is best interpreted as a simplification that allows us to focus
solely on the lack of land markets.

Sections 8.1, 8.2, and 8.3 offer three historical applications where the absence of
complete land markets was important. The three applications are self-contained and
focus on different topics, so readers can pick and choose among the applications
based on their interests.

In two of the applications land was owned predominately by small farmers. In
Sect. 8.1 we use land inheritance to explain the persistence of large wage gaps in
U.S. history. As mentioned above, as well as in Chap. 7, the U.S. wages gaps were
not due to differences in hourly wages but rather were caused by differences in the
annual hours worked per worker. Annual work hours were much higher in the
nonfarm sector, leading to higher annual productivity per worker. Section 8.2
re-introduces the De-industrialization hypothesis from Chap. 6. We focus on the
Ottoman Empire in the nineteenth century because it experienced an unusually large
increase in the relative price of its agricultural goods as it expanded its trade with
Europe. We examine the effects of trade on economic growth and the distribution of
income across the population.

Unlike Sects. 8.1 and 8.2, in Sect. 8.3 we assume that landownership is highly
concentrated among a few large landowners. As mentioned, concentrated landown-
ership is interesting, in part, because it tends to coincide with political power. We
look at the incentives of large landowners to influence fiscal policy in ways that slow
the structural transformation. The version of the two-sector model we use in this
section also explains a possible connection between the structural transformation and
the growth of government as mentioned in G12.

8.1 Farmer-Owned Land I—Wages Gap in U.S. History

We maintain the same two sector structure as in Chap. 7, where we have a modern
sector of landless households and a traditional sector of landed households, with
different production technologies used in each sector. However, now we use the two
period overlapping-generations model to allow for saving behavior. Also, to focus
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attention on physical capital formation, we ignore human capital and assume that
fertility is exogenous. Human capital and endogenous fertility will be re-introduced
in Chap. 9. Finally, unlike in Chap. 7, we now make explicit the preference to
bequeath land to children working on the family farm.1

8.1.1 Modern Sector

Producers in the modern sector are neoclassical firms that use the standard Cobb-
Douglas production function

Yt ¼ K α
t H

1�α
t , ð8:1Þ

where Y denotes output, K is the physical capital stock, H is the effective labor
supply in the modern sector, and α is the capital share parameter. Given our
objectives, it does no harm to reduce notational clutter a bit by assuming
Dt ¼ ~Dt ¼ A ¼ ~A � 1, so we are back to H ¼ M.

The firms operate in perfectly competitive markets for goods and inputs. The
standard profit-maximizing factor-price equations for the rental rates paid to labor
and physical capital are

wt ¼ 1� αð Þk α
t ð8:2aÞ

rt ¼ αkα�1
t ð8:2bÞ

where k ¼ K/M.

8.1.2 Traditional Sector

The traditional sector differs from the modern sector because of differences in the
production technology and because the technology and land used in production is
inherited and operated by a family—creating lifetime rental income to supplement
wages. For simplicity, we continue to assume that the same goods are produced in
each sector. This is a common assumption in the dual economy approach when the
specific focus is not on the relative price of the different goods produced in the two
sectors. Section 8.2 provides an application where it is important to think of the two
sectors as producing distinct goods with a relative price that generally differs
from one.

1Explicitly introducing the preferences that underlie the desire to bequeath land to children who
continue the “farming” tradition does not affect the analysis qualitatively. It is worth showing that it
can be done to complete the analysis and ensure that it is logically consistent. After Sect. 8.1 we
return to the simpler approach that does not explicitly model the desire to keep land within the
family.
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Traditional output is produced using the following Cobb-Douglas technology

Ot ¼ l ρt f
1�ρ
t , ð8:3Þ

where O output, l is land per farm, f is farm labor per household in the traditional
sector, and 0 < ρ < 1 is a technology parameter. The technology differs from that
used in industry because land is an input rather than physical capital. This assump-
tion is meant to capture the idea that production in the traditional sector does not rely
heavily on the plant and equipment used in the “factories” of the modern sector.
While in general ρ and α may differ, we assume that α ¼ ρ. This assumption implies
the labor share of income is independent of the stage of development, a stylized fact
about economic growth (see, for example, Gollin 2002).

There is no market for the land, either to buy or rent. We assume that there is a
market for farm labor, so households could hire labor beyond that provided by the
family.

8.1.3 Households

There are two types of households, landed and landless. The landed households
inherit the traditional technology/land from their parents. Parents are only willing to
pass the land on to those children who remain in the traditional sector full time in
order to learn the traditional technology and tend to the farm. The paid labor supply
of landed households is constrained by the length of the work-year and by the
physical demands of work in the traditional sector. Landless households are free to
work in either sector and can freely choose their work time.

All households live for three periods; one period of childhood and two periods of
adulthood. In the first period of adulthood, households are endowed with one unit of
time. Preferences are identical across households, regardless of occupational choice
or residence. All households value their consumption over the two periods of
adulthood (c1t, c2tþ1), the time spent taking leisure (1 � zt), and the transfer of
land to children who continue the tradition of family farming (if land is owned).
Preferences are given by

Ut ¼ ln c1t þ β ln c2tþ1 þ ξ ln κ þ φtþ1nbtþ2
� �þ ζ ln νþ 1� ztð Þ, ð8:4Þ

where the preference parameters β, ξ, κ, ζ, and ν are nonnegative, where φ gives
the fraction of household’s children that work in the traditional sector, and
where b is the bequest of land passed to each member of the next generation
of traditional households. In the absence of a land market, the land inherited by a
generation-t household, in the second period of their life, satisfies the condition
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btþ1 ¼ ltþ1 ¼ φtþ1nbt þ 2, i.e. all land that is inherited is ultimately bequeathed to
the next generation.2

The preference specification includes a term that involves the bequest of land
made to the children who continue the tradition of family farming. However, while
households value land bequests, it is not essential if κ > 0. This means that traditional
households may be willing to give up their claim to family land to move to the
modern sector under the right conditions. In similar fashion, leisure is valued but is
not essential—it may be optimal for households to take no leisure if ν > 0.

1. Landless Households

Landless households choose what fraction (zt) of time they devote to work and
what fraction to leisure. The landless household maximizes utility subject to the
lifetime budget constraint,

c1t þ c2tþ1

Rt
¼ wtzt

where the return on the ownership of physical capital, purchased in period t and
rented to producers in period t þ 1, is Rt � rtþ1 þ 1 � δ. To simplify some of the
expressions, we assume δ ¼ 1, so that Rt ¼ rtþ1.

In addition to the standard first order conditions for life-cycle consumption, the
choice of zt yields

ζ

νþ 1� zt
¼ λtwt ð8:5Þ

where λt is the Lagrange multiplier. Equation (8.5) says that the marginal value of
taking more leisure must equal the marginal value of the forgone consumption
associated with working less.

Solving the model gives us the following saving and work behavior

st ¼ β

1þ β

� �
wtzt ð8:6aÞ

zt ¼ νþ 1ð Þ 1þ βð Þ
1þ β þ ζ

ð8:6bÞ

As is clear from (8.6b), the optimal time devoted to work is constant. To simplify
notation and reduce the number of parameters, we set zt ¼ 1 by setting ζ ¼ ν(1þ β).
This means that landless households provide one unit of labor when young, as has
been assumed in previous chapters.

2We assume that the land is passed at death, rather than inter vivos, because this binds the children
expecting to receive land to work on the family farm in their first period of adulthood.
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2. Landed Households

In the case of landed households, we assume that the skills and land needed to
operate a traditional technology are inherited from parents, but only if children
remain in the traditional sector when young. Time spent producing in the traditional
sector is exogenously constrained so that ~z < 1. Thus, households that reside in the
traditional sector are only able to work for a fraction ~z of the time that modern sector
households do.

The motivation for this assumption is that traditional production involving land is
constrained by the weather and the length of day, both of which vary with the
seasons. In addition, some types of traditional sector work are too physically
strenuous for women and younger children, limiting their labor input relative to
that of women and children in the modern sector.3 In equilibrium, it will be the case
that the constraint on the work of traditional workers is compensated for by the land
rents they receive from inheriting land and the traditional technology.4

Operating the traditional technology generates land rents for the household during
the second period of adulthood. The lifetime budget constraint for households
choosing to follow their parents and work in the traditional sector is then

~c1t þ ~c2tþ1

Rt
¼ wt~z þ Otþ1 � wtþ1f tþ1

Rt
: ð8:7Þ

The timing of the land bequest, and the fact that residual income accrues in the
second period of adulthood, captures the idea that the family farm provides a source
of retirement income that substitutes for retirement saving. The presence of land as a
source of retirement income is a potentially important factor in slowing physical
capital accumulation during the early stages of development (see Carter et al. 2003).

Also note that traditional workers are paid the same per hour as modern sector
workers. Remember that landless workers can work in either sector. If the traditional
sector employs some landless workers, then the wages in each sector must be the
same. Landed workers will therefore make the same hourlywage as landless workers
but make a lower annual wage because they work fewer hours over the course of
the year.

Maximizing utility subject to (8.4) and (8.7) yields the following equations for
traditional household saving and for the farm labor demanded by a traditional
producer

3The physical demands of farming help explain why the onset of the cottage industries and early
factories increased the employment of women and children in the early stages of the Industrial
Revolution, especially in regions dominated by the more strenuous Northern farming—hay, wheat,
and dairy farming. For evidence in England, see Cunningham (1990) and Horrell and Humphries
(1995). For the U.S., see Goldin and Sokoloff (1984).
4Note that because preferences are identical, households in the traditional sector would prefer to
work as much as those in the modern sector.
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~st ¼ β � ρOtþ1

Rtwt~z

� �
wt~z

1þ β
ð8:8aÞ

f tþ1 ¼
1� α

wtþ1

� �1
α

ltþ1: ð8:8bÞ

The savings function in (8.8a) exhibits the effect of family farming suggested by
Carter et al. (2003). The presence of second period income from operating the
traditional technology discourages retirement saving. The fraction of current period
wages that is saved is smaller as a result. Thus, saving per household is lower in the
traditional sector for two reasons: wages are lower, because of the shorter paid work-
year, and there is a smaller fraction of wages that is saved. Equation (8.8b) gives the
labor demand by a traditional sector producer similar to that from Chap. 7.

8.1.4 Equilibrium

We now determine equilibrium in the factor markets for labor and physical capital.
Given kt and lt, the market clearing values of the factor prices and the labor demand
chosen by a traditional sector producer are given by (8.2a), (8.2b), and the period-
t version of (8.8b). This leaves only the equilibrium values of kt and lt to be
determined.

1. Equilibrium lt

Determining the equilibrium quantity of land per traditional producer is equiva-
lent to finding the number of traditional sector producers in equilibrium (since total
land is fixed). For a household to remain in the traditional sector and inherit land
from their parents, the lifetime utility of staying home must be at least as great as the
utility associated with forgoing the inheritance and becoming unrestricted in the
choice of occupation.

We assume throughout that land is sufficiently scarce to cause some children born
in the traditional sector to choose work in the modern sector. In other words, if all
children born in the traditional sector remained in the traditional sector as adults, the
quantity of land per producer would be too small to generate sufficient land rents to
compensate for the constraint on paid work, causing the lifetime utility of traditional
sector households to fall below that of landless households. The “competition” for
land among traditional sector siblings must be strong enough to create an equilib-
rium exit from the traditional sector that equates the lifetime utility of the landed and
landless households in each generation. This scenario matches what we see in
history, a gradual structural transformation away from traditional production to
modern production.
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The fact that the lifetime utility of the landed and landless households must be
equated, gives an equilibrium condition for determining, along with (8.2), the
number of traditional sector producers in each period. Equating the indirect utility
functions for landed and landless household implies that land rents must satisfy

αOtþ1

Rtwt~z
¼ Ωtþ1 ð8:9Þ

where Ωtþ1 � 1
~z

� �
ν

νþ 1� ~z

� �ν κ

κ þ ltþ1

� � ξ
1þβ

� 1:

Equation (8.9) states that the equilibrium ratio of the present value of land rents to
potential wages in the traditional sector is affected by the extent of the labor-supply
constraint in the traditional sector. One can show that the more severe the constraint,
i.e. the lower is ~z, the higher is the required land-rent ratio. Actual land rents per
household vary inversely with the number of traditional sector households. Thus, the
more severe the constraint, the smaller is the total number of households that are able
to produce in the traditional sector in order to generate sufficient land rents for those
that stay.

The size of land holding per household, and their value as a bequest, also affects
the equilibrium land-rent ratio. The larger are land holdings, and the more bequests
to children are valued, the lower is the equilibrium land-ratio. Intuitively, the more
direct utility that is generated from owning and bequeathing land, the less income
compensation is needed to offset the labor supply constraint.

2. A National Labor Market

Before solving for the equilibrium capital intensity, we need to establish how
much effective labor will be allocated to each sector.

We know that the total effective labor supply for the entire economy in period t is
πtNt þ 1� πtð ÞNt~z, where π denotes the fraction of young households that reside in
the modern sector, as in Chap. 6.5 The labor allocated to the traditional sector in
period t must equal the traditional producer’s demand for farm labor multiplied times
the number of farm owners. Farm owners in period t are the older households that
remained in the traditional sector to live and work in period t�1. The total number of
older traditional households that own farms in period t is therefore (1 � πt�1)Nt�1.
The total demand for labor in the traditional sector is then ft(1 � πt�1)Nt�1. This
implies that the effective labor supply in the modern sector is simply the remainder
of the work force,

5It is trickier to keep track of households in this chapter than in Chap. 6. In Chap. 6 it did not
actually matter where we thought of workers residing because all households could work in either
sector. Here, landless households can work in either sector, but landed households must reside and
work in the traditional sector.
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Mt ¼ πtNt þ 1� πtð ÞNt~z � f t 1� πt�1ð ÞNt�1: ð8:10Þ
An additional equilibrium condition is needed to ensure that the traditional sector

is not constrained in the labor its uses, i.e. the demand for labor from the traditional
sector must be greater than or equal to the supply of labor coming from landed
households. If this were not the case, then there would be a “dual” labor market that
could give rise to different wages per hour across sectors and across household types.
Some hiring of part-time labor from landless households, “farm hands,” is necessary
to integrate the labor markets. Thus, an integrated labor market must satisfy

f t 1� πt�1ð ÞNt�1 � 1� πtð ÞNt~z, ð8:11Þ
the total demand for labor by traditional sector landowners must exceed the labor
that is collectively provided by their children that decide to work and remain in the
traditional sector.

3. Equilibrium kt

Physical capital intensity is determined by the equilibrium condition that equates
the physical capital demanded for production in the modern sector to the supply of
capital that results from retirement savings of the households one period before,

Ktþ1 ¼ πtNtst þ 1� πtð ÞNt~st: ð8:12Þ
Dividing both sides of (8.12) by Mtþ1, defining ktþ1 � Ktþ1/Mtþ1, then using (8.9)
and (8.10) allows us to write the transition equation for capital intensity as

ktþ1 ¼ πtβ þ 1� πtð Þ β � Ωtþ1ð Þ~z½ � 1� αð Þk α
t þ 1þ βð Þ L=Ntð Þ

1þ βð Þn πtþ1 þ 1� πtþ1ð Þ~zð Þ : ð8:13Þ

We can now discuss the avenues through which the structural transformation
from traditional to modern production affects physical capital intensity. First, the
movement of households out of the traditional sector increases saving because it
increases wage income ( ~z < 1) and because it increases the rate of saving
(β � Ωtþ1 < β).

The positive effect on saving is countered by a negative effect that occurs as the
supply of workers that must be absorbed by themodern sector rises, causing the effective
work force that must be supplied with capital to rise, thereby lowering physical capital
intensity. Equation (8.10), applied to period tþ 1, and (8.8b) can be used to write out the
labor that must be absorbed by the modern sector as

πtþ1 þ 1� πtþ1ð Þ~z � 1
ktþ1

L

nNt

� �
Ntþ1. More households living in the modern sector

(higher πtþ1) and a weaker demand for farm labor because of less land available per old
household (lower L/Nt), both cause the labor that must be supplied with capital to rise

238 8 Physical Capital in Dual Economies



and ktþ1 to fall. This explains the appearance of πtþ1 þ 1� πtþ1ð Þ~z in the denominator
and L/Nt in the numerator of the solution for ktþ1.

In summary, the overall effect of the structural transformation on physical capital
intensity is ambiguous. The positive effects stemming from an increased saving rate
must be weighed against the negative effect of needing to provide capital to a
growing modern sector work force. Qualitatively, the transition equation, and the
economic forces at work, is similar to the transition equation from Chap. 6, where we
assumed perfectly competitive land markets (see Eq. (8.11) from Chap. 6). There the
relative size of land holdings, as an alternative mode of saving, and the fraction of the
work force in the modern sector both served to slow the growth in capital intensity.
The same forces are at work here. The relative size of land holdings lower saving and
capital intensity via Ωtþ1, the equilibrium ratio of land rents relative to wages.

The main difference for capital accumulation in chapter is, without a land market,
the traditional households inherit land and save less in the form of physical capital
(and may even borrow). With land markets, the saving of all households are equally
diverted away from physical capital when land is purchased. The relatively low
saving of traditional sector households creates a positive effect on capital accumula-
tion associated with the structural transformation that was not present when there
were perfectly competitive land markets in Chap. 6. Now, the saving rate of the
economy will rise as households move from the traditional to the modern sector
because of the different saving behavior of the households in the two sectors.

8.1.5 Labor Productivity

To examine how the structural transformation affects economic growth, we need to
examine the behavior of two different measures of worker productivity. To begin,
total output of the economy, Yt + Ot(1 � πt�1)Nt�1, can be written in terms of kt and
πt as

k α
t πt þ 1� πtð Þ~z½ �Nt: ð8:14Þ

To compute labor productivity it is common to divide total output by either the
number of hours worked ( πt þ 1� πtð Þ~z½ �Nt) or the number of workers (Nt). Labor
productivity per hour worked is simply k α

t , while labor productivity per worker is
k α
t πt þ 1� πtð Þ~z½ �. The structural transformation can only affect labor productivity
per hour indirectly by altering the economy’s capital intensity. However, the struc-
tural transformation has a direct effect on labor productivity per worker because as
labor moves from the traditional to the modern sector, hours worked increase. This
distinction can be quite important, as in the case of U.S. economic growth in the
nineteenth century.

Table 8.1, taken from Mourmouras and Rangazas (2009a), presents both the
relative annual output per worker and the annual wage in nonfarm occupations
relative to those in farming. While not as large as those observed in some developing
countries today, the wage and productivity gaps in U.S. history were substantial.
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Note that the nominal annual wage ratios measured by Caselli and Coleman
(2001) are much larger than the productivity ratios. There are at least two reasons for
this. First, the wage ratios do not include non-cash compensation, a relatively large
portion of the compensation paid to farm workers. Second, there is no adjustment for
the fact that farm workers lived in rural areas where the cost of living was lower.
Alston and Hatton (1991) show that accounting for these two factors is important.
They find that in 1940 monthly cash earnings in manufacturing were 3.3 times those
in agriculture, even greater than the Caselli and Coleman estimate of a 2.9-fold wage
gap for that year. However, after adjusting for non-cash payments and cost-of-living
differences, Alston and Hatton find that the gap shrinks to a 1.8-fold difference. If we
apply the same proportional adjustment to the nominal wage in 1880 we get a real
wage ratio of 2.7. Thus, after adjustment, the real wage and productivity gaps are
roughly consistent and are in the 2–3 fold range during the nineteenth and early
twentieth centuries.

The gaps in annual wages and productivity per worker could be due to differences
in hours worked per worker or differences in productivity per hour. The evidence
suggests that the vast majority of the gap is due to differences in hours worked per
year. Table 8.2 documents the fact that hours worked by fulltime employees were
higher in the nonfarm sector. David (1967) uses data from Kendrick (1961) to argue
that the hours gap was larger than is indicated by the difference in hours worked by
fulltime employees because more of the labor in agriculture is part-time (including
family members). David estimates that, over the course of a year, the average
agricultural laborer worked about half the hours of the average laborer in industry
in 1840. Thus, the difference in hours worked alone could explain a twofold gap in
annual productivity.

The literature attempting to measure the historical gaps in wages earned per hour
are consistent with David’s estimate. The main finding in this literature is that the

Table 8.1 Ratio of nonfarm to farm productivity/wages in the U.S

Time period Output per worker Annual nominal wages Annual real wages

1840 2.0–2.5a

1880 2.7b 5.0b 2.7d

1940 2.5b 2.9b; 3.3c 1.8c

Notes: Values are the ratio of annual value for the nonfarm sector to the annual value to the farm
sector
aDavid (1967), bCaselli and Coleman (2001), cAlston and Hatton (1991), and dRatio assuming same
correction as Alston and Hatton for 1940

Table 8.2 Hours worked
(full time equivalents)

Time period Nonfarm Farm

1840a 67.8

1880b 62.7 45.5

1940b 42.2 44.9

Notes: aMargo (2000) and bKendrick (1961, Table A-IX)
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gaps in wages per hour across industry and agriculture were very small. Margo
(2000) estimates very small wage gaps of 10–15% for the United States in the
nineteenth century. Hatton and Williamson (1992) find relatively small wage gaps in
the United States from 1890 to 1920, ranging from 5% to 30%. They find larger gaps
from 1920 to 1940 which are mostly explained by the high urban unemployment
rates during the Great Depression.

In summary, the data above indicates that there were 2–3 fold gaps in the annual
productivity and annual wages across nonfarm and farm sectors in the U.S. during
the nineteenth and early twentieth centuries. The data also suggests that the wage gap
was primarily due to the greater number of hours worked per worker in the nonfarm
sector. This assessment of the productivity/wage gaps implies there should be a
significant difference between the growth in labor productivity per worker and per
hour-worked during the structural transformation.

When there are significant differences in worker productivity per hour-worked,
then as workers move from agriculture to industry, there should be a significant
increase in the average productivity of an hour worked in the economy as a whole.
On the other hand, if the sector-productivity gap is largely due to differences in hours
spent producing measured output, then as labor migrates to industry, the growth in
productivity per hour-worked would not show much rise. However, measured
productivity per worker would rise significantly due to an increase in hours-worked
per worker.

Table 8.3 presents the U.S. economy’s growth rate in output per worker and the
growth rate in output per hour-worked. During the nineteenth century, there were
large differences in the two growth rates. The annualized growth rate for output per
worker was 1.36% over the nineteenth century compared to 0.65% for output per
hour-worked. An average growth rate in output per worker double that of output per
hour-worked supports the claim that the main cause for lower output per worker in
agriculture was fewer hours worked. As farm workers migrated to industry over the
century, output per worker expanded significantly due to an increase in hours
worked per worker. Output per hour worked did not increase as much because
farm workers hourly productivity was not much different from that of nonfarm labor.

For output per hour worked to grow only weakly in the early stages of growth
there cannot be large changes in physical capital intensity. This means the conflicting
effects of the structural transformation on k discussed earlier in this section must
approximately offset. Mourmouras and Rangazas (2009a) show that this was the
case in the U.S. during the nineteenth century. Throughout most of the nineteenth

Table 8.3 Growth rates in
U.S. history

Time period Per hour worked Per worker

1820 0.39 0.31

1840 0.39 1.82

1860 0.56 1.32

1880 1.06 1.84

1900 1.53 1.53
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century, growth in productivity per hour worked was due to technological change
and not private capital accumulation per worker.

By the end of the nineteenth century and early twentieth century the growth rates
equalized. The change in the relationship between the two growth rates is likely
explained by two common features of development. First, the end of the structural
transformation saw the size of the agricultural sector decline to a very small and
stable fraction of the labor force, thereby ending the movement of labor from a low
to a high productivity sector and slowing the growth rate of output per worker
relative to output per hour worked. Second, the secular decline in hours worked off
the farm further slowed the growth in output per worker relative to output per hour
worked. In the U.S. the decline in average hours worked off the farm was significant,
as indicated on Table 8.2.

8.2 Farmer-Owned Land II—De-industrialization
in the Ottoman Empire*

From Chap. 6, we know that one explanation for the beginning of the Great
Divergence focuses on international trade between the rapidly industrializing
countries of Western Europe, particularly Great Britain, and a “periphery” of slowly
industrializing countries (see, for example, Williamson 2011). Countries in the
periphery had a comparative advantage in making primary products. Expanding
international trade in the nineteenth century caused the relative price of primary
products to increase in the periphery and decrease in Western Europe. As trade
expanded, the change in relative prices caused de-industrialization in the periphery
and accelerated industrialization in Western Europe. According to the theory,
de-industrialization slowed economic growth in the periphery and sped economic
growth in Western Europe, thus contributing to the Great Divergence.

We examine the de-industrialization hypothesis as it applies to the nineteenth
century Ottoman Empire. The Empire experienced an unusually large increase in its
relative price. The relative price of primary products rose 2–2.5 fold in the middle of
the century (Pamuck and Williamson 2011). What impact did the dramatic rise in
relative prices have on industrialization and growth? Would the standard of living
have been higher in the early Turkish Republic of the twentieth century had the
rulers of the Ottoman Empire not opened trade withWestern Europe at the beginning
of the nineteenth century and avoided this rise in the relative price of primary
products?

We answer these questions by constructing a dynamic version of the Specific
Factor Model that captures some of the key features and stylized facts of the Ottoman
Empire.6 The purpose of the exercise is to imagine what the Ottoman Empire might
have looked like if there had not been a dramatic rise in the international price of

6Static versions of the Specific Factors model date back to Jones (1971) and Samuleson (1971). A
dynamic version of the model was first presented by Eaton (1987).
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primary commodities in the middle of the century. In other words, we examine the
quantitative significance of De-Industrialization hypothesis for the Empire.

There are two sectors of production, agriculture and manufacturing. The economy
is open and the relative price of agricultural goods is determined in international
markets. In the agricultural sector, land and labor are used to produce food and
primary products. Older generations of farmers have informal ownership claims on
the land. The adult children of the farmers, along with migrant workers, provide the
farm labor. There is no active market for land. The right to farm the land is passed
from the older generation to the younger generation of farmers as a bequest. In the
manufacturing sector, skilled craftsmen work in informal shops. They rent physical
capital and hire unskilled migrant workers to assist them in production. The relative
size of the rural and urban population is determined by where the migrant workers
are employed. In summary, the model is essentially a dynamic version of the Specific
Factors model that is used to study international trade in developing economies. Here
the specific factors are land in agriculture, and capital and skilled craftsmen in
manufacturing.

We calibrate the model to be consistent with the following stylized facts related to
the Ottoman economy in the period from 1820 to 1920.7

1. Weakly positive growth in per capita real income (less than 1%).
2. Positive population growth (approximately 1%).
3. Increasing real wage in manufacturing units, but falling real wages in agricultural

units during mid-century.
4. Modest urbanization (from 17% to 22%).
5. Dramatic increase in the relative price of primary products in mid-century

(a 2–2.5-fold rise).
6. High interest rates throughout the century (between 10% and 30% annually).

We then compare aggregate growth and the welfare of different groups within the
economy had there been no increase in the international price of primary products.

8.2.1 The Model

The model is an extension of the standard two-period overlapping-generations
model of physical capital accumulation. Young households provide an exogenous
unit of labor to production during the first or working period of their life. The wages
they earn are used for consumption and savings in the form of physical capital
purchases. In the second period, all households retire. They finance retirement
consumption from the physical capital they own and rent to manufacturing firms

7For more details see Mourmouras and Rangazas (2014).
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in exchange for a rental fee. Farmers have a second source of income for retirement
consumption in the form of land rents.

The preferences of all households are identical. Lifetime utility for a household of
generation-t, takes the form

Ut ¼ u1t þ βu2tþ1

where β is the time discount factor that values utility from future consumption
relative to current consumption. The single period utility flows result from the
consumption of both manufacturing and agricultural goods,

uit ¼ χ ln yit þ 1� χð Þ ln oit
where y is the manufacturing good and o is the agricultural good, and χ is a
preference parameter that weighs the utility from consuming the two different goods.

Within each age-cohort, there are three different household types: unskilled
migrant workers that can be used to produce both goods, skilled craftsmen that
produce manufacturing goods, and farmer/landowners that produce agricultural
goods.

8.2.2 Migrants

Migrant workers are mobile across sectors. They provide unskilled labor that is used
in the production of both types of goods, so there is an aggregate labor market for
their services. They are free to work and reside in either the rural area, where they
work as farm hands, or in urban areas, where they work in the shops assisting
craftsman in making manufacturing goods. They receive the same competitive
market wage in either location.

The two single-period budget constraints of migrant workers take the form,

y1t þ pto1t þ st ¼ wtDt ð8:15aÞ
y2tþ1 þ ptþ1o2tþ1 ¼ Rtst, ð8:15bÞ

where p is the internationally determined relative price of agricultural goods, s is
saving via the purchases of physical capital, w is the competitive wage per unit of
effective labor supply in units of the manufacturing goods, D is the exogenous labor
productivity index that determines the effective labor supply associated with one unit
of labor time, and Rt � 1 þ rtþ1 � δ is the total return to one unit of physical capital.
For simplicity, we assume that capital fully depreciates when used in production, so
the rate of depreciation (δ) equals one. This implies the return to capital is completely
determined by the competitive rental rate paid to use capital in manufacturing
production (r).

Note that we assume that the same labor productivity index applies regardless of
where the worker is employed. If the productivity index increases, it is due to
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balanced technological change across the sectors. The technological progress could
be occurring for different reasons in the two sectors (e.g. expanding cultivation of
raw land in agriculture and new types of physical capital used in manufacturing), but
there is no systematic difference in the resulting exogenous growth in worker
productivity across sectors. The economy-wide growth rate in D is denoted by d.

The optimal behavior of the migrant workers is given by the following functions:
y1t ¼ χ

1þβwtDt, pto1t ¼ 1�χ
1þβwtDt, y2tþ1 ¼ χ

1þβ βRtwtDt, ptþ1o2tþ1 ¼ 1�χ
1þβ βRtwtDt,

and st ¼ β
1þβwtDt. These demand functions simply say that present value of

expenditures on goods and assets are a function of wages in manufacturing units.

8.2.3 Craftsmen

Craftsmen individually operate a small manufacturing firm or “shop.” One can
interpret the craftsman as being truly skilled in the sense that they are uniquely
able to operate the shop technology. Alternatively, they may be interpreted as being
no different than the unskilled labor and are simply the lucky recipients of govern-
ment licenses that allow them to operate local monopolies in the urban area. They
supply one unit of untraded labor for which they are compensated with a residual
rent that can be interpreted either as an implicit skilled wage or as monopoly profit.
In addition, the craftsman rent physical capital (k) and hire unskilled migrant labor
(m) in competitive factor markets. The craftsman’s production technology is given
by a Cobb-Douglas production function in capital, unskilled labor, and skilled labor.

yt ¼ k α
t Dtmtð ÞαD1�α�α

t , ð8:16Þ
where α is the output share of the unskilled migrant labor and 1� α� α is the output
share of the skilled craftsman. Labor-augmenting technological progress increases
the productivity of both skilled and unskilled labor.

The craftsman chooses k and m to maximize profit, resulting in the following first
order conditions, that equate the marginal products of these inputs to their competi-
tive factor prices,

αbkα�1
t mtα ¼ rt ð8:17aÞ

αbk α
t m

α�1
t ¼ wt, ð8:17bÞ

where bk is k/D, the “detrended” capital stock. This measure of capital intensity is per
craftsman or per urban shop. It differs from the measure of capital intensity in Sect.
6.1, which is per modern sector worker. It is not natural to define capital intensity per
modern sector worker here because 1� α 6¼ α and the factor price equations do not
simplify in the usual manner by combining k and m. Note also that we can write the
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profit, or income paid to the skilled craftsman, as Dtw
∗
t ¼ Dt

�
1� α� α

�bk α
t mtα, so

that the skill premium is

w∗
t
wt

¼ 1� α� α

α
mt: ð8:17cÞ

Except for the difference in wages, the demand functions of the craftsman are

perfectly analogous to those of the unskilled laborer: y∗1t ¼
χ

1þ β
w∗
t Dt,

pto
∗
1t ¼

1� χ

1þ β
w∗
t Dt, y∗2tþ1 ¼

χ

1þ β
βRtw

∗
t Dt, ptþ1o

∗
2tþ1 ¼

1� χ

1þ β
βRtw

∗
t Dt, and

s∗t ¼ β

1þ β
w∗
t Dt.

8.2.4 Farmers

The farm technology used to produce agricultural goods is

Ot ¼ lαt Dtf tð Þ1�α, ð8:18Þ
where l is the land holdings of an individual farm and f is farm labor. Farm labor in
period t is unskilled and consists of the young, generation-t, members of the farm
family that have informal claims to the use of land, as well as migrant workers that
are landless and hired as farm hands. Both types of labor are paid the unskilled wage,
wtDt.

The rights to farm the land are passed down to generation-t members of the farm
family when they become old in period t þ 1. The old members of the farm family
manage the farm and generate residual income, ptþ1Otþ1 � wtþ1Dtþ1ftþ1, to help
finance retirement consumption. Note that if there is positive population growth, the
individual farm managed by each of the old households becomes smaller than those
managed by the previous generation, because the land holdings are split across all
old family members. This is one reason why there is migration to the city.

To maximize residual income, or land rents, the amount of farm labor hired
satisfies

Ptþ1 1� αð Þ Dtþ1f tþ1

� ��α
lαtþ1 ¼ wtþ1: ð8:19Þ

Using (8.24), we can define rental income from farming as renttþ1 �
αptþ1Otþ1¼ α

1� α
wtþ1Dtþ1f tþ1 ¼ αp1=αtþ1

1� α

wtþ1

� �1�α
α

ltþ1. The present value of the

lifetime income of a farm household can then be written as, wtDt 1þ renttþ1
wtDtRt

h i
. The

demand functions for a farm household are
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~y1t ¼
χ

1þ β
wtDt 1þ renttþ1

wtDtRt

� �
, pt~o1t ¼

1� χ

1þ β
wtDt 1þ renttþ1

wtDtRt

� �
,

~y2tþ1 ¼
χ

1þ β
βRtwtDt 1þ renttþ1

wtDtRt

� �
, ptþ1~o1tþ1 ¼ 1� χ

1þ β
βRtwtDt 1þ renttþ1

wtDtRt

� �
,

and ~st ¼ wtDt
β

1þ β
� 1
1þ β

α

1� α

renttþ1

wtDtRt

� �
:

Note especially that land rent substitutes for retirement income from capital and
thus reduces saving.

8.2.5 Labor Market Equilibrium

The number of young households of our three types are denoted as �Nt (migrant
workers), N∗

t (craftsmen), and ~Nt (farmers). Labor market equilibrium requires that
the demand for workers by craftsmen and farmers (net of young members of the farm
households) must equal the supply of migrant workers looking for work,

N∗
t mt þ ~Nt�1f t � ~Nt ¼ �Nt: ð8:20Þ

Using the fact that lt ¼ L=~Nt�1, where L is the total amount of raw land available for
farming, and (8.17b) and (8.19) to solve for the demand for labor by craftsmen and
farmers, allows us to rewrite (8.20) as

N∗
t

α

wt

bk α
t

� � 1
1�α

þ 1� αð Þpt
wt

� �1
α L

Dt

� �
¼ �Nt þ ~Nt: ð8:21Þ

Note that technological progress reduces the demand for labor by farmers
because, with greater productivity per worker, fewer farm hands are needed to
work the available land. This inverse relationship between technological progress
and the demand for labor does not necessarily hold for craftsmen because, unlike
land, the de-trended capital stock can increase independently from the pace of
technological progress. If the capital stock at least keeps pace with technological
change, the demand for labor in manufacturing will not decrease for a given wage.

Also note that a higher relative price of agricultural goods increases the
demand for farm hands, raising the wage in manufacturing units, and lowers
the demand for labor by the craftsmen. This is one of the ways that higher
agricultural prices causes de-industrialization—it reduces the fraction of the
workforce in the manufacturing sector.
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8.2.6 Capital Market Equilibrium

The supply of capital, acquired for retirement saving by the three household types,
must equal the demand for capital by craftsmen in the next period,

�Ntst þ N∗
t s

∗
t þ ~Nt~st ¼ N∗

tþ1ktþ1: ð8:22Þ
We assume that the population of each type increases at the same rate. The common
population growth factor is n. Using the saving equations for each type, the demand
for labor expressions, and the labor market equilibrium condition, we can derive the
following transition equation for the de-trended capital stock,

bktþ1 ¼ βwt

1þ βð Þ 1þ dð Þn
�Nt

N∗
t

þ w∗
t

wt
þ

~Nt

N∗
t

1� α

1þ βð Þ 1� αð Þ
renttþ1

wtDtRt

� �� �
: ð8:23Þ

The transition equation is similar to the standard ones derived in simpler one
sector overlapping-generations models. Next period’s capital stock per craftsman is
determined by the saving of this period’s young households, whose saving are
fractions of their first period income. Growth in the effective labor supply of
craftsman (determined by d and n) makes it more difficult to raise the capital
intensity at any one shop. These familiar mechanisms are captured by the term
outside of the squared-bracket.

The terms inside the squared brackets appear because there are three different
household types in the model. The first term accounts for the different population
sizes of migrant workers and craftsmen. The second term adjusts for the wage
premium received by craftsmen. The final term results from the lower saving rate
of farmers relative to the other two household types.

An increase in the relative price of agricultural products increases land rents and
reduces the capital stock, other things constant. This is the second type of
de-industrialization effect from higher agricultural prices—it reduces saving and
lowers the capital stock. From (8.21), lowering the capital stock, also serves to
reduce the fraction of the workforce employed in the manufacturing sector.

The solution of the model involves solving simultaneously forbktþ1 and wtþ1 using
(8.21) and (8.28). The Appendix discusses this solution in more detail.

8.2.7 The Urban/Manufacturing Share and Aggregate Output

We will need to keep track of the urban share and the growth in total output in
determining our calibration of the model to the Ottoman economic history. We
define the urban share as the craftsmen plus the workers they hire divided by the total
population,
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urbansharet �
N∗

t þ N∗
t

α
wt

bk α
t

� 	 1
1�α

N∗
t þ �Nt þ ~Nt

: ð8:24Þ

Total output is the sum of the manufacturing goods produced by craftsmen and
agricultural goods produced by farmers,

N∗
t yt þ ~NtptOt ¼ N∗

t Dt
bk α
t

αbk α
t

wt

 ! α
1�α

þ 1� α

wt

� �1�α
α

p1=αt L: ð8:25Þ

Notice in (8.25) that technological change only increases output in the
manufacturing sector. Why is this the case, given that we assume balanced techno-
logical change throughout the economy?

Going back to (8.21), we see that technological progress reduces the demand for
labor in the agricultural sector proportionally. Other things constant, farmers need to
employ a certain quantity of effective labor to profitably produce agricultural goods.
A higher level of technology, increases the productivity of a worker and reduces the
number of workers needed. Thus, technological change frees labor from agriculture
but does not directly increase output.

In the manufacturing sector, technological progress does not necessarily reduce
employment because the demand for labor is also determined by the de-trended
capital stock which, unlike land, can be increased with sufficient saving. So, while
technological progress is balanced throughout the economy, the larger is the
manufacturing sector, the stronger is the effect of technological progress on total
output. What is “special” about the manufacturing sector is that it relies more heavily
on manmade physical capital. This means that technological progress in
manufacturing does not just reduce labor cost, but may also increase output. Thus,
there is mechanism through which de-industrialization, in the sense of a lower
manufacturing share or a lower capital stock, can reduce economic growth.

8.2.8 Calibration

Each period in the model last 20 years and we think of the initial period as 1820. We
set the capital share to the commonly chosen value of 1/3. We set the exogenous
population growth rate to 1% annually based on the estimate from Issawi (1980).
Also from Issawi, we target urban population shares equal to 17% in 1820 and 22%
in 1920. We assume that a constant 10% share of the population is comprised of
craftsmen. This means that the percent of the population that are migrant workers
living and working for the craftsmen in the city begins at 7% and then grows to 12%
by 1920. We targeted an initial interest rate at the beginning of the century of 20% to
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capture the lack of advancement in financial intermediation and the very high interest
rates in the Empire over the century. Given the absence of data, we somewhat
arbitrarily target an initial craftsman skill premium of 1.5. The four targets: initial
and end of century urbanization, initial interest rate, and initial skill premium,
determine β ¼ 0:065, α ¼ 0:21, and the initial values for the de-trended stocks of
land and physical capital.

The exogenous rate of technological progress is set to keep the annual growth in
per capita income between 0.5 and 1% over the century, based on the estimates from
Pamuk (2006). The exogenous rate of technological change was set to 0.3% annu-
ally. The initial value for the international relative price of agriculture goods is one.
In 1840 the relative price rises to 1.5 and then to 2.0 in 1860, after which it is kept
constant.8

Table 8.4 gives the result of the calibrated development of the nineteenth century
Ottoman Empire. The associated annual growth rate in per capita income was 0.78%.
The reported wage rate is w, i.e. the wage de-trended for technological progress.

Clearly the jump in agricultural prices in the middle of the century slowed the
structural transformation. The urban share and the skill premium both declined,
before rising again later in the century. We won’t actually know the full extent of the
slowdown until we compute the counterfactual simulation where we assume there is
no rise in the international price of agricultural goods. Land rents rose and then fell as
agricultural prices stabilized at their higher value and the land per farm fell. The rise
in land rents increased the demand for labor, driving up the wage in manufacturing
units. As we shall see below, the higher wage is the main reason for the slow growth
in urban employment as a share of the population.

Table 8.4 Nineteenth century Ottoman Empire

Time
period

Wage
(manufacturing
units)

Interest rate
(percent)

Urban share
(percent)

Skill
premium

Farmer’s land rent
(manufacturing units)

1820 0.025 20.2 17 1.50 0.64

1840 0.035 15.0 19 1.82 0.92

1860 0.043 14.0 17 1.56 1.21

1880 0.039 12.9 19 2.04 1.16

1900 0.036 12.9 21 2.32 1.11

1920 0.034 12.9 22 2.55 1.07

8We could have chosen a greater rise in the relative price but did not for the following reasons. As
stressed by Quataert (1993), the rural sector, as is typically the case in developing economies,
actually engaged in some informal manufacturing production. This means that the relative price of
rural production did not rise as much as the relative price of food and primary commodities. We
found that, with greater increases in the relative price of rural production, it was difficult to match
the 1920 urbanization target without also assuming greater growth than was consistent with
Pamuk’s findings (growth in per capita of less than one percent). A better way of addressing
these points would be to allow the farmers to produce all types of goods, but we leave this for
future work.
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8.2.9 Counterfactual Simulation

Now we compute the counterfactual development path, assuming the relative price
of agricultural goods remains constant at one throughout the century. The results are
given in Table 8.5. The effect on urbanization is dramatic; instead of 22%, the urban
share hits 38% in 1920. The annual growth rate in per capita income increases
modestly to 0.91% from 0.78% per year. The higher growth rate is due to a rise in
capital intensity and a shift of the labor to the modern production, both of which raise
the impact of exogenous technological progress. The qualitative predictions of the
De-industrialization hypothesis clearly hold.

However, there are distributional effects that make it unclear whether the majority
of the population was in fact hurt by the rise in agricultural prices. There is a
dramatic rise in the skill premium in the counterfactual simulation, indicating that
the craftsmen would have been much better off if the price rise had not occurred.
Farmers/landowners would have seen a decline in land rents rather than the rising
rents that they actually experienced. In addition, migrant workers would have seen a
decline in their real wage in manufacturing units rather than the significant rise we
see in Table 8.4. On the other hand, migrant workers would not have confronted the
higher price of agricultural goods. To draw clear conclusions, we need a more
complete metric for the overall welfare effects.

To compare the welfare effects associated with the growth paths from Tables 8.4
and 8.5, we compute the value function for each household type.

Migrants

V M
t ¼ Γt þ 1þ βð Þ lnwt þ β lnRt � 1� χð Þ ln pt þ β ln ptþ1

� �
Craftsmen

V C
t ¼ Γt þ 1þ βð Þ lnw∗

t þ β lnRt � 1� χð Þ ln pt þ β ln ptþ1

� �

Table 8.5 Counterfactual Ottoman Empire (constant p)

Tint
period

Wage
(manufacturing
units)

Interest rate
(percent)

Urban share
(percent)

Skill
premium

Land rent (per
farmer)

1820 0.025 20.2 17 1.50 0.64

1840 0.024 13.9 27 3.64 0.57

1860 0.023 13.4 30 4.35 0.54

1880 0.021 13.3 33 4.86 0.51

1900 0.02 13.4 35 5.37 0.49

1920 0.0 18 13.5 38 5.92 0.46
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Farmers

V F
t ¼ Γt þ 1þ βð Þ lnwt þ β lnRt � 1� χð Þ ln pt þ β ln ptþ1

� �
þ 1þ βð Þ ln 1þ renttþ1

wtDtRt

� �
:

The expression Γt is comprised of parameters and exogenous variables that are
independent of the endogenous variables along the growth path. The welfare effects
are obviously going to depend on the fraction of budget spent on food, 1 � χ. In a
developing economy the food share will be high. We compute the welfare difference
between the counterfactual case and the historical simulation for 1 � χ set to ¾.

Table 8.6 reports the lifetime welfare effects for each generation of our three
household types. There are small differences in the return to capital across the
historical and counterfactual simulations, so the small resulting differences in wel-
fare due to changes in the return to capital will be ignored in our discussion.

For the initial generation of migrants and craftsmen, eliminating the price-rise
makes them better off. The price increase did not begin until 1840 and so did not
affect the wages of the young workers in 1820. However, the higher price of food
lowers purchasing power for these households when they are old and lowers their
lifetime welfare. The older farmers received more than enough additional land
rents in 1840 to cover the higher price of food, so they would be worse off had the
price rise been eliminated. Not surprisingly, all generations of craftsmen are
made better-off, and all generations of farmers worse-off, when eliminating the
relative price increase.

Starting in 1840, eliminating the rise in prices also affects wages. Wages would
have been lower if the strong demand for labor by the agricultural sector was
eliminated. The main result from Table 8.6 is that, starting in 1840, migrant workers
would have been worse off had the international price of food not risen. The rise in
their wages was enough to offset the rise in the price of food, even when assuming
that 75% of their expenditures were on food. This is because without the rise in p, the
de-trended wage in manufacturing units would have fallen by 29% instead of rising
by 33%. By century’s end, wages were 86% higher with the rise in p than without
it. This is more than enough to compensate for the rise in p.

After 1840, only craftsman would have benefited, had the Empire not been
exposed to the price rise in international markets. Skilled wages, or monopoly
rents, would have been much higher had the relative price not turned so dramatically

Table 8.6 Welfare effects
from counterfactually
eliminating the rise in p

Time period Migrants Craftsmen Farmer/landowners

1820 0.0073 0.0073 �0.0422

1840 �0.0587 0.6794 �0.119

1860 �0.1191 0.973 �0.1616

1880 �0.1157 0.8088 �0.1616

1900 �0.1066 0.7918 �0.1595
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against the goods that craftsmen produced. Thus, while economic growth would
have been somewhat higher had the relative price rise not occurred, only a very small
fraction of the society would have benefited.

This conclusion ignores the negative effects of an increase in the volatility of
relative prices, “terms-of-trade,” due to opening the economy. Blattman et al. (2007)
find that opening the economy increased volatility for developing economies in the
19th and early 20th centuries. They also estimate that an increase in terms-of-trade
volatility is associated with slower growth in per capita income. Increased volatility
can also reduce welfare directly. A more complete analysis of opening the economy
should include the potentially important effects of increased volatility in the terms-
of-trade, as we discuss in the next section.

8.3 Other Theories of Trade and Growth

In Sect. 8.2 we have seen that international trade may lower growth in developing
countries that have a comparative in traditional agricultural production. In this
section we discuss some other arguments suggesting that trade may lower growth.

8.3.1 Reduced Incentives for Human Capital Investment

A closely complimentary theory about how trade may lower growth in developing
countries is offered by Galor and Mountford (2006, 2008). They argue that higher
relative prices in the traditional sector will lower the demand for skilled labor and
reduce human capital accumulation. In our formal model, primarily for simplicity,
the evolution of human capital is independent of the structural transformation. This
is because we have exclusively emphasized how the reliance of families on child
labor affects their willingness to educate children.

A second consideration involved in the decision to educate children is the relative
wage paid to skilled labor versus unskilled labor. To analyze this situation, skilled
and unskilled labor must be treated as distinct inputs in production. In our model,
units of human capital are perfect substitutes, known as “efficiency units,”—it
simply takes more units of unskilled labor to do what a skilled worker can
do. Alternatively, skilled labor could be an important input in the modern sector,
while unskilled labor suffices for traditional sector production. If this is true then an
increase in the relative price of traditional sector goods lowers the relative demand
for skilled labor and lowers the incentive to attend school. This argument is overly
strong because there is evidence that schooling increases farmers’ productivity even
in traditional settings. However, the relative return to schooling may nevertheless be
higher in the modern sector and the argument will go through more generally.
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8.3.2 Efficiency Advantages and External Effects from Urbanization

It is often assumed that there is a productivity advantage of producing manufacturing
goods in urban locations rather than producing primary commodities in rural
locations (e.g. Williamson 2011, p. 49). The ideas underlying this assumption
include the possibility that (1) technological change occurs more rapidly in
manufacturing than in agriculture, (2) greater manufacturing production generates
economies of scale, and (3) urbanization creates economic externalities and
spillovers.

It is quite difficult to directly detect a productivity advantage simply by looking at
data across sectors. In the U.S. and Europe, the productivity advantage of urban
manufacturing certainly did not show up as large differences in hourly labor
productivity of agricultural and nonagricultural workers during the nineteenth cen-
tury. Measures of productivity and wage gaps per hour worked were quite small, less
than 25%, even without adjusting for differences in education per worker. As
discussed in Chap. 7, some researchers also find small hourly productivity gaps in
current developing countries, adjusted for human capital differences.

Of course, sector-wage differences will motivate labor flows that limit the size of
the wage gaps. Small gaps in productivity and wages may be consistent with large
advantages of urban manufacturing that cause labor to consistently flow toward
cities. Thus, the productivity advantages of producing manufacturing goods in an
urban setting may not show up as large or rising wage gaps, but rather as increasing
labor shares.

In most countries there is a steady increase in the fraction of the workforce in
urban manufacturing as economic growth takes place. However, this observation
alone also fails to imply the presence of urban manufacturing productivity
advantages like the ones mentioned above. If the rural population is increasing, a
movement of labor to the city is necessary to offset a declining marginal productivity
of rural labor as the labor-land ratio grows. This force for urbanization simply results
from the fact that manmade physical capital can be more easily expanded to
accommodate a larger workforce than can land.

Others point to the time series correlation between average worker productivity
and urbanization as a country grows, but again the causation is far from clear.
Henderson (2003) finds “little support for the idea that urbanization per se drives
growth.” Rather he argues that “urbanization is a “by-product” of the move out of
agriculture and the effective development of a modern manufacturing sector, as
economic development proceeds, rather than a growth stimulus.” In other words,
there are fundamental changes that cause both manufacturing and growth to
increase, such as balanced technological change across all sectors or increased
capital formation, that do not imply any causal feedback effect from urbanization
to aggregate growth. In fact, we saw this in Sect. 8.2. Uniquely rapid growth in
manufacturing technologies and endogenous external effects from urbanization are
not necessary to explain the time series correlation between growth and urbanization.
We discuss the link between urbanization and growth further in Chap. 10.
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8.3.3 Power of Anti-growth Landowners

There is a political economy argument that links urbanization to growth. The idea is
that in the early stages of development large landowners are often politically
influential. Their objective is to maximize land rents from traditional agricultural
production. Land rents are high when the supply of labor is plentiful and cheap.
Landowners are against policies that increase the demand for labor in other sectors
and wages throughout the economy. Thus, landowners will oppose policies that
promote physical and human capital formation that impact worker productivity more
in manufacturing than in traditional agriculture. The greater is the relative size of the
urban population, the more interest there is in promoting capital formation and the
more likely the interest of the large landowners can be defeated, setting the stage for
more pro-growth policies. We provide an example of how the influence of
landowners can affect policy in Sect. 8.4.

8.3.4 Volatility and Growth

There is a literature relating short-run volatility to long-run average growth rates.
The studies consistently show greater volatility is associated with lower average
growth rates (see the review in Cavalcanti et al. 2012). As mentioned in Sect. 8.2,
one important source of volatility is the variation in a country’s terms of trade.
Blattman et al. (2007) provide evidence that terms of trade volatility was associated
with lower growth rates in the 1870–1939 period.

Arbatli (2016) conducts a careful study of the region perhaps most affected by the
opening of trade in the nineteenth century—Ottoman Turkey. Pamuk and
Williamson (2011) conclude that the Ottoman Empire underwent the greatest change
in the terms-of-trade of all the states experiencing expanded trade during the century,
including countries such as China and India. The trend changes in the terms-of-trade
were large but so was the change in volatility about the trend. The coefficient of
variation for the terms of trade (a measure of variation relative to the mean) more
than doubled. Arbatli concludes that the increase in volatility was a more important
detriment to growth than the rise in the average relative price of non-manufacturing
goods—the p from Sect. 8.2. He estimates that Ottoman growth could have been 0.7
percentage points faster if volatility was half its actual value from 1800 to 1870.

In addition to terms-of-trade volatility, openness can increase output volatility. A
recent study by Haddard et al. (2012) finds that modern day developing economies
that are more open experience more volatility in total production. Much of the
increased volatility is generated by increased export concentration. They find that
openness and export concentration interact to create greater volatility in production.
So, export concentration has a larger impact on aggregate volatility the larger is the
country’s trade share (export plus imports divided by GDP).
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8.4 Large Landowners—Growth and Endogenous Fiscal Policy

Now we suppose that there are two rather different private sector household types—
workers and large landowners. The workers might farm land, but they do not own
the land. The main motivation for this setup is that large landowners are viewed as
having an important impact on the political economy of many developing countries,
as mentioned in Sect. 8.3. Landowners derive their income from land rents and thus
seek to establish and maintain conditions where land rents are high. This motivation
comes in conflict with economic progress that raises wages and the cost of labor, so
large land owners tend to support policies that stifle economic growth. In this
section, we focus on landowner support for fiscal policies that serve their interest.

The dual economy approach also allows us to examine the connection between
development and the size of government. Several studies have found a strong
negative correlation between the relative size of the agricultural sector and the
relative size of government, other things constant (Burgess and Stern 1993;
Peltzman 1980; Stotsky and WoldeMarian 1997; Tanzi 1991). In fact, the studies
find that the relative size of the agricultural sector is more closely correlated with the
relative size of government than are other indicators of development, such as income
per capita. One reason for this negative correlation is that the traditional sector
generates unrecorded sales and income that are relatively difficult to tax.

The political influence of large landowners is one factor that keeps both the
modern sector and the size of government small. There is a growing literature
suggesting that land inequality may hamper growth. The survey by Erickson and
Vollrath (2004) mentions general mechanisms for the negative effects of land
inequality that work through institutions, influence over agricultural policy, credit
market development, and support for public schooling. A common feature of the
mechanisms is the attempt by politically powerful landowners to maintain a low-cost
work force in agriculture by limiting the options of workers outside of agriculture
(see Burgress and Stern 1993 for some specific examples from Latin America).

We argue that an additional way that landowners might maintain a low-cost work
force is to support high tax rates on labor and capital. If incomes are easier to identify
and tax in urban manufacturing, then a high tax-rate environment will favor the
agricultural sector. As workers avoid high tax rates by supplying labor to agriculture,
the wage rates in agriculture will be driven down to the benefit of landowners. Thus,
landowner support for high tax rates will reduce the modern sector, the tax base, and
the size of government.

8.4.1 Households

We continue to assume that all households have the same preferences,

Ut ¼ ln c1t þ β ln c2tþ1: ð8:26Þ
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Households supply one total unit of labor with no explicit labor/leisure choice. There
is no land market and landowners pass their land holdings to their children but derive
no explicit utility from doing so.

All working households are now landless and derive their income from supplying
labor to both the modern and traditional sectors during the first period of their lives,
so they can move across sectors to work without cost. They retire in the second
period. Their only source of lifetime income is ωt, after-tax wage income. For
simplicity, we assume the government is completely unable to tax wages earned in
the traditional sector. All results go through with a partial ability to tax the traditional
sector. After-tax wage income is the sum of after-tax wages earned by workers in
each sector, ωt ¼ πt 1� τtð Þwt þ 1� πtð Þ~wt, where π is the fraction of work effort
supplied to the modern sector.

If both sectors are to operate, workers must be indifferent about where they work.
This means that after-tax wages must be equalized across sectors, 1� τtð Þwt ¼ ~wt.
Thus, we have a wage gap in before-taxwages, resulting from taxation in the modern
sector only.

Landowners have the same preferences as workers. In this section we assume the
landowners derive first period income from the residual income generated by
traditional production. This income may be interpreted as a combination of land
rents and compensation for the landowner’s work time. Land is then passed to the
next generation inter vivos at the end of the first period. This timing of the land
transfers allows us to bypass the effect of inheritance on the landowners saving rate
because it is no longer a source of retirement income.

The landowners lifetime income is then Ot � ~wtf t, where f refers to the demand
for farm labor. Using the first order condition for the labor demand that maximizes
residual income, allows us to write landowner lifetime income as

ρOt ¼ ρ~wtf t
1� ρ

: ð8:27Þ

The demand for labor is given by a new version of (8.8b),

f t ¼
1� ρð Þ

1� τtð Þwt

� �1
ρ

lt: ð8:28Þ

Note that, if we define the number of landowners as ~Nt, then ~Ntf t ¼ 1� πtð ÞNt,
where N continues to denote the total number of young working households. So, the
fraction of the work force in the modern sector is

πt ¼ 1� L

Nt

1� ρ

1� τtð Þwt

� �1
ρ

:
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8.4.2 Open Economy

For simplicity, as in the later portions of Chaps. 2, 3, and 5, we assume that the
economy is open to international capital flows. This assumption forces the domestic
rate of return to capital to equal the exogenous world rental rate, rt ¼ r∗. The
modern sector is as described in Sect. 8.1. The capital-labor ratio in the modern
sector is therefore also fixed (see 8.2b) at a value we call k∗, causing the before-tax
wage in the modern sector to be fixed at w∗(see 8.2a). This means the welfare of all
households is completely driven by the wage tax. In addition, the total capital stock
of the country will vary with the size of the modern sector as defined by πt because
Kt ¼ k∗πtNt. Policies that reduce labor in the modern sector will cause the economy
to lose physical capital or de-industrialize.9

8.4.3 Government Policy

We take the same “reduced-form” approach to the formation of policy that was
introduced in Chap. 3. We model the government as any other economic agent—by
specifying its preferences, constraints, and objectives. There is no deep model of the
politics that determine how the government is chosen and how its policies are
influenced by voters and interest groups. Instead we take as given the politics of a
country which determine the “reduced-form” preference parameters that dictate the
government’s concern with the welfare of the general population, of different
household-types, and of the households that make up the government itself.

Government officials have preferences defined over their own consumption and
the welfare of the two private-sector household types, based on their political
influence.

The government officials retire in the second period just as the private agents.
Their first period wages are financed by taxes on the wages of the private sector
workers. The single period government budget constraint is wg

t N
g
t ¼ τtwtπtNt,

where all government consumption is in the form of wages paid to the officials
and where N g

t is the number of government officials. The number of government
officials is an exogenous fraction of the total population.

The preferences that determine government policy are given by the function,
ϕgV g

t þ ϕVt þ eϕ ~V t, where ϕ
g, ϕ and eϕ are constant preference parameters that are

9Taxing the return to capital, in addition, to wages would not alter the results much. In an open
economy, the after-tax return to capital must remain equal to the after-tax world interest rate. Thus,
country specific taxes cannot alter the after-tax return. However, higher taxes on capital in a given
country will reduce that country’s capital-labor ratio. Thus, taxing capital in an open economy will
be entirely shifted to labor by lowering before-tax wages. The primary difference between an
income tax and a wage tax is that the economy reduces its capital-labor ratio as well as its total
capital stock. See Problem 12.
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determined by the political power of the three agents and the V functions are the
indirect utility functions of each type. We think of the government’s preference
parameters as functions of exogenous political institutions and the de facto political
power of the private sector households. Countries with less democratic institutions,
and fewer “constraints on the executive,” will tend to have governments that place
less weight on the welfare of the private sectors households as a whole (low values
for both ϕ and eϕ ), or perhaps that give disproportionate influence to wealthy
landowners (a high value for eϕ and a low value for ϕ).

The indirect utility functions of the households can be written out as

Vt ¼ E þ 1þ βð Þ ln 1� τtð Þ ð8:29aÞ

~V t ¼ ~E � 1þ βð Þ 1� ρ

ρ
ln 1� τtð Þ ð8:29bÞ

V g
t ¼ Eg þ 1þ βð Þ ln τt þ ln πtð Þ, ð8:29cÞ

where the upper-case E-expressions on the right-hand-side of each equation contain
exogenous constants that will not affect the policy choice. The tax rate lowers the
welfare of workers by lowering the after-tax wage in the modern sector and the
before-tax wage in the traditional sector. Landowners prefer a high wage tax because
it lowers the cost of labor and increases total land rents. The government officials
also benefit from a high tax, although they must consider that a higher tax rate lowers
the tax base—i.e. the total wage bill in the modern sector.

Using (8.29a, 8.29b, 8.29c) and the equilibrium condition for the labor share,
determined from (8.28), the first order condition for the optimal tax rate is

ϕg

τt
¼ 1

1� τtð Þ ϕg 1� πt
ρπt

� �
þ ϕ� 1� ρ

ρ
eϕ
 �

, ð8:30Þ

which is sketched in Fig. 8.1.
The left-hand-side of (8.30) is the decreasing marginal benefit of taxation that

stems from the marginal utility of consumption by government officials whose
salaries are financed by the tax revenue. The right-hand-side of (8.30) is the
increasing marginal cost of taxation, comprised of three distinct terms. The first
term captures the effect of raising the tax rate on the tax base. A higher tax rate
shrinks the taxable wage bill in the modern sector as workers move to the traditional
sector to avoid taxation. If there was no weight placed on the welfare of private
sector households (ϕ ¼ ϕ ¼ 0), the government would maximize the tax revenue
collected by equating the left-hand-side to the first term on the right-hand side

The second term on the right-hand-side captures the marginal cost of taxation to
working households resulting from a reduction in their after-tax wage. The third
term, reduces the marginal cost of taxation, because it represents the gain to
landowners from the fall in traditional sector wages when the tax rate is increased.
If the sum of these last two terms is positive, the optimal tax will be less than the tax
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rate that maximize tax revenue because of the net welfare loss that taxes inflict on the
private sector. However, with sufficiently powerful landowners the net welfare effect
of taxation on the private sector could be positive. In this case, the tax rate would
exceed the revenue maximizing level.

There are two important general points demonstrated by (8.30). First, the greater
the political influence of landowners (higher eϕ), the higher is the tax rate. A higher
tax rate lowers wages, the size of the modern sector, and the economy’s capital stock.
Powerful landowners prevent industrialization of the economy at the expense of
working households.10

Second, exogenous factors that cause the size of the modern sector to grow,
i.e. that cause πt to increase for a given tax rate, lower the marginal cost of taxation
and cause the optimal tax rate to increase. The intuition is that the marginal loss in
the tax base, as the tax rate rises, is smaller and less valuable, the larger is the total
tax base. Thus, tax rates will tend to increase, other things constant, as economies
grow and modernize. This result helps explain Wagner’s Law, the observation that
the relative size of government increases with development.11 Some evidence for
Wagner’s Law is provided below in Table 8.7.

Fig. 8.1 Optimal tax rate

10Galor et al. (2009) provide a theory and supporting evidence that larger landowners have acted to
slow the accumulation of human capital for similar reasons.
11Our analysis ignores the growth in the size of government due to the growth in social transfers.
This reason for the growth in government tends to occur in later stages of development as countries
become more democratic. See Lindert (2004) for a thorough discussion of the connection between
democracy and government size.
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The rise in the relative size of the government over the course of development is
associated with constant or rising economic growth rates. We have seen that taxation
can reduce private capital accumulation. What explains this apparent paradox? The
answer is that the government uses some fraction of rising tax revenue to invest in
public education, public health, and infrastructure, as we saw in Chap. 3. As the
structural transformation generates a relatively larger government, there need not be
a drag on growth if the government uses a sufficiently high fraction of the tax revnue
on investment. Mourmouras and Rangazas (2009b) discussed these points in detail.

8.5 Conclusion

In this chapter we see that the structural transformation expands hours worked per
worker because workers are constrained to work significantly fewer hours per year in
the traditional agricultural sector. Agricultural workers are willing to accept this
constraint because they are compensated by the rents they receive from the land they
inherit from their parents. The structural transformation has ambiguous effects on
physical capital per worker. Migration out of the traditional sector has two opposing
effects on capital intensity; saving rates rise but the number of workers that must be
supplied with capital in the modern sector also rises.

In the U.S. we find the structural transformation in the nineteenth century did not
have a significant impact on capital intensity but did significantly expand hours
worked per worker. This resulted in a much larger increase in output per worker than
in output per hour worked.

We also examined the extent to which international trade “de-industrialized” the
Ottomon Empire in the nineteenth century. We find that the sharp rise in the relative
price of agricultural products did significantly slow the migration of labor into the
urban manufacturing sector. There was also a small negative impact on labor
productivity per hour worked. As in the case of the U.S., the pace of structural

Table 8.7 Government in developed and developing countries

Government
purchases (% of
GDP)

Capital income tax rate
(maximum statutory rate)

Personal income tax rate
(maximum statutory rate)

Developed
countries
(1990s)

18.9 29.6 42.8

Developing
countries
(1990s)

14.2 26.7 34.7

Developing
countries
(1870)

4.6 n.a. n.a

Sources: Government purchase share for 1990 from Jha (2007. Table 9). Government purchase
share for 18 70 from Tanzi and Schuknecht (2000. Table II.l). Tax rates for 1996–2001 ate from
Gordon and Li (2005)
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transformation is not closely related to the growth in capital intensity.
De-industrialization did not cause significant changes in capital intensity. In addi-
tion, we showed that it is possible for the vast majority of the population to have
benefited from the rise in the relative price of agricultural goods. Incorporation of the
effect of greater volatility in the term-of-trade is needed to provide a more conclusive
assessment.

While the results from this chapter suggest a weak connection between private
capital accumulation and the structural transformation, there is an important connec-
tion to public capital accumulation. Factors that reduce the size of the traditional
sector increase the government ability to raise tax revenue. The rise in tax revenue
increases the funding for expanding public investment projects in countries with
pro-growth governments.

8.6 Exercises

Questions

1. Explain how landed and landless households might differ in terms of
(a) preferences, (b) constraints, and (c) behavior.

2. How does the structural transformation affect physical capital accumulation
when many smaller farmers own land? Compare the theory of capital formation
in Sect. 8.1 to that in Chap. 4 where land markets are assumed to be perfectly
competitive.

3. Explain why the structural transformation affects labor productivity growth
differently depending on whether it is measured per hour or per worker. How
does U.S. economic growth indicate that this distinction is important?

4. Describe the three types of households in Sect. 8.2. What is the motivation for
introducing these particular household types?

5. In the model in Sect. 8.2, explain why it is possible to interpret the income of the
craftsmen as either the “skilled-worker’s wage” or as “monopoly profit.” Under
what condition is the craftsman’s income greater than the wage of the migrant
worker?

6. Explain two ways in which international trade might “de-industrialize” an
economy. Based on the analysis in Sect. 8.2, did international trade “de-indus-
trialize” the Ottoman Empire in the nineteenth century?

7. Thinking about Table 8.4. (a) Use (8.21) to explain why wages in manufacturing
units rise and then fall (b) Use (8.17a) to explain why the decline in interest rates
implies the de-trended capital stock per craftsman must rise (c) Use (8.17c) to
explain the time path of the skill premium (d) Why does a farmer’s land rent rise
and then fall?

8. Based on the analysis in Sect. 8.2, how did international trade alter growth and
economic welfare in the Ottoman Empire over the nineteenth century?

9. Discuss alternative theories of how international trade affects economic growth.
Do these theories compliment or compete with the theory in this chapter?
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10. Is encouraging developing economies to open their economies a good idea?
Base your answer on the analysis from this chapter and Chap. 5.

11. How are each of the three households in 8.3 affected by wage taxation?
12. Explain how powerful landowners can slow the structural transformation

through their influence of tax policy.
13. Give two explanations for Wagner’s Law.
14. Use Fig. 8.1 to explain your answers to questions 12 and 13.
15. How does an increase the political power of the government officials affect tax

policy? Careful—this is a bit harder than it appears.
16. Use the models of this Chapter G9 and G12.

Problems

1. Derive and interpret the saving function of a young household that eventually
inherits the family farm as in (8.8a).

2. Derive the indirect utility functions of landed and landless households and use
them to derive (8.9). Show that Ωtþ1 is decreasing in ~z.

3. Show that (8.9) can be written as a function of πt. So given kt and Nt, one can use
(8.9) to solve for the split of the population across sectors.

4. Derive the transition equation for physical capital intensity in 8.1. Carefully
explain how one could simulate the transition path of the economy during the
structural transformation.

5. Derive the labor-market equilibrium condition from Sect. 8.2. How does tech-
nological change affect the demand for labor, other things constant?

6. Derive the expression for total output from Sect. 8.2. Why does the impact of
technological change on output depend on the fraction of the work force in the
modern sector?

7. In the Appendix we claim that an increase in the supply of unskilled labor (�Ntþ1+
~Ntþ1) lowers the present value of land rents relative to wages and raises saving.

To see this first show that renttþ1=wtDtRt ¼ α
1�α

1þdð Þf tþ1
wt

wtþ1
Rt
. Next, use (8.17a,

8.17b, 8.17c) and (8.20) to show
wtþ1

Rtþ1
¼ wtþ1

rtþ1
¼ α

α

N∗
tþ1�

~Ntþ1 þ �Ntþ1
�� ~Ntf tþ1

.

8. Use the information in Tables 8.4 and 8.5 to compute the value of χ that would
make each generation of migrant workers indifferent about the rise in the
relative price of the agricultural good. Why is it valid to use the same values
computed in Tables 8.4 and 8.5, when considering different values of χ?

9. Derive the indirect utility function for each household in 8.4.
10. Show that dπtdτt

¼ �1
ρ

1�πt
1�τt

. So the marginal decline in the modern sector tax base is

smaller the larger is the tax base.
11. Derive the equation determining the optimal wage tax rate in Sect. 8.4.
12. Suppose that instead of a wage tax, the government imposes an income tax that

taxes both wages and the return to capital, rt. Redo the analysis in Sect. 8.4 under
the income tax.
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Appendix

Here are a few notes about solving for the dynamic path of the model from Sect. 8.2.
The transition equation given by (8.23) can be written out in terms of wages and
capital intensity,

bktþ1

¼ βwt

1þ βð Þ 1þ dð Þn

�Nt þ ~Nt

N∗
t

þ 1� α� α

α

αbk α
t

wt

 ! 1
1�α

1þ 1
1þ β

α

1� α

1�αð Þptþ1
wtþ1

� 	1=α
L=Dtþ1ð Þ

�Ntþ1 þ ~Ntþ1 � 1�αð Þptþ1

wtþ1

� 	1=α
L=Dtþ1ð Þ

2666666664

3777777775
:

ð8:23Þ
Given an initial value forbkt, one can use (8.21) to solve for wt. Next, given the values
for bkt and wt, use (8.21), updated one period, and (8.23) to solve simultaneously forbktþ1 and wtþ1.

It is important to note from (8.21) and (8.23), that the split of the population
across migrant workers and farmers does not affect the equilibrium determination of
the capital stock or wages (�Nt and ~Nt only appear together as a sum). In the numerator
of (8.23), the farmers and migrants can be aggregated because they receive the same
wage. In the denominator, the supply of farmers and migrants minus the farm
demand for labor determines the equilibrium employment of unskilled labor in the
urban sector (see 8.21). More unskilled labor in the urban sector lowers the capital to
unskilled labor ratio and the wage-interest rate ratio (see 8.17a, 8.17b, 8.17c). A
lower wage-interest rate ratio lowers the present value of land rents relative to wages,
thereby increasing the saving of farmers and capital formation (see Problem 7 for
more details).

The fact that �Nt and ~Nt only appear together as a sum is important because
ownership claims on land in the early stages of development are unclear and it is
difficult to determine what fraction of the population were migrant workers and
what fraction earned some land rent. In addition, note that the capital stock and
factor prices can be determined independently of the composition of output
between manufacturing and agricultural goods (i.e. 8.21, 8.22, and 8.23) are
independent of χ).
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A Complete Dual Economy 9

In this chapter we combine the main features from previous chapters into a complete
dual economy model. The model includes physical and human capital, fertility, wage
gaps, and technological change. We then examine the ability of the model to
replicate key features of the economic growth observed in real world economies.

In order to include all the features together in one model, we introduce one
simplification. In several of the applications of the two sector model from
Chaps. 6, 7, and 8, we interpreted the traditional sector as specializing in agricultural
production and the modern sector as specializing in manufacturing production. This
interpretation seems quite natural and useful for some purposes, but in this chapter
we argue for use of the one-good interpretation of the dual economy. We continue to
assume that sectors are distinct because the traditional sector’s production is depen-
dent on land and natural resources, while the modern sector’s production is capital
intensive. In addition, traditional production is conducted by families in a localized
and specialized manner, while modern sector production is carried out in factories
using general methods.

The family, and not the firm, was the predominant center for production in the
United States during the nineteenth century (Ruggles 2001; Carter et al. 2003). The
family was a multigenerational producer with assets and management provided by
older generations and labor provided by younger generations. Goods were produced
not only for home consumption but to sell and trade in the market as well. Moreover,
family production was not limited to agricultural products. Manufacturing goods
such as leather products, flour, furniture, tools and services such as retail sales were
also provided informally.1

The quantitative importance of the multigenerational family producer was
striking. Ruggles (2001) provides data from the middle of the nineteenth century

1Across today’s developing countries, high percentages of the poor operate small businesses: 50%
for urban poor and 25–98% for rural poor (Banerjee and Duflo 2011, p. 135). La Porta and Schleifer
(2014) estimate the informal sector accounts for 30–40% of economic activity in poor countries and
an even higher share of employment.
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United States, showing that 80% of the elderly lived with their adult children. He
further demonstrates that the property was owned by the elderly and that the children
remained at home to provide the labor needed for production. Family-based produc-
tion was so prevalent that only about 45% of prime-aged white males were employed
in wage and salary jobs.

Land inheritance was certainly an important consideration binding young
workers to family production but it was not the only consideration. Young workers
also inherited specific skills, local knowledge of productive factors, and business
relations based on trust and familiarity with the family. In short, children inherited
not only land, but an entire family production technology that was passed down from
working with their parents. The following quote from Ruggles (2005, p. 11), again
regarding the United States in the nineteenth century, attests to historical relevance
of this mechanism, even outside of agriculture.

In the nineteenth century, the bulk of men in the high-status occupations were proprietors of
one sort or another. Many of these people inherited their businesses from their fathers. To a
lesser extent, that was true in mid-status jobs as well; among the common titles in that
category were bakers, brickmasons, cabinet-makers, carpenters, and shoemakers, who
typically had their own shops in that period. Many craftsmen inherited their occupations
from their fathers, and a son who lived with his parents was no doubt more likely to inherit.
Sales clerks had especially high rates of co-residence in the nineteenth century; many of
them probably worked in their fathers’ stores with the expectation of eventual inheritance.

Similar views on the nature of traditional production are common. Quataert
(1993, p. 2), in his detailed study of rural manufacturing in the nineteenth century
Ottoman Empire, makes a strong case for the idea that traditional production
generally involved a mix of production activities.

We now know from studies of the American, British, German, Chinese, and other economies
that manufacturing often is an integral, variously important, part of agrarian life. Agrarian
economies commonly were mixed and rural families engaged in both agriculture and
manufacturing, both for subsistence and commercial purposes.

Ranis and Fei (1961, p. 534), among the original founders of the dual economy
approach, used the two-good interpretation in their work. However, they recognized
it was not entirely accurate.

We wish to underscore the absence of any necessary one-to-one relationship between the
subsistence sector and agriculture, or between the capitalistic sector and industry in most
less-developed economies. The existence of substantial islands of commercialized produc-
tion in the primary sector and of sizable subsistence enclaves in the small-scale and service
industries does not, however, bar Lewis, or us, from using this short-hand terminology.

La Porta and Schleifer (2014) find evidence of an informal sector in the produc-
tion ofmost goods. They argue that the informal sector in developing countries today
is best interpreted as the traditional sector in dual economy models. They document
large wage gaps between the informal sector and the more capital-intensive formal
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sector. An expansion in the formal sector, due to physical and human capital
accumulation, gradually pulls labor out of the informal sector over time. This is
the same mechanism we focus on in this chapter.

With the broader interpretation of the dual economy, the assumption that land
markets do not exist is no longer as critical to the analysis because specific skills,
along with local knowledge and business relationships, are sufficient to bind children
to the traditional technology. This makes it easier to understand why informal
agreements are made to include intergenerational transfers of land and other assets,
even in the presence of land markets. Land is more valuable if kept within the family
because its productivity is tied to the other features of the specific traditional
technology that children learn while working for their parents.

We ignore land and use the one-good model to study the sources and patterns of
long-run growth, as well as the connection of growth with other features of the
economy. Section 9.1 presents the model. Section 9.2 calibrates the model and them
simulates long-run transitional growth paths. Section 9.3 compares the general
features of the growth simulations to historical and more recent data from developing
countries. Section 9.4 presents a case study of the South Korean Growth Miracle.
Section 9.5 discusses ways that the modeling of human capital can be expanded to
explain more of a developing economy’s transitional growth. Section 9.6 reports the
empirical evidence regarding convergence of poor to rich countries. Section 9.7 adds
to our ongoing discussion of the interaction between politics and the dual economy.
Section 9.8 offers an introduction to three sector models of the structural transfor-
mation needed to study issues associated with the later development of rich
countries. Section 9.9 provides a conclusion.

9.1 The Dual Economy

The model in this chapter shares elements from all previous chapters. As in Chaps. 4,
5, and 7 households choose how many children to have and how much time the
children spend in school rather than work. As in Chap. 6, there are two sectors with
two different technologies. As in Chaps. 7 and 8, there are features that distinguish
the traditional and modern sectors that go beyond the technologies used. First, by
working for the family in the traditional sector, assets are inherited (the family
technology or specific human capital) that allows one to manage family production
in the second or “retirement” period of adult life. Second, when young, working in
the traditional sector constrains work opportunities. Specifically, there are limits to
how many hours one can work over the course of the year because of physical
demands of the work, seasonal constraints of the weather, or because of the lack of
modern features of the technology used such as electricity. As in Chaps. 2, 6, and 8,
we include physical capital accumulation and, in particular, how it is influenced by
the structural transformation.
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9.1.1 Production Technologies and Factor Prices

Producers in the modern sector are neoclassical firms that use the standard Cobb-
Douglas production function

Yt ¼ AK α
t Htð Þ1�α, ð9:1Þ

where Y denotes output, K is the physical capital stock, H is the effective labor
employed in the modern sector and α is the capital share parameter.

The firms operate in perfectly competitive markets for goods and inputs. The
standard profit-maximizing factor-price equations for the rental rates on human
capital and physical capital are

wt ¼ 1� αð ÞAk α
t ð9:2aÞ

rt ¼ αAkα�1
t , ð9:2bÞ

where k ¼ K/H.
Traditional output is produced by a family business that we will continue to refer

to as a “farm,” to make a clear contrast between informal production and formal
production by firms. The traditional technology used on the farm is

Ot ¼ ~A
�
~Dtf t

�1�α
, ð9:3Þ

where O output, f is human capital employed per farm in the traditional sector, and
~Dt is the index of exogenous labor-augmenting technology in the traditional sector.
Note, for simplicity only, we ignore land. As before, we assume there is a market for
farm labor. Households can hire labor beyond that provided by the family.

9.1.2 Household Behavior

Preferences are the same for all households and are represented by the utility
function used in past chapters, Ut ¼ ln c1t + β ln c2t þ 1 + ψ ln (nt þ 1ht þ 1), and
the human capital production function is once again htþ1 ¼ eθt .

The single period budget constraints for the modern sector households are

c1t þ st þ ntþ1ηwtDtht ¼ wtDtht þ ntþ1wtDtγ�h T � etð Þ ð9:4aÞ
and

c2tþ1 ¼ Rtst, ð9:4bÞ
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where, as before, Rt � 1 þ rt � δ. As in previous chapters we assume that the rate of
depreciation is one, for simplicity. The modern household’s demand for goods,
assets, children, and schooling are

c1t ¼ 1
1þ β þ ψ

� �
wtDtht ð9:5aÞ

c2tþ1 ¼ β

1þ β þ ψ

� �
RtwtDtht ð9:5bÞ

st ¼ β

1þ β þ ψ
wtDtht ð9:5cÞ

ntþ1 ¼ ψ

1þ β þ ψð Þ η� γ T � etð Þ��e=et�1
�θ� � ð9:5dÞ

et ¼ max
θ η

�
et�1=�e

�θ � γT
� �

γ 1� θð Þ ; �e

2
4

3
5: ð9:5eÞ

Note that modern sector households are free to work in either the modern or
traditional sectors. They can spend part of the year working in the modern sector
and part of the year in the traditional sector, and thus they have much more mobility
than we assume for the worker that lives in the traditional sector.

There are two fundamental differences between the budget constraints of tradi-
tional and modern sector households. First, instead of a full unit of labor, workers
who live in the traditional sector must remain on the farm all year and are constrained
to work ~z < 1 units of labor time. During down-time in production, the workers stay
in the traditional sector to maintain and protect the farm. Second, traditional sector
households have residual income from operating the farm in the second period of
life, Otþ1 � ~wtþ1 ~Dtþ1f tþ1. The farm technology is jointly operated by all siblings
that remain in the traditional sector. The number of siblings from generation-t that
operate the farm is some fraction, φt� 1, of all siblings (~nt). Each of the siblings then
passes down knowledge of how to operate a farm to the children who remain in the
traditional sector. The children that remain in the traditional sector jointly manage
the farm and share in the residual income, as in the previous generation.

The two single-period budget constraints for the traditional households are

~c1t þ ~st þ ~ntþ1η~wt ~Dt~z~ht ¼ ~wt ~Dt~z~ht þ ~ntþ1 ~wt ~Dtγ~z�h
�
T � ~et

� ð9:6aÞ
and

~c2tþ1 ¼ Rt~st þ
�
Otþ1 � ~wtþ1 ~Dtþ1f tþ1

�
=φt~nt: ð9:6bÞ

Traditional household behavior is given by
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~c1t ¼ 1
1þ β þ ψ

� �
~wt ~Dt~z~ht 1þ Otþ1 � ~wtþ1 ~Dtþ1f tþ1

Rt ~wt ~Dt~z~htφt~nt

� �
ð9:7aÞ

~c2tþ1 ¼ β

1þ β þ ψ

� �
Rt ~wt ~Dt~z~ht 1þ Otþ1 � ~wtþ1 ~Dtþ1f tþ1

Rt ~wt ~Dt~z~htφt~nt

� �
ð9:7bÞ

st ¼ ~wt ~Dt~z~ht
1þ β þ ψ

β � 1þ ψð Þ Otþ1 � ~wtþ1 ~Dtþ1f tþ1

Rt ~wt ~Dt~z~htφt~nt

� 	� �
ð9:7cÞ

~ntþ1 ¼ ψ

1þ β þ ψð Þ η� γ
�
T � ~et

��
�e=~et�1

�θ� � 1þ Otþ1 � ~wtþ1 ~Dtþ1f tþ1

Rt ~wt ~Dt~z~htφt~nt

� �

ð9:7dÞ

~et ¼ max
θ η

�
~et�1=�e

�θ � γT
� �

γ 1� θð Þ ; �e

2
4

3
5 ð9:7eÞ

f tþ1 ¼
1� αð Þ~A
~wtþ1

� �1
α 1
~Dtþ1

: ð9:7fÞ

As in Chap. 7, the non-wage income from operating the family business raises
fertility (9.7d). Traditional schooling is only different from the schooling in the
modern sector if there are differences in initial conditions across the two sectors
(9.7e). As in Chap. 8, the family farm provides income during retirement, a substi-
tute for retirement saving when young (9.7c). Traditional households have lower
wage income because of the constraints on their hours worked. Saving by traditional
households will be relatively low because both their earnings and their saving rate
are lower than households in the model sector. Thus, the traditional household will
tend to have lower wage income and saving, and higher fertility, than households in
the modern sector.

9.1.3 Labor Market Equilibrium and Locational Choice

We assume a national labor market so that the wages paid to a unit of human capital
must be equalized across sectors, ~wt ~Dt ¼ wtDt. All productivity differences are
“annual,” based on differences in hours worked, and not due to differences in
productivity per “hour.” A national labor market requires that the total demand for

labor from the traditional sector in each period t,
~Nt�1

φt�1~nt�1
f t, must exceed the supply

of labor coming from younger members of traditional households in period t,
~Nt
~ht~z

�
1� η~ntþ1

�þ ~Ntþ1γ�h~z
�
T � ~et

�
. Remember that each of the grandparents

pass along the family technology to their children that remain in the traditional
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sector to share in their second period of life. So, if the population of older parents in

the traditional sector is ~Nt�1, then the number of distinct farms is
~Nt�1

φt�1~nt�1
, each of

which demand ft units of human capital from the younger generation of workers.
For some households to stay in the traditional sector and other households to

leave the traditional sector, households must be indifferent about their locational
choice. Equating the indirect utility functions for the generation-t traditional
households under each option yields the following condition that determines the
relative importance of income from the farm in equilibrium

Otþ1 � wtþ1 ~Dtþ1f tþ1

Rtwt ~Dt~z~htφt~nt
¼ Ω � 1

~z

� 	 1þβ
1þβþψ

� 1: ð9:8Þ

The condition indicates that the present value of actual relative income from the
farm (the left-hand-side) must achieve a required value (the right-hand-side) in order
to compensate traditional households for the hours-constraint on their work time
when young. The lower is ~z, the greater must be the relative income from inheriting
the farm. The degree to which residual income must compensate for the hours
constraint is lessened by the exponent on the right-hand side, which is less than
one. The exponent reflects the fact that, with endogenous fertility, being indifferent
about working in the two sectors requires more than the equality of lifetime
resources. Staying in the traditional sector to operate the farm also means having
more children (higher wages when young raises the cost of children, while higher
residual income when old does not). Given that parents like children (ψ > 0) the
wealth compensation necessary for accepting less work hours when young is not as
great when families are larger, as was first discussed in Chap. 7.

Condition (9.8) is important for all relationships in the model that involve the
behavior and allocation of households across sectors. Condition (9.8) can be
substituted back into (9.7a, 9.7b, 9.7c, 9.7d, 9.7e, 9.7f) to simplify the demand
functions for traditional households.

The differences in saving behavior, fertility, and work effort across the
households in the two sectors are all affected by Ω. Due to the presence of Ω, the
saving rate out of wages is lower for traditional sector households, (β � (1 þ ψ)Ω)/
(1 þ β + ψ) < β/(1 þ β + ψ).

Comparing (9.7d) to (9.5d), shows fertility is higher in the traditional sector, even
if schooling is the same across sectors. The ratio of traditional fertility to modern
fertility is 1 þ Ω.

Beyond the labor supply constraint that limits work for a traditional household
relative to a modern household, the higher fertility of the traditional household will
further reduce the adult equivalent units of labor supply (combining the labor of
parents and children) relative to the modern household. This is because the increase
in child labor does not fully offset the lost labor time associated with raising the
child. The adult equivalent units of labor supply for a modern household can be
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shown to be 1� ntþ1 η� γ
�h

ht
T � etð Þ

� 	
¼ (1 þ β)/(1 þ β + ψ), while the supply

from a traditional household is (1 þ β � ψΩ)/(1 þ β + ψ), a lower value due to the
presence of Ω.

Condition (9.8) can also be used to solve for the number of young households that
must remain in the traditional sector. Using the first order conditions for labor
demand in each sector, (9.8), and ~wt ~Dt ¼ wtDt, yields the following expression
for the fraction of young households in period t that remain in the traditional sector,

φt ¼
~a

~Dtþ1
Dtþ1

� �1=α
1þ dð Þ

Ω~nt 1� αð ÞAk α
t ~z~ht

1
~Dtþ1

� 	
, ð9:9Þ

where ~a � ~A=A is the relative TFP in the traditional sector. Migration out of the
traditional sector is greater the lower is the relative TFP value in the traditional sector
and the higher is wage income. Migration is also affected by Ω because the higher is
the required residual income ratio, the more siblings must exit the traditional sector.
Technological progress, if balanced or favors the modern sector, also pulls labor out
of the traditional sector.

Equation (9.9) determines the value of φt and the number of households in each
sector. The sector-specific demographics are given by

~Nt ¼ φt~nt ~Nt�1 ð9:10aÞ

N∗
t ¼ ntN

∗
t�1 þ 1� φtð Þ~nt ~Nt�1, ð9:10bÞ

where N∗
t denotes the number of young households in the modern sector during

period t. We continue to use Nt to denote the total number of young households in the
economy, i.e. Nt ¼ N∗

t þ ~Nt. Note that the total number of young households can
also be written as Nt ¼ ntN

∗
t�1 þ ~nt ~Nt�1 ¼ ntπt�1 þ ~nt 1� πt�1ð Þð ÞNt�1.

Using (9.10a) and (9.10b), the fraction of households living in the modern-sector
can be defined recursively by the following difference equation

πt ¼ ntπt�1 þ 1� φtð Þ~nt 1� πt�1ð Þ
ntπt�1 þ ~nt 1� πt�1ð Þ : ð9:10cÞ

Note that π is no longer equivalent to the labor share in the modern sector, as it was
in previous chapters. Here π is represents the fraction of young households that live
in the modern sector. The labor share is now a more complicated concept and will be
defined later. Note also that π will rise as φt falls, reflecting a smaller fraction of the
children born in the traditional sector that remain there as adults. As indicated by
(9.9), for φt to fall over time, requires growth in wages from physical and human
capital accumulation and technological progress.
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9.1.4 Capital Market Equilibrium

The capital supplied per unit of human capital employed in the modern sector is
given by

ktþ1 ¼ stNt þ ~st ~Nt

Htþ1
, ð9:11Þ

where

Htþ1 ¼ Dtþ1 htþ1
1þ β

1þ β þ ψ
Ntþ1 þ ~htþ1

1þ β � ψΩ
1þ β þ ψ

~Ntþ1 � f tþ1

~Nt

φt~nt

� 	
 �

is the total supply of human capital in the economy as a whole minus the human
capital demanded to work in the traditional sector (remember that modern sector
households can temporarily migrate to work in the traditional sector). Using the
other equations of the model, (9.11) can be written out as the following transition
equation for k,

ktþ1 ¼ βt þ Ω~z
�
~ht=ht

�
1� πtð Þ� 
 1� αð ÞAk α

t

1þ geff
t

ð9:12Þ

where,

βt �
βπt þ β � 1þ ψð ÞΩð Þ~z�~ht=ht� 1� πtð Þ

1þ β þ ψ
,

and

1þ geff
tþ1 � ntþ1πt þ ~ntþ1 1� πtð Þð Þ 1þ dð Þhtþ1=htð Þ

1þ β

1þ β þ ψ
πtþ1 þ 1þ β � ψΩ

1þ β þ ψ

�
~z~htþ1=htþ1

�
1� πtþ1ð Þ

� �
:

The transition equation for physical capital intensity takes the same basic form as
other we have encountered. Next period’s physical capital intensity is determined by
the average saving rate (βt) out of the current rental rate on human capital ( 1� αð Þ
Ak α

t ) and by the growth rate of the effective labor supply (g
eff
tþ1) that uses next period’s

capital stock.
The extension to a two-sector dual economy creates two new influences on

physical capital intensity. First, the structural transformation releases labor from
the traditional sector and increases the growth in the modern sector’s working
population. The size of the migration flow depends on how fast the traditional
labor supply is growing relative to the traditional sector demand for labor. Faster
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growth in labor supply lowers capital intensity in the modern sector. This effect is
captured by the expression in the denominator that describes the average work effort

across sectors,
1þ β

1þ β þ ψ
πtþ1 þ 1þ β � ψΩ

1þ β þ ψ

�
~z~htþ1=htþ1

�
1� πtþ1ð Þ. An increase

in π increases the effective supply of labor because of an expansion in hours supplied
and, possibly, an expansion in human capital per hour. For a given supply of labor, a
decline in the traditional sector demand for labor also releases labor that must be
absorbed in the modern sector. The demand for traditional labor is captured by the
second term in the numerator (see Problem 2), Ω 1� αð ÞAk α

t ~z
�
~htþ1=htþ1

�
1� πtð Þ.

As the traditional sector becomes smaller, this expression shrinks and the modern
sector capital intensity falls.

The negative migration effect of the structural transformation on capital intensity
is countered by a second effect, working through βt, that serves to increase capital
intensity. Traditional sector households save at lower rates than modern sector
households. As households migrate to the modern sector the economy’s average
saving rate increases and capital intensity rises. Overall, the structural transformation
then has an ambiguous effect on physical capital intensity, just as we saw in Chap. 8.

9.2 Transitional Growth in the Long-Run

In this section we use the model to simulate growth paths. The simulations will
reveal two characteristics that are not associated with standard one sector neoclassi-
cal models of physical capital accumulation. First, transitional growth is important
for some time—even for centuries. Second the growth rates first rise and then
stabilize for many decades before falling. As we shall discuss, these predictions of
the model are consistent with the data. In contrast, the neoclassical model of physical
capital accumulation predicts declining growth rates and a relatively quick conver-
gence to the steady state. The predictions of the standard model have caused many to
doubt the relevance of neoclassical growth, leading to the creation of endogenous
growth theory that attempts to explain technological change or steady state growth.
Our goal is to demonstrate that the transitional growth of an extended neoclassical
theory can contribute significantly to our understanding of real world growth and
development.

To begin, we further simplify the model in two ways. We assume that human
capital is equal across the two sectors, i.e. the fundamental initial conditions for
human capital are the same in both sectors. We also assume that exogenous
technological change is balanced, so that the exogenous index of labor produc-
tivity grows at the same rate in each sector. We set Dt ¼ ~Dt because any level
difference in the productivity differences can be captured by ~a � ~A=A. These
assumptions allow us to trace the dynamics of the economy using (9.5d), (9.5e),
and the following three equations
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φt ¼
~a1=α

Ω 1þ Ωð Þnt 1� αð ÞAk α
t ~zht

1
Dt

� 	
ð9:13aÞ

πt ¼ πt�1 þ 1� φtð Þ 1þ Ωð Þ 1� πt�1ð Þ
πt�1 þ 1þ Ωð Þ 1� πt�1ð Þ ð9:13bÞ

ktþ1

¼ β 1� αð ÞAk α
t πt þ 1þ Ωð Þ~z 1� πtð Þ½ �

ntþ1 πt þ 1þ Ωð Þ 1� πtð Þð Þ 1þ dð Þhtþ1=htð Þ 1þ βð Þπtþ1 þ 1þ β � ψΩð Þ~z 1� πtþ1ð Þ½ �
ð9:13cÞ

Note that in (9.13c) that the right-hand side depends on kt þ 1 via πt þ 1. This makes
the computation a bit tricky because (9.13c) has to be solved implicitly for kt þ 1.

In addition to (9.13a, 9.13b, and 9.13c), we will need to compute the average
productivity per worker (prod) and the labor share in the traditional sector (shr)

prodt ¼ Ak α
t Dtht

1þβ
1þβþψ πt þ 1þβ�ψΩ

1þβþψ ~z 1� πtð Þ
1þ nt T � etð Þð Þπt þ 1þ nt 1þΩð Þ�T � ~et

�� �
1� πtð Þ ð9:13dÞ

shrt ¼ 1� πt�1ð ÞΩ 1� αð ÞAk α
t�1ht�1~z

1þ dð Þnt πt�1 þ 1þ Ωð Þ 1� πt�1ð Þð Þhtkt 1þβ
1þβþψ πt þ 1þβ�ψΩ

1þβþψ ~z 1� πtð Þ
� � :

ð9:13eÞ
Equation (9.13d) gives worker productivity as measured by total output divided

by the number of workers (young adults and their working-age children). Worker
productivity grows as a result of the accumulation of physical and human capital as
well as by an increase in the adult-equivalent labor supply per worker.

The contribution of the effective labor supply to worker productivity is captured
by the last term which gives the adult equivalent labor supply divided by the number
of workers. A decrease in the fraction of traditional sector households will cause
worker productivity to rise because it increases work hours and lowers the number of
child workers. Also a decline in fertility clearly raises labor supply per worker
because it does not change the total labor supply coming from the family (reduced
child labor is offset by higher adult labor one-for-one) but does reduce the number of
family workers by lowering child labor.

Equation (9.13e) gives the share of labor in the traditional sector. It is the demand
for human capital by the traditional sector divided by the total supply of human
capital in the economy (see Problem 5).

9.2.1 Calibration and Numerical Analysis

We now analyze the model numerically. Many of the parameters are set using the
calibration from the extended one-sector model in Chap. 5. The differences in
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calibration are based on the fact that it is no longer necessary to generate high fertility
simply based on a low cost of children. We now have two household-types, one of
which will have relatively high fertility because of the residual income from family
production. As a consequence we set the parameter η, that determines the time cost
of raising children, to a somewhat higher value than in Chap. 5 (0.18 rather than
0.165). This causes us to recalibrate some of the closely related parameters to
maintain two other targets: a fertility rate of 1 and fulltime schooling in the steady
state. The new parameters values are ψ ¼ 0.329 and �e ¼ 0.10.

Note also that there is a poverty trap under the calibration when γ ¼ 0.28 (the value
from Chap. 5). We assume that the economy overcomes this trap by invoking marginal
increase in compulsory schooling or child labor legislation that lowers the work
opportunity for children and γ. We first reduce γ just below 0.28 to initiate a relatively
slow rise in schooling that we observe in countries that began modern growth around
1800. Later we consider more aggressive attempts to increase in schooling that are
similar to what happen in the Asian Tiger Growth Miracle countries.2

As in Chap. 8, Table 8.2, we set ~z ¼ 2=3 in order to match data on differences in
annual hours worked across agriculture and manufacturing in the U.S. during the
nineteenth century. This value implies that Ω ¼ 0.394, or that households in the
traditional sector have about 40% more children than those in the modern sector.
This number seems reasonable given that urban households had about 50% more
children than rural households in the U.S. during the nineteenth century and that at
least some of the fertility difference was likely due to small differences in schooling
across rural and urban households (which we do not allow in the simulation model).

We set A and the initial value of D both equal to 1. The annualized growth rate of
d is set to 1%, as in Chap. 5. We set the initial k to generate an initial annualized
interest rate of 7%. Given the initial value of k, ~a is set to target an initial value of φ of
0.90, using (9.13a), so that most traditional households remain in the traditional
sector in the initial period. Finally, we choose initial values of π¼ 1/3 and shr¼ 0.80.
Table 9.1 summarizes the parameter values of the calibration.

Before looking at the transition paths for the economy, first consider the
consequences of the calibration for some of the individual components of (9.13c).
Thesaving rateof traditional households is slightlynegative,β� (1þψ)Ω¼�0.0236.
So traditional households not only save less than modern households, but they are
actually borrowers. An increase in π clearly raises the saving rate. However, recall
that an increase in π also lowers physical capital intensity because it implies a
reduction in the demand for labor in the traditional sector, which causes migration
to the modern sector. The sign of the total effect that combines the saving effect with
the demand for labor effect, is given by 1� 1þΩð Þ~z ¼ 0:0704. The saving effect
slightly dominates the demand for labor effect, meaning the numerator of (9.13c)
rises with π.

2In more realistic models of human capital accumulation the schooling take-off can be generated in
ways other than through compulsory schooling or child labor laws. See Chaps. 4 and 5 for
discussions of how schooling could be increased using subsidies, including tuition subsidies.
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Nowmove to the denominator of (9.13c), where we can compute the expansion in
the total labor supply associated with an increase in π. This effect is given by
1þ β

1þ β þ ψ
1� 1� ψΩ

1þ β

� 	
~z

� 	
¼ 0.8201(0.3909) ¼ 0.3206. An increase in π

increases the adult equivalent labor supply by almost one third of a full unit. Thus,
the movement of households out of the traditional sector increases saving to fund
investment but also creates a significant increase in the modern sector labor supply
that must be supplied with physical capital.

Another effect on capital intensity comes through the effect of the structural
transformation on the demographic transition. Migration of households out of the
traditional sector will reduce the growth in the total population of young households
and labor supply because households in the rural sector have 40%more children than
households in the modern sector. The reduction in the population growth will make
it easier for the economy to increase physical capital intensity. The question is
whether the reduction in population growth will offset the release of labor, for a
given population, when the traditional sector shrinks.

Table 9.2 gives the transitional growth over 10 periods (two centuries). Growth
rates in output per worker rise over much of the first century, level off, and fall
during the second century. There is no clear trend in growth rates over the two
centuries. Interest rates also exhibit no clear downward trend until late in the second
century. Conventional wisdom explains trendless growth rates and interest rates over
long periods of time by an economy being close to its steady state. Indeed, the
common observation of long-run trendless growth caused the profession to
de-emphasize transitional growth in favor of developing endogenous growth theory
that attempts to explain steady state growth caused by technological progress.

The problem with this conventional perspective is that in many respects real-
world economies do not appear to be in a steady state. Despite trendless growth rates,
the share of labor in manufacturing rises, fertility falls, and time investments in
schooling increase—just as we see in Table 9.2. Robert Lucas (2002, p. 80), one of
the founders of the endogenous growth approach, noted this inconsistency but
decided to take an alternative approach in his analysis.

Table 9.1 Calibrated
parameters

β ¼ 0.5000

α ¼ 0.3333

γ ¼ 0.276

η ¼ 0.1800

θ ¼ 0.4000

ψ ¼ 0.3290

~z ¼ 0:6667

Ω ¼ 0.3940

π0 ¼ 0.3333

r a0 ¼ 0:070

A ¼ 1

D0 ¼ 1, da ¼ 0.01
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One is left with two choices: first, we can identify increases in average schooling levels with
net human capital investment. Since schooling levels are increasing in virtually all societies
today, this is a possibility worth developing, but it cannot be pursued in a steady state
framework. This is an important and neglected respect in which neither advanced nor most
backward economies can be viewed as moving along balanced growth paths. Alternatively,
we can think of a balanced path on which the time spent in schooling is constant but the
quality of schooling is improving as a result of increases in general knowledge.

In this chapter we are making Lucas’s first choice by demonstrating that trendless
growth can be generated for long periods of time while an economy is in transition to
a steady state.

The rising growth rates during the first century in Table 9.2 have little to do with
capital accumulation. Interest rates are modestly increasing, indicating a drop in k,
and schooling time rises only modestly. The rise in growth rates is primarily the
result of the structural transformation and the associated rise in adult-equivalent
labor supply, as workers work longer hours in the modern sector where they are
unconstrained and where they have fewer children. At the end of the first century and
beginning of the second century, physical and human capital accumulation takes
over and keeps growth going, until diminishing returns begins to offset the rise in
investment rates later in the century.

Rodrik (2013) sees similar growth patterns in the development of countries after
WWII. He points out that the structural transformation can often generate fast growth
during the early stages of development. This is particularly true when the structural
transformation is from traditional agriculture to modern manufacturing, However,
the growth associated with moving labor from low to high productivity sectors will a
reach a limit. Additional growth must then result from the slow process of capital
accumulation and technological progress across sectors.

Table 9.3 indicates that the most single important source of transitional growth
after 200 years is an increase in the adult-equivalent labor supply. The increase in the
adult-equivalent labor supply results from the migration of workers to the modern
sector as well as the within-sector decline in fertility that occurs as schooling
increases. More work in the modern sector and less child labor increase hours
worked per worker. The endogenous transitional growth causes a 6.70-fold increase
in worker productivity, slightly less than the growth due to exogenous technological
change. After 200 years, technological change of 1% annually raises output per
worker 7.32-fold. As we discuss later in this chapter, it is clear that we have formed a
conservative estimate of the contribution from transitional growth. It is likely that the
contribution of transitional growth significantly exceeds the technological progress
that can be sustained in the long-run.

Table 9.3 Transitional
growth

Growth due to 200 years of Growth

k 1.21

h 1.53

Labor supply 3.62

Total growth 6.70
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Growth can be increased more dramatically when a less developed country takes
a more aggressive approach to increasing schooling, as in the Asian Tiger countries.
In Table 9.4, we consider a country that (i) has less capital intensity, an initial annual
interest rate of 10% and (ii) pushes schooling more aggressively (reducing γ to 0.26).
As a consequence, the growth rates are much higher. However, the pattern of growth
is the same; rising growth rates that level off before declining.

9.3 Great Waves of Growth

Robert Gordon (1999) refers to U.S. growth as one “Big Wave.” This is his way of
describing the pattern where growth rates rise, level off for several decades or more,
and then decline. Table 9.5 presents two measures of U.S. growth, GDP per capita
and GDP per worker, for two centuries. Growth rates rose through much of the
nineteenth century, leveled off for most of the twentieth century, and then declined in
the last quarter of the century. Similar patterns can be observed in countries that
began modern growth two centuries ago (see, for example, Farmer and Schelnast
2013, Figure 5.3). This growth rate pattern is similar to the growth pattern we
simulated in Table 9.2.

One difference, between the simulation and U.S. historical growth, is the absence
of a steady rise in the actual growth rate of worker productivity from the middle of
the nineteenth century to the early decades of the twentieth century. As discussed in
Chap. 8, hours worked per manufacturing worker fell during the nineteenth and early
twentieth centuries, settling close to the now standard 40 h work-week before WWII.
This pattern of hours worked is not captured in the model. The decline in hours
worked over this period slowed the growth in output per worker in the data. Failing
to capture the decline in hours-worked also means that the model overstates the
contribution of increased labor supply to growth in worker productivity over the
entire transition.

On the other hand, the model assumes no difference in worker productivity per
hour worked across sectors. Accounting for some gap in productivity per hour
worked, i.e. an hourly wage gap, would increase the contribution of the structural
transformation to growth. This may not be a large omission for U.S. or European
history, but could be in other settings where labor markets are less efficient. As
documented by Gollin et al. (2014), after adjusting for differences in hours worked
and education, the poorest developing countries today continue to exhibit large wage

Table 9.4 Rapid transitional growth

Period 0 1 2 3 4 5

%Δ prod (annual) 3.0 3.2 3.1 2.8 2.3

shr 0.80 0.70 0.56 0.37 0.21 0.09

r � δ (annual) 10.0 8.6 7.5 6.5 5.4 4.6

n (per woman) 6.6 5.2 4.0 3.0 2.6 2.2

e 0.10 0.13 0.18 0.25 0.33 0.41
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and productivity gaps. This is one of the reasons that McMillan and Rodrik (2011)
find the structural transformation is so important in explaining the growth rate
differences between Asia and Africa (see Chap. 7). In applying the model to the
poorest currently developing countries, one would want to allow for a general wage
gap that includes all sources of the difference in productivity across sector, similar to
the approach we took in the first part of Chap. 7.

Table 9.6 reports the growth in GDP per capita in the Asian Tiger Growth Miracle
countries. The more rapid and compressed growth we simulated in Table 9.4 is similar,
although not nearly as rapid, as we see in the Asian Tigers. We discuss some of the
reasons for the very rapid growth in these Growth Miracle countries in Sect. 9.4.

Overall, the general wave pattern is common to countries experiencing moderate
growth for centuries and in countries experiencing more dramatic “Growth
Miracles.” Our model explains this growth pattern as follows. The diminishing
returns associated with capital accumulation are initially more than overcome by
the gains in productivity associated with the structural transformation and by rising
investment rates. These two features of development cause growth rates to rise
initially. However, there are ultimately growth slowdowns as investment rates
level off and the structural transformation become complete.

The wave-like growth pattern offers a pessimistic forecast for growth in the
twenty-first century. One can become even more pessimistic if there are reasons to
believe that technological progress cannot continue indefinitely at the same rate we
observed in the twentieth century. Jones (2002) extends the analysis of this chapter
by relating technological progress to the growth in researchers (scientists and

Table 9.6 Great wave: Asian tigers 1950–2010

Average annual growth rate in GDP per capita

1950–1965 1965–1980 1980–2000 2000–2010

Hong Kong 6.2 6.7 3.9 3.5

South Korea 3.4 7.5 7 3.8

Singapore 2.6 8.9 4.9 3.3

Taiwan 5.2 7.3 5.8 3.5

Notes: Average growth in GDP per capita is based on Farmer and Schelnast (2013. Table 5.1)

Table 9.5 The Great wave: U.S. growth 1800–2000

Average annual growth rate in GDP per capita

1800–1840 1840–1880 1880–1920 1920–1980 1980–1990 1990–2000 2000–2010

0.58 1.44 1.78 2.18 2.28 2.16 0.62

Average annual growth rate in GDP per worker

1800–1840 1840–1880 1880–1920 1920–1980 1980–1990 1990–2000 2000–2010

1.07 1.58 1.47 1.92 1.58 1.62

Notes: Average growth in GDP per capita is based on Farmer and Schelnast (2013. Table 5.1).
Average growth in GDP per capita is from Chap. 2. Table 2.1
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engineers engaged in research and development). In the twentieth century, the
growth in researchers was based on population growth and on growth in research
intensity (the fraction of the available work force devoted to research). Jones points
out sustainable growth only comes from population growth (as with all investment
rates, the fraction of the work force devoted to research is bounded). Assuming that
population growth remains similar to that of the second half of the twentieth century,
long-run growth is expected to be less than ½%.

The issue of twenty-first century growth was made popular by an article
appearing in the Economist (January 12, 2013), entitled “Innovation Pessimism.”
The article suggests another reason to be pessimistic about growth. Academic
research suggests that there may also be diminishing returns to research and devel-
opment efforts (which Jones does not assume). For example, Vijg (2011) argues that
the pace of technological progress will slow, and in fact has already begun to,
particularly in the important areas of energy, transportation and medicine. This
pessimism is contested by those who argue that the growth impact of innovations
in computing, biotechnology, and personal communications has not yet been fully
realized. Brynjolfsson and McAfee (2014) claim that we are just on the cusp of a
second machine-age built around the computer. To maintain growth rates similar to
the twentieth century, given the past importance of physical and human capital
accumulation, it won’t be enough to argue that technological progress will continue,
it will have to accelerate. Given what we currently know, this seems unlikely.

9.4 South Korea: A Development Success Story

The Korean experience suggests that mismanagement and not original position is more often
the cause of continuing underdevelopment, combined on occasion with social and cultural
attitudes—and not necessarily those associated with traditional values—held by authorities
hostile toward the entrepreneurial and pragmatic spirit required for development. L.L. Wade
and B.S. Kim, Economic Development of South Korea (p. vii)

At the end of the Korean conflict in 1953, the Korean peninsula was a war-ravaged,
resource-scarce and over-populated backwater that was poorer than many countries
in Africa or Latin America. The ceasefire provided a convenient natural experiment
into the nature and causes of the wealth of nations. Korea was divided into a
totalitarian, one party communist state in the north, the Democratic People’s Repub-
lic of Korea (current population about 25 million). North Korea has languished in
terms of economic attainment to the extent that it has required the mobilization of
international food aid at times to avoid mass starvation of its citizens. In the south,
the United Nations and United States helped establish and nourish the Republic of
Korea, which has thrived. South Korea (current population 50 million) is the
thirteenth most prosperous country in the world, with a per capita income higher
than the European Union average. Today’s Korea, centered on its vibrant capital
Seoul, is a highly successful and innovative industrial country that organized a

284 9 A Complete Dual Economy



summer Olympics and is a member of the Organization of Economic Cooperation
and Development (OEDC), the club of 34 advanced industrial economies based in
Paris, France.

At independence, the overwhelming majority of Korea’s resources and industry
were located in the north. South Korea had been devastated by the war, and its
refugee-swelled population had to depend on basic agriculture and US food aid for
survival. Yet, while its initial industrial and resource bases were thin, South Korea
was able during the following 60 years to register an impressive economic record,
including economic growth that averages over 7% per annum in real terms. South
Koreans invested heavily in human and physical capital and also adopted an
economic model that combines an outward-oriented development strategy with
state direction of the financial system and the real economy. Hard work, innovation,
trade openness and the promotion of exports through trade-friendly policies, such as
realistic exchange rates and reduction of tariffs and non-tariff trade barriers, have
made South Korea a global economic power house.

9.4.1 The Onset of Growth

Several preconditions necessary for the subsequent growth take off were established
during the 1950s. First, a land reform was enacted in 1949, distributing to peasants
lands that became available following the end of Japanese rule in 1945. This was
instrumental in establishing property rights and in pacifying rural areas. It also
weakened the political power of large landlords that tends to inhibit pro-growth
policy. Second, grass root demand for education exploded, reflecting Korean family
and societal values and repression of the Korean culture during the long foreign
dominations. The education drive laid the foundation for later achievements as it
provided younger generations with the skills they would later need in the subsequent
industrialization drive. Despite these early achievements, however, population
growth in the 1950s was such that per capita incomes did not rise, a coherent
long-term economic development strategy was lacking, and growth in part reflected
temporary US relief and reconstruction assistance.

9.4.2 Growth Acceleration

South Korea’s growth surge began in earnest in 1963. Elections that year followed
political unrest and a military intervention in 1961. In the years that followed, the
political system was stable and the government was able to formulate effective
investment plans without political interference, which succeeded in fostering eco-
nomic development and helped it gain greater political legitimacy. South Korea’s
rate of economic growth between 1965 and 1972 was truly impressive, over 8% per
annum, second only to Singapore’s and Japan’s. During this period an impressive
shift occurred in the composition of GDP away from agriculture toward industry.
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The share of agriculture declined from about 40% to about 25%, while that of
manufacturing rose from the high teens to about 30%. Also rising were the shares
in GDP accounted for by construction, industry-related services, finance (banking
and insurance) and education. Regarding the size of government employment,
whose swelling in developing countries is often cited as a factor inhibiting develop-
ment, Korea offers an interesting lesson: during this period, there was a decline in the
size of Korea’s government (including public administration and defense).

The expansion of Korea’s manufacturing sector was broad-based, including the
production of transportation equipment (cars, ship building), electrical machinery
and chemicals and petroleum products. This broad-based industrial development
effort was made possible by a high saving rate, which fostered physical capital
accumulation, and also by Korean families’ legendary drive for educational attain-
ment, as human capital investments led to the improved workforce skills. Abun-
dance of physical and human capital went hand in hand with investments in research
and development (R&D), which facilitated imitation and innovation—the adoption
of existing technologies and the creation of new ones. Korea also imported large
amounts of capital from abroad, which embodied newer technologies and enabled
South Korean conglomerates to export their manufactures abroad.

Successful Korean firms (Samsung, Hyundai) have become familiar global
brands that earn and invest in R&D billions of dollars every year. They are the
most visible of a number of diversified conglomerates called chaebol, which
facilitated Korea’s industrial prowess. Controlled by powerful families, these
conglomerates’ success lies in a combination of visionary management, special
advantages enjoyed in the domestic market place, and also adherence to market
discipline. Among the advantages, preferential access of the chaebol to affordable
finance from Korea’s banking system was crucial for their expansion and competi-
tive advantage internationally. This is a form of “industrial policy,” where govern-
ment policy favors certain industries. However, the market discipline for the chaebol
was provided by their export orientation: firms able to survive in the international
market place were promoted, which helped steer the economy to internationally
profitable sectors.

9.4.3 Lessons

What are some of the lessons behind South Korea’s remarkable transformation from
a poor, resource-scarce, over-populated backwater to an advanced country in the
span of 60 years (two generations)? One takeaway concerns the role of national will
and determination in overcoming obstacles to development—recall the discussion of
the role of ownership in Chap. 3. In 1950, Korea was a poor but classless society.
One of the early lessons all Koreans internalized was that foreign aid was transitory
and that their future depended on their actions. Government and private sector joined
forces on a path to capital accumulation (broadly construed to include human and
physical capital).
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There were important sources of growth not captured by the model from Sect. 7.2.
These omissions explain why our model could not generate the very high growth
associated with the Asian economic miracles. First, the South Korean government
invested heavily in public infrastructure, which was modeled in Chaps. 3 and 5, but
omitted for simplicity in Chap. 9. Second, the government used an industrial policy
that subsidized private capital formation. Industrial policy in promoting private
capital formation is a common but controversial feature of the Asian Tigers approach
to growth. Finally, the Korean economy was opened to international trade and
capital flows. We saw in Chap. 5 that opening developing economies to international
capital flows have the potential to accelerate growth. International trade can also
increase growth by increasing the pace of the structural transformation for countries
with a comparative advantage in manufacturing, as we have discussed in Chaps. 6, 7,
and 8. Furthermore, the international competition associated with an open economy
helped discipline Korean industries supported by the government. The government
subsidized those industries that performed best in the open economy. For calibration
studies of South Korea’s Growth Miracle, including open economy models, see
Connolly and Yi (2015) and the references they cite.

Korea’s exciting economic story has been accompanied by an equally impressive
political evolution. Since the 1980s, it has evolved into an open, free, and thriving
democracy. While growth can be initiated by pro-growth dictatorships, the rise of
democratic institutions helps limit the rise of government corruption and misman-
agement that could derail growth.

9.4.4 Challenges

While Korea’s broad-based success and remarkable decline in poverty have helped
maintain social cohesion, challenges remain. One important challenge is to address
widening income inequality. Like other countries, there are two labor market tracks
in Korea: many workers have regular, stable jobs that pay decent wages and benefits,
while others (about a third of the total) are only able to get temporary or part time
employment. To address such labor market duality and make labor markets more
inclusive, it is important to expand training and facilitate access to job opportunities
of certain groups.

The participation of young Koreans in the labor force is lower than the OECD
average, reflecting in part high enrollments in tertiary education, but also lack of
skills demanded by firms, which could be addressed by expanding training. The
participation of women in the labor force is much less than that of men, which offers
a big opportunity going forward: as Korea ages—it will be one of the oldest societies
in the world by the middle of the century—more women holding paid jobs could
help raise Korea’s growth.

There is also room to improve the productivity of firms in non-traded goods
sectors, including many services, where firms are small and wages are lower than in
the export-oriented sectors. Another challenge comes from the power of Korea’s
chaebol and other corporate groups and the challenge they pose for regulators.
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Longer term challenges, as already alluded to, also arise from Korea’s rapidly aging
population. Finally, Korea faces the prospect of reunification and absorbing into its
thriving economy the 25 million Koreans living in impoverished North Korea.

9.5 Human Capital Extensions

There are various ways that one can extend the human capital production function in
order to explain more of the growth in worker productivity. In our simple model, we
include only student time spent in school. Other inputs are also important, including
goods and service inputs (e.g. tuition costs that include teachers, books, and other
classroom materials), the human capital of people in the community (including
parents, relatives, and teachers), and health inputs that improve student learning
and worker productivity directly.

9.5.1 Goods Inputs

We mentioned in earlier chapters that purchased goods and services associated with
schooling are needed to develop human capital. Some argue that variations in goods
inputs have little effect on human capital and therefore can be reasonably omitted.
However, this is far from clear as the evidence on the effect of “school quality” on
human capital formation is mixed.

For example, Krueger (2002) estimates that an increase in school quality
measures (such as class size) not only increases human capital, but they do so at a
reasonably high 6% rate of return. Even if marginal changes in school quality have
small effects, at current levels of school quality in developed countries, this does not
imply that improvements in school quality are unimportant when the level of overall
quality is very low, as in developing countries. In fact, there are several reasons to
expect that marginal changes in quality could have high payoffs at low levels while
having low payoffs at high levels.

First, there are surely diminishing returns to reducing class size and increasing the
availability of textbooks and other school inputs. Second, there are likely to be
compositional differences in school expenditures in poor and rich countries. In rich
countries increases in school expenditures could reflect a variety of factors, some of
which are likely not closely related to learning. In poor countries, increased
expenditures are more likely to reflect increases in fundamental inputs such as
teachers and textbooks. Third, school expenditures in poor countries are more
concentrated on young children, since few older children are in school. Evidence
suggests that the returns to education investments of all types are highest for young
children (Heckman 1999, Carneiro and Heckman 2003).
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9.5.2 Community Externalities

There is little evidence of significant human capital externalities at the state, national,
or international levels (Aghion and Howitt 1998, Chap. 11; Heckman and Klenow
1998; Acemoglu and Angrist 1999; Krueger and Lindahl 2001; Ciccone and Peri
2006). However, Borjas (1992, 1995) finds important intergenerational human
capital spillovers at the community level in United States data. This is impressive
since, as with school quality, one would expect there to be diminishing returns to
human capital externalities (Heckman 1999). When education levels are generally
low, there might be a much greater impact on children’s learning from increasing the
average education level of teachers, parents, and role models in the community than
when the education levels are high. This makes it harder to identify external effects
from data collected in countries where the population is relatively well-educated. To
this point, there is consistent evidence of community-level externalities in develop-
ing countries (Shavit and Pierce 1991; La Ferrara 2003; Cox and Fafchamps 2007;
Angelucci et al. 2010; Wantchekon et al. 2013).

Extending the human capital production function to include goods inputs and
community externalities could take the form, htþ1 ¼ xθ1t e

θ2
t h

θ3
t , where x is the goods

input and where the community externality is captured by the human capital of the
previous generation. As long as the three exponents still sum to be less than one, we
have diminishing returns and can explain growth rate slowdowns. Adding goods
inputs and community externalities will increase the contribution of human capital to
explaining transitional growth. In addition, transitional growth will extend, at higher
rates, over longer period before the slowdown begins. Rangazas (2002, 2005) does a
quantitative analysis of growth with similar human capital production functions and
shows significant increases in the duration of transitional growth.

9.5.3 Health Investments

We should at least mention the growing literature on how health interacts with
learning and worker productivity. First, there is evidence that nutrition directly
affects worker productivity in currently developing countries (Strauss and Thomas
1998) and in historical settings (Fogel 1997). Second, early (Bharadwaj et al. 2013)
and contemporaneous (Miguel and Kremer 2004; Bleakley 2007) health
interventions in children improve educational outcomes. Finally, there is at least
some evidence that increases in longevity encourages individuals to invest in more
schooling because the expected payoff period increases (Oster et al. 2013).

9.6 Convergence Revisited

The neoclassical growth models we have used predict that if the fundamentals of
countries are similar then, regardless of when modern growth begins, all countries
should eventually converge to similar long-run per capita income levels and living
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standards. Fundamentals refer to the preferences, technology, and policies of the
country. The convergence prediction requires that countries that begin modern
growth later must grow faster than countries that began modern growth earlier, in
order to “catch-up.”

In the standard neoclassical growth model of Chap. 2, economic growth rates
uniformly fall with the level of income as countries develop, making the prediction
of convergence obvious and potentially rapid. However, the growth model of this
chapter suggests that convergence may be a very slow process. From Table 9.2, we
see that growth rates first rise and then exhibit little trend for many periods. In this
model, a country that begins modern growth later will typically first grow slower
than, and then grow at a rate similar to, the leaders in per capita income. There could
easily be no sign of convergence for two centuries after growth first begins in the
lagging country. This may be true even if the fundamentals of the leading and
lagging economies are similar.

We noted in Table 9.5 that the pattern of rising and then moderate and trendless
growth rates over long periods of time was evident in U.S. history. The same was
true for the history of all currently high income countries, with the exception of a
relatively small number of Growth Miracle countries. Now consider the currently
developing countries, whose growth take-off lagged that of the current leaders. Since
World War II, most countries of the world have begun sustained economic growth.
The standard neoclassical growth model from Chap. 2 would predict that many of
these countries, those that have established decent fundamentals, would grow faster
than the leaders. However, the average growth rates of countries at every stage of
development has been similar to that of the income leaders (see, for example, Jones
and Vollrath 2013, Figure 3.6 and Kraay and McKenzie 2014, Table 9.1). This
means that, on average, we have not seen countries converge. The lack of conver-
gence for many decades, while not consistent with the standard neoclassical model,
is quite consistent with extended neoclassical model from this chapter.

A recent study by Im and Rosenblatt (2013) looked at the lack of convergence in
detail. The main question was whether developing countries have grown faster
(in per capita terms) than the rich countries, the requirement for convergence. The
study used the average Post WWII growth rates of high-income countries as the
benchmark. Over the 50-year period 1961–2011, high income countries grew about
2% per year. If one looks at the average per capita growth rates for 141 developing
countries over this period, the average growth rate was also about 2%. Thus, on
average, developing countries are not converging. More precisely, 80 of the devel-
oping countries grew by at least 1.5%—of which, 64 grew by at least 2%. While
these 64 countries are converging, for most the convergence is painfully slow.
Thirty-one countries grew by 3% or more, while only 9 reached 5% growth. So,
noticeable convergence is only taking place in a minority of developing countries. It
is even fewer developing countries that have experienced Growth Miracles and rapid
convergence.

There has been some concern that the Growth Miracles countries have recently
experienced a decrease in growth rates, slowing their convergence. Evidence of this
can be seen in Table 9.6. As we have discussed, our model predicts that the high
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growth rates of countries that generate unusually high levels of investment in
physical and human capital, coupled with unusually rapid structural transformations,
will naturally experience growth slowdowns, as exhibited in Table 9.4. It is not clear
that special theories of “middle-income traps” are needed to explain these
slowdowns (see, for example, Agenor and Canuto 2012, and the Aiyar et al.
2013). The middle-income trap theories focus on the possibility that TFP growth
may slow-down in countries that are not able to compete in the production of human-
capital-intensive goods associated with a fast pace of innovation. However, TFP
growth will slow for more basic reasons such as slowdowns in the efficiency gains
associated with the structural transformation or in the quality dimensions of school-
ing that are not typically measured (e.g. length of the school year, teacher inputs, the
average ability of students attending school). Nor should there be major concerns
about most Growth Miracle countries since, even at their slower growth rates, they
are converging quite rapidly to the income leaders of the world.

Im and Rosenblatt (2013) looked for evidence of “middle-income traps” in the
form of a general tendency of middle-income countries to experience abrupt
slowdowns or other unusual growth patterns. They found that the pattern of growth
was no different for middle-income countries than for countries at other income
levels. Middle-income countries that have experienced Growth Miracles, or even
above average growth, are naturally going to experience more dramatic growth
slowdowns than those in moderately growing economies. However, this does not
seem to be the result of a special trap that afflicts all middle-income countries. The
average middle-income country is experiencing similar growth rates, and the
associated very slow convergence, that the average country at all levels of income
is experiencing in the Post WWII period.

We discussed in Chap. 7 that the growth experience of African countries has been
particularly disappointing. In recent years there has been some renewed hope that
Africa is finally beginning to convergence. From 2000 to 2011, per capita income in
Africa grew 4.7% annually (Devarajan and Fengler 2012). The increase in growth
rates is attributed to several factors including improved macroeconomic policies and
the early stages of a demographic transition. Poor macroeconomic policies have
been shown to create economic disasters that have long-term negative consequences
for growth (such as hyper-inflations). The elimination of bad macroeconomic
policies, give growth a chance (Easterly 2005). Africa is also benefiting from a
demographic dividend associated with falling fertility. The most rapidly growing
demographic group in Africa is now working-age adults (Devarajan and Fengler
2012, pp. 13–14). The number of adult workers is increasing rapidly relative to the
number of children, causing worker productivity to rise for many of the reasons we
have stressed in the book.

Despite the recent success, there are doubts about whether Africa’s growth can be
sustained (Rodrik 2011; Devarajan and Fengler 2012). The concerns center around
the weak structural transformation in Africa. Most workers are still employed in
traditional agriculture and small informal family businesses. For example, 70% of
the work force in Uganda is employed in agriculture and informal family businesses.
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As mentioned in Chap. 7, much of Africa’s recent success has been caused by a
boom in international commodity prices that while benefiting some groups in the
economy also creates a de-industrialization that slows the structural transformation
and sends labor into less productive occupations. This has caused some economists
to support industrial policies, similar to those that sped the structural transformation
in Asia, to raise employment in the formal manufacturing sector where labor
productivity is higher (see Sect. 9.4, for example).

There are domestic sources of the weak structural transformation in Africa as
well. The continent is lacking in public infrastructure. Many of the services
associated with the public infrastructure that does exist are poorly provided. Ports
are inefficiently run, creating long delays in the shipping and distribution of
products. Utilities are unevenly distributed according to political patronage. The
trucking industry in many African countries is protected and operates with very high
profit margins, driving up transportation costs. Regulatory costs associated with
starting and running businesses are the highest in the world. The quality of schools is
very poor due to poorly educated and frequently absent teachers. All of these
features drive business costs up and labor productivity down in the formal
manufacturing sector.

9.7 Politics and Growth

We have seen that the Great Divergence is a byproduct of the timing and nature of
modern growth. Once growth begins, there is no strong force that slows growth
down, making it difficult for lagging countries to catch up to leading countries. The
slow pace of the structural transformation and the rising investment rates in physical
and human capital per worker keep growth rates from falling over a lengthy
transition marked by relatively trendless growth rates. For a lagging country to
converge, requires its government to take unusual actions that accelerate the struc-
tural transformation and the rise in investment rates beyond the historical norm of the
leaders. Only a few countries have been able to do this to the extent required for a
rapid convergence to the leaders’ standard of living.

All of this means that the timing of the initial take-off of sustained modern growth
is generally the key to explaining the differences in the standard of living across
countries today. The take-off of the modern sector means conditions favor produc-
tion that is intensive in physical and general human capital over traditional methods
of production that rely heavily on land, raw labor, and the specific human capital that
is passed down over many generations of family-based production. This raises the
question of what prevents the conditions needed for the modern sector to begin to
dominate over traditional production (see Chap. 6 for a precise statement of the
conditions).

Acemoglu and Robinson (2012) offer an explanation of why the take-off of
modern growth is delayed in many countries. They argue for a type of poverty
trap that becomes engrained in the political institutions of a country. When a country
is undeveloped it is nevertheless possible for a small fraction of the population to
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become rich by exploiting the available resources and labor. The rich elite are
naturally also those that have seized political power. The political power allows
the elite to create policies and laws that maintain the status quo and prevent
economic competition from anyone outside the small fraction of the population
that rules the country. Monarchies, dictators, one-party rulers, and overly influential
landowners and traditional craftsmen maintain control by creating monopolies,
blocking innovation, and arbitrarily seizing land and taxing income. For our
purposes, one can think of this situation as one where the traditional sector of the
economy is protected from competition because most of the income generated there
is flowing to a small group in power.

To break this type of poverty trap requires a major change in political institutions.
Changing political institutions under an autocratic regime requires conflict. For
example, sustained modern growth is generally believed to have started with the
Industrial Revolution in England. Acemoglu and Robinson argue that the Industrial
Revolution never would have occurred without a long political struggle, involving
much unrest and even civil war, culminating in the Glorious Revolution. The
political struggle shifted power from the autocratic monarchy to the more democratic
Parliament. The Parliament, representing a broad coalition of interest throughout the
country, ended the creation of monopolies, the selective granting of patents, and the
arbitrary taxation and seizures of property that were the hallmarks of the monarchy’s
reign. In addition, the government became more focused on the general infrastruc-
ture of the economy; roads, banks, and education for the masses. The country
became ruled by more even-handed laws and policies and not by a ruling elite that
intended to maintain its power and wealth. The dramatic change from an exclusive
and extractive political rule to a inclusive one, leveled the playing field and set the
stage for the Industrial Revolution.

9.7.1 Natural Resources and the Politics Trap

In Chaps. 6 and 8 we discussed how natural resources can potentially slow growth
by creating comparative advantages in the traditional agriculture and commodity
sector. Especially in open economies, a comparative advantage in the traditional
sector slows the structural transformation and adds volatility to the economy that
slows growth. The natural resources of a country also play a role in the political
poverty trap by weakening democracies and inducing the creation of autocratic
regimes that are looking to get rich quick by gaining control of the income flows
from the traditional sector (Collier 2007, Chaps. 2 and 3).

Ironically, autocratic regimes can also create Growth Miracles (Glaeser et al.
2004). After WWII, the Asian Tigers began as dictatorships. However, they were
pro-growth dictatorships, imposing policies that forced and encouraged public and
private investments of various types on their poor populations. In democratic
regimes, with limited central government power, high levels of saving and invest-
ment are not going to be the preferred choice of an impoverished electorate. So,
when do autocratic governments work for growth and when don’t they?
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Autocracies are clearly risky for the growth; they can lead to Growth Miracles or
Growth Disasters. It appears that autocracies are particularly detrimental for growth
when the country’s population is ethnically diverse (Collier 2007, Chap. 3). In this
case, the tendency of those in power is to control resources for its own ethnic group
at the expense of the country as a whole. A particularly bad mix for a developing
country is to have an autocratic regime, with an ethnically diverse population, and
rich natural resources. Unfortunately, this toxic mix is quite common in developing
countries, particularly in Africa and the Middle East. The relatively low current
standard of living in these underdeveloped regions is largely the result of a legacy of
extractive regimes that have been generated by the combination of autocratic
government, ethnic diversity, and natural resources.

9.8 The Structural Transformation in Later Stages
of Development

Throughout the book our focus has been on the early structural transformation,
characterized by a reallocation of labor from traditional agricultural and informal
shops to manufacturing in modern firms. In the later stages of development, the
structural transformation continues but in a quite different fashion. Manufacturing
begins to shrink and the formal service industry grows into the dominant sector for
employment. This section offers a taste of the research and issues related to the late
structural transformation from a manufacturing economy to a service economy.

9.8.1 Convergence Once Again

Duarte and Restuccia (2010) study the relative convergence of middle and high
income countries to the United States during the Post WWII period. They seek to
explain why many countries converged in the early part of the Post War period, only
to see their convergence stall out or even regress over more recent decades.

Their explanation is based on the common pattern of labor allocation that occurs
over the long course of development: employment shifts from agriculture to
manufacturing and then to services. They combine this labor allocation pattern
with an observation about the relative productivity of workers across countries.
Workers from middle and high income countries have similar labor productivity to
the United States in manufacturing but have relatively low productivity in both
agriculture and services.

The implication of the common pattern of labor allocation over the course of
development, along with the observation about the relative cross-country productiv-
ity of workers from different sectors, helps explain why convergence occurs and then
stalls. In early development, the average worker productivity in lagging countries
converges to the United States as workers move out of relatively low productivity
agriculture to manufacturing where worker productivity is on par with the United
States. As development continues, workers begin leaving manufacturing for the
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service sector where labor has low productivity relative to the United States. The late
structural transformation from manufacturing to services causes the relative conver-
gence in average labor productivity to stall.

9.8.2 Why Does the United States Work More?

Rogerson (2008) studies hours worked across countries rather than labor productiv-
ity. He attempts to explain the decline in the total hours worked of the adult aged
population (ages 15 to 64) in Europe relative to the United States. Similar to Duarte
and Restuccia (2010), the explanation is closely tied to differences in the service
sector across countries.

Rogerson documents that tax rates have increased in Europe relative to the United
States in the Post WWII period. High tax rates encourage a substitution of taxed
activity for untaxed activity that generates similar utility. Rather than working and
purchasing in the market, one can avoid taxes by producing similar goods at home.
The area where home production is the closest substitute for market production is
service provision: watching television instead of going to the movie theater, making
meals at home instead of eating in restaurants, using your own car instead of cabs,
trains, and planes.

Rogerson’s explanation for the greater market work effort in the United States
uses these components to solve the cross-country work puzzle. High taxes in Europe
causes households to substitute away from working and producing in the market
service sector—a major employer of labor in advanced economies in the late stages
of development. As a consequence, recorded hours worked in Europe lags market
work in the relatively low-tax United States where more services are demanded from
the market.

9.8.3 Premature Deindustrialization

Rodrik (2015) is concerned about sustaining growth in today’s developing countries.
He sees a tendency for growth in poor and middle income countries to slow,
preventing the much-needed rise in living standards. As with the previous authors
of this section, his analysis begins with the historical patterns of the structural
transformation. For currently rich countries, we have seen the relative decline in
the manufacturing sector after WWII. Right after the War, the United States and
Great Britain, for example, had between one quarter and one third of their labor
allocated to manufacturing. Currently their labor shares in manufacturing are about
10%. Rodrik attributes the late development pattern in labor allocation to labor-
saving technological progress (automation). The workers replaced by machines in
manufacturing are needed to operate and maintain the equipment. Many of these
new occupations are classified as being in the service sector.

Rodrik further notes that the deindustrialization of the work force has begun
earlier in development, i.e. at lower income levels, in currently developing countries.
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He terms this phenomenon, “premature deindustrialization.” The reasons for and
consequences of premature deindustrialization are much different than those
resulting from labor-saving automation in manufacturing, as we have already
discussed in Chaps. 7 and 8. Recall that a major reason for deindustrialization in
developing countries of the late nineteenth and late twentieth centuries was the
globalization of trade in those periods. Countries lacking a comparative advantage
in manufacturing will see that sector contract when their economies are opened to
trade. The trade-induced reversal in the normal pattern of the structural transforma-
tion is potentially harmful to aggregate growth.

Growth is lowered by a stunted structural transformation if there are large
productivity gaps across traditional and modern modes of production. These gaps
are more likely to exist the stronger are the “ties that bind” workers to the traditional
sector, as discussed in Chap. 7. If wages are prevented from rising in the modern
manufacturing sector, the ties to the traditional sector will not be broken enough to
generate a productivity enhancing reallocation of labor. Workers will forgo more
productive work opportunities to remain in agriculture and the informal service
sector because of the chance of inheriting the family farm or business and because
of the informal insurance provided in small communities.

9.9 Conclusion

In this chapter we use a complete dual economy model to conduct a quantitative
study of transitional growth over long periods of time. Unlike the standard neoclas-
sical growth model, that predicts declining growth rates and rapid convergence to a
steady state, the dual economy generates rising growth rates that eventually level off
for several decades before finally begin to decline after a long transition.

The analysis shows that the early stages of growth are dominated by the structural
transformation. The migration of labor from the traditional sector to the modern
sector expands work hours and reduces the number of child workers, resulting in a
rise in productivity per worker. Later in the growth process, we see rising investment
rates in physical and human capital that sustain high growth rates for many decades.
Finally, as the rise in investment rates stabilize, diminishing returns dominates, and
growth rates begin to fall.

We left out several factors that would increase the ability to explain growth and
extend the duration of the transition with growth rates. These factors include broader
investments in human capital, human capital externalities, and public investments in
infrastructure and R&D. Eventually all of these sources of growth will weaken and
growth rates will decline. This suggests that growth in the twenty-first century will
likely be weaker than in the twentieth century.
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9.10 Exercises

Questions

1. Explain why young households may choose to remain in the traditional sector
even if they do not inherit land from their parents or village.

2. In the model used in this chapter, how do traditional and modern households
differ in their behavior and why?

3. What does it mean for there to be a “national” labor market? Does it imply that
annual wages are the same for modern and traditional workers? What condition
must be satisfied for the labor market to be national?

4. What is the “required” residual income from operating a family business? What
would make the “required” income increase? How does an increase in required
income affect

(a) the saving rate of traditional households
(b) fertility of a traditional household
(c) family labor supply of a traditional household in adult-equivalent units
(d) fraction of households that live in the traditional sector

5. How does the structural transformation affect the capital-labor ratio in the
modern sector? The rental rate on human capital throughout the economy?

6. List all the ways that the structural transformation may affect economic growth.
7. What features of economic growth do the simulations reported in Tables 9.2,

9.3, and 9.4 capture well and what features do they miss?
8. Based on Table 9.3, what is the most important quantitative connection between

the structural transformation and growth in worker productivity? Explain the
connection in detail.

9. Why can the model of this chapter be viewed as generating a conservative
estimate of the role of endogenous transitional growth in explaining real world
growth?

10. What are the implications for twenty-first century growth that are suggested by
the research discussed in this chapter?

11. Discuss the events that initiated the South Korean Growth Miracle.
12. Why does the standard growth model from Chap. 2 have trouble explaining the

lack of convergence across economies of the world? How does the extended
model of this chapter help explain the lack of convergence?

13. What has slowed the structural transformation in Africa?
14. Explain the political poverty trap.

Problems

1. Use the first order conditions for labor demand in each sector, (9.8), and
~wt ~Dt ¼ wtDt, to derive (9.9), the fraction of young households in period t that
remain in the traditional sector.

2. Show that the total demand for labor from the traditional sector can be written as

~Nt
Ω 1� αð ÞAk α

t ~z~ht
1þ dð Þktþ1

.
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3. Derive (9.12) and show that it simplifies to become (9.13c). Explain how the
structural transformation affects physical capital intensity.

4. Carefully explain why one cannot explicitly solve (9.13c) for kt þ 1.
5. Derive (9.13e). Explain the different ways that the structural transformation

affects the traditional labor share.
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Urbanization 10

In this chapter we study migration to the city and its effects on urbanization. In
previous chapters we studied how the structural transformation affects economic
growth and, in particular, how migration to the modern sector may alter private
sector behavior. Here, we focus on the question of the best pace of urbanization as it
relates to the allocation of rural and urban government services. Our motivation
comes from the fact that the vast majority of governments around the developing
world are concerned about the adequacy of public goods provision and the crowding
associated with rapid urbanization (Bloom and Khanna (2007)).1 In this sense, the
structural transformation, which generally raises economic growth, can occur too
quickly. A second important issue we address is the role politics plays in
exacerbating rural-urban inequalities. As first stressed by Lipton (1977), the dispro-
portionate political power of urban interests (the “urban elite”) in some developing
countries’ economic policies may distort the allocation of government services,
exacerbate rural-urban inequalities, and intensify migration beyond efficient levels.2

To investigate the issues surrounding regional migration and the allocation of
government services we use our dual economy framework by interpreting the
traditional sector as rural and the modern sector as urban. The rural technology is
traditional in the sense that land and labor are used as inputs. The urban technology is
modern in the sense that physical capital and labor are used as inputs. Thus, similar

1The concern is so significant that 73% of the governments surveyed have designed policies with
the goal of slowing urbanization. A major concern over urbanization is the ability to finance the
necessary public infrastructure associated with a growing urban population. According to some
estimates, trillions of dollars of investment will be needed to extend the urban infrastructure due to
the high urbanization rates in Asia.
2In addition to providing a voting-based theory of urban bias, Majumdar et al. (2004) empirically
document the extent to which public services in urban areas exceed those in rural areas. McCormick
and Wahba (2003) examine the effects of an urban bias in the allocation of public sector jobs.
Bezemer and Headey (2008) discuss continuing concerns over the presence of an urban bias in
domestic and international development policy. Bates (1981) focuses on how urban bias affects the
pricing of agriculture products.
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to Chap. 9, the rural and urban sectors are distinguished by the different technologies
used to produce a common good.3

The main contribution of this chapter is to introduce fiscal policy into the dual
economy framework. To abstract from the effects of the structural transformation on
private capital intensity, a major focus of Chaps. 8 and 9, we study a government
operating in a small open economy. We also simplify the analysis by abstracting
from explicitly modeling human capital and endogenous fertility in order to concen-
trate on endogenous fiscal policy. The policy maker’s problem is how to allocate a
given budget for productive services across the rural and urban sectors. The govern-
ment inputs are interpreted as any service that raises productivity either through
human capital development (e.g. training, education, or public health programs),
physical infrastructure (e.g. roads, bridges, or public utilities), or property protection
(e.g. policing or fire protection services). As is commonly alleged, we assume that
the policy maker “favors” urban households over rural households.

In our setting, if the government also has the ability to directly allocate labor
across sectors then the first-best, productively efficient, outcome would require no
urban bias in the allocation of productive government services. If both sectors
operate, an equal allocation of productive services is first-best, equating the marginal
productivity of both labor and government services across the two sectors. Thus, the
requirement of an urban bias is tied to the fact that the government cannot directly
allocate labor across sectors when maximizing total output.

When households choose their location, they compare the relative wage
opportunities in the rural and urban sectors. There is a wage gap in this chapter
because it is costly to migrate from the traditional to the modern sector. If the wage
gap across sectors is sufficiently high, then some households in the low-wage rural
sector incur the cost of moving to the high-wage urban sector. We focus on the
commonly observed historical pattern in developing countries where low-wage rural
households migrate to the high wage urban sector over long periods of time.

In the presence of endogenous rural-urban migration based on household choice,
we find that the second-best allocation of government services across rural and urban
sectors is independent of the weight the policy maker places on rural households;
politics plays no role in the allocation. Nevertheless, we find that the second-best
efficient allocation of government services is “biased” toward the urban sector.

The efficient urban bias—more government services per capita are available in
the city than in the country—is driven by two key features of the economy. First,
because of unrestricted migration across sectors, there is a close link between rural

3For the purpose of the issue that we address, the apparent policy bias against the poorer and less
developed rural sector during the development process, distinguishing the sectors by differences in
traditional and modern technologies seems reasonable. There are certainly other differences
between the rural and urban sectors that we ignore. Also by focusing on an “urban sector” we do
not address the expansion of cities across geographic areas or heterogeneity in city types. For an
analysis of systems of cities, where cities specialize in the production of different goods, see
Henderson (1974), Black and Henderson (1999), and Duranton and Puga (2004), and Henderson
and Wang (2005).
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and urban wages. An increase in the quantity of government services in the city
raises the productivity and wages of urban workers. A higher urban wage increases
rural-to-urban migration and thereby raises rural wages as well. Second, migration to
the city does not directly alter the urban wage. Migration to the city, where the
modern technology is operated, raises the marginal product of private capital. In an
open economy, the higher marginal product of capital causes an inflow of foreign
capital that maintains the interest rate and the urban wage rate. Therefore, migration
to the city only affects wages through a crowding of urban government services per
capita. Taken together, these two features suggest that to maximize wages across the
economy, the government must choose the allocation of productive services to
generate a migration flow that maximizes urban government services per capita.

The fact that rural government services have an effect on migration suggests that
it is not efficient—even for a government dominated by urban households—to spend
the entire government budget on urban services. Such a policy would intensify
migration, placing a strain on the government budget that reduces government
service per capita in the city and wages in both sectors. Instead, the efficient
policy—the one that maximizes urban government service provision per capita
and wages in both sectors—is to provide some government services in the rural
area in order to limit migration.

Given the urban bias does not depend on the weight the government places on
rural household welfare, then how is redistribution effected if, as Lipton argued,
politics of developing countries are often dominated by urban elites? In our model, a
“redistributive” urban bias designed to increase urban welfare must take the form of
restricting migration to the city. To redistribute income, the government needs to
reduce migration by imposing direct administrative measures, such as migration
quotas and other restrictions that raise the cost of migration.4 We show that an
increase in migration restrictions, even allowing for a policy response in the alloca-
tion of government services, will raise urban wages and lower rural wages. This
result suggests that political debates are more likely to center on migration
restrictions rather than on the allocation of government goods.

Section 10.1 presents a simple baseline model that generates an unambiguous
urban bias in government service provision on efficiency grounds. Section 10.2
analyzes the effects of economic growth, stemming from both balanced and unbal-
anced technological change, on migration and the rural-urban wage gap.
Section 10.3 discusses several extensions of the basic model. Section 10.4 discusses
the recurrent problem of slums that form in the cities of developing economies.
Section 10.5 ends with some concluding remarks.

4Clear examples of where such policies have been carried out include the former Soviet Union and
China. See also Sect. 10.6
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10.1 Urban Bias

Our baseline economy is small and perfectly open to both the trade of goods and the
flow of physical capital across borders.5 There are two sectors of production that
produce the same good, urban and rural, of fixed geographic size. Production in each
sector is carried out by perfectly competitive firms. Households can only work in the
sector in which they reside, but they choose to locate in the rural or urban sector.
Locational choices are made by young households before work begins. We focus on
the typical pattern seen over the course of development, where young households
from the rural sector migrate to the urban sector over relatively long periods of time
in response to wage gaps between sectors.

The fundamental difference between sectors is the technology used in production.
The technology used in the rural sector is traditional in that land is combined with
labor to produce output, while a modern technology is used in the urban sector where
physical capital and labor are combined to produce output. It is important to note that
because the same good is produced in each sector, one sector may be viewed as
being redundant. In particular the policy makers favoring the urban sector may
choose to ignore the rural sector altogether by failing to provide government services
there. Feler and Henderson (2011) discuss how some governments enact regulations
that withhold public services from low-income households to slow migration to
the city.

10.1.1 Production

10.1.1.1 Urban Sector
The urban sector technology for producing goods is given by

Yt ¼ K α
t DtMtð Þ1�α ð10:1Þ

where Y is output, K is the capital stock,M is the number of workers employed,D is a
labor productivity index, and α is the constant capital share parameter. Similar to
Chap. 3, the productivity index is a function of effective productive government
services per worker, Gt/Mt, and an exogenous technology index, E,

Dt ¼ Gt

Mt

� �μ

E1�μ
t ð10:2Þ

where μ is a constant parameter. The technology index, E, grows at a constant rate q.
Profit maximization and competition generate the standard equations relating

factor prices to the marginal productivity of the factors

5The next three sections are based on Mourmouras and Rangazas (2013). In an unpublished
appendix, we consider the closed economy case. The appendix can be found as a supplement to
the article on the Journal of Economic Geography’s website.
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r ¼ 1� τð Þαkα�1
t ð10:3aÞ

Wt ¼ 1� αð ÞDtk
α
t , ð10:3bÞ

where kt � Kt/DtMt. The return to capital is taxed at the constant rate τ. Capital
depreciates at the constant rate δ. For simplicity, we take the rate of depreciation to
be one. The internationally determined after-tax rate of return on capital is r. Wage
income is also taxed at the constant rate τ, but the tax is collected at the household
level. The before-tax wage rate paid to a worker isW which, unlike w from previous
chapters, incorporates the return to a unit of human capital and the effect of the labor-
augmenting productivity index.

10.1.1.2 Rural Sector
The rural sector produces the same good (denoted by O only for the purpose of
helping to keep the two sectors distinct) with a technology that uses land (L ) instead
of physical capital. For simplicity, we initially assume that rural firms and
households face the same tax rate as in the urban sector. Later we consider the
more realistic situation, initially discussed in Chap. 8, where taxes are more difficult
to collect from the rural sector than they are from the urban sector.

The rural technology is

Ot ¼ Lα
t

�
~DtFt

�1�α ð10:4Þ
where F is the labor employed in production and ~D is the labor productivity index in
the rural sector. In keeping with evidence that the labor share of income does not
vary with the composition of output over the course of development, we set the land
share to be the same as the capital share in the urban sector, α. Similar to the urban
sector, the labor productivity index in the traditional sector is determined by

~Dt ¼
~Gt

Ft

� �μ�
~Et

�1�μ ð10:5Þ

where ~Et is the technology index in rural production.6

The competitive factor price equations for the rental rate of land and the rural
wage rate are

r Lt ¼ 1� τð Þα�Lt=~DtFt

�α�1 ð10:6aÞ
~Wt ¼ 1� αð Þ~Dt

�
Lt=~DtFt

�α
, ð10:6bÞ

6Note that we are modeling government services as publically provided private inputs. In some
cases it is more appropriate to treat government services as flowing from impure public goods. We
examine this case in Sect. 8.3.
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Available land is fixed in the economy, so in equilibrium we must have Lt ¼ L in
each period. Given the equilibrium rural wage rate and the fixed amount of land, the
allocation of labor to the rural sector, Ft, and the rental rate on land, r

L
t , are given by

the competitive factor price equations, (10.6a, 10.6b).

10.1.2 Households

Households are life-cycle planners that populate the standard overlapping
generations model. Households live for two periods; they work only in the first
period and then retire in the second period. All households have the same
preferences. Household welfare is determined by the consumption of the common
good produced in the two sectors, cit, where i denotes the period of life in which the
goods are consumed. Households save by purchasing physical capital (st) and land
(lt), and then renting them to producers. Households can only work in the sector in
which they reside. Unlike in Chaps. 7, 8, and 9, there is no constraint on hours in the
rural sector and land is traded in perfectly competitive markets.

10.1.2.1 Urban Sector
Household preferences, regardless of location, are given by the following lifetime
utility function

Ut ¼ u c1tð Þ þ βu c2tþ1ð Þ, ð10:7Þ
where u is a strictly concave and differentiable, single-period utility function, and β
is the time discount factor.

The single-period budget constraints for the two periods of life of an urban
household are

c1t þ st þ pL
t lt ¼ 1� τð ÞWt ð10:8aÞ

c2tþ1 ¼ Rst þ r Ltþ1 þ pL
tþ1

� �
lt, ð10:8bÞ

where pL
t is the competitive relative price of land and R� 1þ r� δ. The two single-

period constraints generate the following lifetime budget constraint,

c1t þ c2tþ1

R
¼ 1� τð ÞWt, ð10:9Þ

with the no-arbitrage condition that determines the equilibrium price of land,

pL
t ¼ r Ltþ1 þ pL

tþ1

R
: ð10:10Þ

Given the competitive factor prices, urban households make life-cycle consumption
choices to maximize utility.
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10.1.2.2 Rural Sector
There are two types of rural households. One type chooses to remain in the rural
sector and the second type migrates to the urban sector. Migration is costly. It
requires a loss of consumption equal to ωt (transportation costs, goods left behind.
a drop in housing quality, and other moving expenses) and a lost fraction of work-
time,ω, spent in transit and looking for work in city.7 The decision to migrate occurs
at the beginning of a household’s working life and is based on the relative wage
opportunities in the two sectors that determine the household’s lifetime welfare.

Households that remain in the rural sector maximize utility subject to a lifetime
budget constraint based on the after-tax rural wage,

~c1t þ ~c2tþ1

R
¼ 1� τð Þ ~Wt:

The second type of rural household migrates to the urban sector. Migrants must bear
the time and goods costs associated with migration. They maximize utility subject to
a lifetime budget constraint based on the urban wage net of migration costs,

�c1t þ �c2tþ1

R
¼ 1� τð Þ�1� ω

�
Wt � ωt:

To assess household welfare in each sector we use a value function giving the
maximum household lifetime utility as a function of the market factor prices. In an
open economy, the interest rate is determined exogenously by the international
market for capital. We assume the international return to capital is constant, so that
maximum utility will vary because of variation in the market wage rate alone. The
value function is defined to be V(X), where X stands in for the net wage of the
different household types. In some cases we will resort to the special case of log
preferences that we employed heavily in past chapaters, where u(c) ¼ ln c. In this
case the value function of a household with net wage X takes the form,

V Xð Þ ¼ 1þ βð Þ ln 1
1þ β

� �
þ β ln β þ 1þ βð Þ ln Xð Þ þ β ln 1þ rð Þ:

10.1.3 Demographics

Each period there will be young and old households of each of the three types. The
population of young urban households in each period, N∗

t , is comprised of the
children of last period’s urban-sector natives and the young rural households who
choose to migrate

7The lost work-time associated with migration can also be given a Harris and Todaro (1970)
interpretation in that those arriving in the city endure a period of search unemployment.

10.1 Urban Bias 307



N∗
t ¼ nN∗

t�1 þ 1� φtð Þn~Nt�1 ð10:11Þ
where n�1 is the common and exogenous rate of population growth for all
households, φt is the fraction of young rural households that choose to remain in
the traditional sector, and ~Nt�1 is the number of rural households last period. The
number of rural households in the current period is given by

~Nt ¼ φtn~Nt�1: ð10:12Þ
The labor supply in each sector equals the number of young households in that
sector,Mt ¼ N∗

t and Ft ¼ ~Nt. Assuming a common population growth rate in each
sector implies the country’s total population size Nt � N∗

t þ ~Nt is exogenous,
i.e. independent of the endogenous allocation of the population across the sectors
that occurs each period.

10.1.4 Migration in Equilibrium

We primarily consider equilibria where both sectors operate and some movement to
the city occurs each period. For these equilibria, the rural households must be
indifferent about staying in the rural sector or migrating to the urban sector. To be
indifferent about migrating, the value functions must be equal whether the household
migrates or not, i.e.

Vt 1� τð Þ ~Wt

� � ¼ Vt 1� τð Þ�1� ω
�
Wt � ωt

� �
or equivalently

~Wt ¼
�
1� ω

�
Wt � ωt

1� τ
: ð10:13Þ

Positive migration to the city is needed to satisfy (10.13) when, in the absence of

migration, is strictly less than
�
1� ω

�
Wt � ωt

1� τ
.

10.1.5 Government

To examine the possibility of an urban-bias in setting policy we allow urban
households to determine the allocation of public services across the two sectors of
the economy. Given that all urban households in a given age cohort are identical, the
choice of government service allocation can be made by a representative household
from the cohort of young households in each period. Only young households care
about the allocation of government services because these services affect welfare
only by affecting the productivity of labor and wages. The welfare of old households
in each period is predetermined by the previous period’s wage and the exogenously
determined world interest rate.
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The government budget constraint confronting the representative urban house-
hold in making its fiscal choice is given by

Gt þ ~Gt ¼ Bt, ð10:14Þ
where Bt is the portion of the total government budget that is allocated to fund
government services. In this section we assume that the value of Bt is exogenous to
the model and focus only on the allocation problem. We assume that Bt rises
proportionately with the state of technology and the country’s population, to capture
the effects of an increasing tax base. In Sect. 8.3 we make tax revenue and the budget
endogenous.

The representative urban household chooses the allocation of public services to
maximize a social welfare function of the form Vt 1� τð ÞWtð Þ þ υVt 1� τð Þ ~Wt

� �
,

subject to (10.14), where υ is a nonnegative weight the policymaker places on the
welfare of the rural household.

To focus on the consequences of an urban bias in politics we assume0 � υ � 1.
The government chooses the allocation of public services taking account the full
general equilibrium interactions; in particular the determinants of the urban wage
(10.3b), the link between urban and rural wages given by (10.13), and the effect of
the government service allocation on the migration flow to the city, which is
indirectly determined by (10.6b).

10.1.6 Efficient Urban Bias

The solution to the government’s problem is

~gt ¼
μ 1� αð Þ

αþ μ 1� αð Þ gt, ð10:15Þ

where we define the de-trended, for exogenous technological progress, per worker
values of ~Gt,Gt, and Bt as lower case values, that is government services per worker
in each sector and the budget available per household, all de-trended by the state of
technology.8 Equation (10.15) determines the optimal mix of government services
across sectors. Note that the expression is independent of υ, so politics plays no role
in determining the allocation of government services across sectors. There is an
unambiguous “urban bias” because government services per capita are smaller in the
rural sector, but this is for efficiency reasons.

The fundamental logic for the efficient urban bias starts with the idea that urban
wages are solely a function of urban public services per capita, see (10.3b), and not
the absolute value of labor as in the rural sector where land is an input. This is true
because the private capital-labor ratio is independent of migration flows to the city.

8For proofs of this result and others in this chapter see Mourmouras and Rangazas (2013).
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As the city becomes more populated, the marginal product of capital rises and
attracts private capital into the country to maintain interest rates at the world level.
This causes the capital-labor ratio to remain constant and thus there is no crowding
of private capital that would result in lower wages. Also note that the urban wage
determines the rural wage when there is migration across sectors (see 10.13). These
two features imply that maximizing government services per capita in the city
maximizes wages in both locations.

This logic seems to suggest that rural public services should be set to zero.
However, to maximize per capita public services in the city, migration must be
limited to some extent by offering public services in the rural sector as well. Thus,
the sole purpose of rural public service provision is to control urban crowding
leading to the maximization of urban public services for a given fiscal budget.

The role of rural public services in controlling urban crowding can be seen
directly by rewriting (10.14) as gtπt þ ~gt 1� πtð Þ ¼ bt. Given the size of the
government budget per person, an increase in the fraction of the urban population
(πt) will strain resources when there is an urban bias. The value of πt is indirectly
determined by (10.6b), that expresses the demand for labor in the rural sector as a
fraction of the rural population (φt) that does not leave for the city (see Problem 2).
The lower is the provision of government services in the rural sector, the weaker is
the demand for rural workers and the higher is πt. Thus it is optimal to provide some
government services to the rural sector in order to manage the value of πt in face of
an urban bias in government service provision.

The degree of urban bias depends on how much rural government services affect
the rural population; the larger the effect, the weaker is the urban bias. The effec-
tiveness of government services in controlling migration depends on the production
parameters, μ and α. The larger is the expression μ(1� α), the greater is the effect of
government services on the marginal product of labor, and labor demand, in the rural
sector. A low value of α not only increases the size of the “shift” in the demand for
labor, as government services increase, but also reduces the slope of the demand for
labor. When the demand for labor has a flatter slope, more workers must be hired in
order to drive the marginal product of labor back down to the equilibrium wage rate.

The relative wage inequality across sectors is determined by (10.13). The amount
of wage inequality that rural households will tolerate depends on the costs of
migration relative to the benefit of migration, the urban wage rate. Wage inequality
will decrease over time if the urban wage rate increases because it lowers the relative
“goods” costs of migration (transportation costs, land or goods left behind, differ-
ence in housing costs across sectors, etc.).

Finally, note that the efficient urban bias result depends on the assumption that
there is a positive migration flow across sectors. If migration was impossible, or
perfectly restricted, then the policy maker’s preferences would affect the allocation
of public services. For example, in the extreme case where the policy maker was
only maximizing the preferences of urban households, the entire government budget
would be devoted to urban public services because, with migration restrictions, the
crowding effects would no longer be an issue.
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More generally, with no migration, υ will influence the size of the bias. For

example, if consumers have log preferences the policy solution is ~gt ¼
υπt

1� πt
gt,

where the extent of the bias depends on the relative cost of providing the services,
which are a function of the relative sizes of the urban and rural populations, and on υ.

10.2 Growth and Urbanization

In this section we consider how various events affect urbanization and growth in the
model developed in Sect. 10.1.

10.2.1 Urbanization with Balanced Growth

The economy’s dynamics is determined by the exogenous pace of technological
progress (Et) and the extent to which the progress is balanced across sectors, i.e. the
extent to which ~Et keeps pace with Et. Balanced technological progress creates a
“pull-factor” that increases urbanization but lowers the intensity of productive
government services economy-wide. The direct effect of an increase in Et raises
wages, lowers the relative cost of migrating, and reduces wage inequality (see
10.13). However, because an increase in Et also lowers gt, the overall effect on
inequality is not obvious. One can show that the indirect effect of a lower gt, only
mediates, rather than completely offsets, the direct effect of a higher gt.

Urbanization caused by balanced technological progress supports the
“optimistic” view of urbanization.9 In this case, urbanization is a natural conse-
quence of progress and increasing opportunity. Some crowding of services results,
but the level of wages increase and wage inequality falls. Here, urbanization is
associated with rising worker productivity.

As Et increases over time the fraction of the rural population that leaves for the
city each period also increases, accelerating the growth in the fraction of the entire
population that works and lives in the city. Along the growth path, the urban-rural
wage gap becomes smaller. Eventually, the traditional rural sector disappears, as the
entire economy converges to the modern urban sector (as in Hansen and Prescott
2002; Lucas 2004).

It is important to stress that an increase in technology in the urban sector only
would not necessarily deliver this favorable outcome. If Et increases and ~Et does not
keep pace, a larger migration to the city results. The larger migration may lower gt
enough to offset the direct effect of Et on urban wages. Balanced technological
progress is required to guarantee that urbanization is associated with rising worker
productivity and falling wage inequality.

9See Bloom and Khanna (2007) for a discussion of the optimistic and pessimistic views of
urbanization.

10.2 Growth and Urbanization 311



10.2.2 Urbanization Without Balanced Growth

As documented by Fay and Opal (2000) there is a “pessimistic” view of urbaniza-
tion, one revealed by the concerns of politicians who attempt to limit migration to the
city (see the introduction). The pessimistic view is supported by the model when the
underlying reasons for urbanization are ones that lower the relative productivity in
the rural areas and push people toward the city—for example a rise in the rural
population or relatively slow technological progress in the rural sector. These factors
result in crowding and lowergt, for any given value of Et. The reduction in govern-
ment service intensity lowers wages in both sectors and increases wage inequality.
Here, urbanization is associated with falling worker productivity.

The intuition about unbalanced technological change that favors the urban sector
extends to physical capital inflows. Physical capital favors the urban sector by
raising productivity in the city relative to the rural sector. For this reason, relative
to its direct impact on urban wages, the effect of physical capital on encouraging
migration to the city is large. Thus, the negative effect of reducing government
services per worker may be large enough to offset the direct effect on productivity,
and urban wages may fall.

When urbanization occurs without growth, there are policies that slow migration
and improve the welfare of all households. An example of such a policy would be to
direct foreign aid toward the rural sector that is designed to improve the relative state
of rural technology by raising ~Et. Such a policy would raise φt and gt. This would
result in an increase in government services in both sectors, higher wages in both
sectors, and less wage inequality. Thus, directing aid projects to the rural sector will
benefit households in both sectors.

It is important to note that, without a feedback of the urban population share on
fiscal policy, increasing the level of technology in the rural sector would not raise
welfare. If gt were fixed, then improving rural technology would create a
Malthusian-type increase in the population of the rural sector that would completely
eliminate any productivity gains for an individual worker. It is the fact that lowering
the urban population share raises effective government services in the urban sector
that reduces wage inequality. The rise in urban government services increases urban
wages and limits the population expansion in the rural area, allowing the rural wage
to rise as well.

Figures 10.1 and 10.2 give an example of the country’s dynamics with and
without balanced growth. We consider two economies each with annual population
growth rates of 2%. The population growth lowers rural wages and “pushes” the
population toward the urban sector. In one economy there is balanced technological
change leading to 1% growth in real wages, represented in the figures by the solid
line, and in the other economy there is no technological change, represented by the
dashed line. Each period in the model represents 30 years. In the initial period, 20%
of the population is in the urban sector and the rural wage is 80% of the urban wage.
We set α ¼ μ ¼ 1/3, so by (10.15) productive expenditures in the rural sector are
40% of urban expenditures throughout the economy’s development.
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Without balanced growth, households are “pushed” into the urban sector by
population growth and the wage gap worsens slightly over time. With balanced
growth, a “pull” factor is added that increases the rate of urbanization relative to
the no growth case. After 120 years the fraction of the population in the urban
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Fig. 10.1 Fraction of population in urban sector
Notes: Solid line is for economy with 1% annual growth in E and dashed line is for economy with
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Fig. 10.2 Wage gap—short-fall of rural wages
Notes: Solid line is for economy with 1% annual growth in E and dashed line is for economy with
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sector is 96% compared to 86% without balanced growth. More importantly,
even with modest growth, the rural sector wage gap narrows significantly to 87%
of the urban wage after four periods (120 years).

10.2.3 Redistributive Urban Bias

It is not in the interest of the policymaker to deviate from the efficient urban bias
given by (10.15), even when the weight placed on the welfare of the rural household
is zero. However, the government may add to the natural costs of migration by
artificially increasing the cost. This is where one would expect to see political
debates centered. An increase in ωt raises gt and increases productivity and wages
in the urban sector. Despite the fact that ~gt rises as well, productivity and wages in the
rural sectors fall, increasing wage inequality.

Thus, increasing the cost of migration, whether directly due to government policy
or not, will lessen urban crowding and give rise to an increase in public services
across the economy. However, in the rural sector, the effect of rising public services
will not be enough to keep wages from falling as fewer workers choose to migrate
because of the higher cost resulting in the crowding of land and lower worker
productivity. Thus, the politics of disproportional urban influence in the setting of
policy will take the form of raising artificial restrictions on migration or by not taking
actions that reduce the natural costs of migration. While migration restrictions are
not efficient, because they trade-off the welfare of rural and urban households, they
could increase aggregate welfare. Rangazas and Wang (2018) provide examples
where positive migration restrictions raise aggregate welfare, even when the utility
of all households are weighted equally.

10.3 Extensions

10.3.1 Government Transfers

Our focus has been on productive government spending largely because of the
concerns about the crowding of urban infrastructure that were discussed in the
introduction. However, it is natural to ask how the presence of government con-
sumption and transfers may affect the results. We first consider the case where
government consumption is a substitute for private consumption (e.g. food and
housing subsidies). This case is equivalent to the situation where the government
directly provides cash transfers or wage subsidies to households, a common form of
alleged favoritism in some developing countries, if the public provision of the
private goods is not too large a fraction of the household budget. We will also
consider a different situation where the government consumption is not a close
substitute for private consumption and thus is very different from government cash
transfers to households (e.g. vaccinations that create direct consumption benefits
from improved health).
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Suppose that the government provides a consumption-good to households in each
period of life: Q1t and Q2t þ 1 for an urban household of generation-t and ~Q1t and
~Q2tþ1 for a rural household of generation-t. In the case where the government
consumption is a substitute for private consumption, total consumption of good i
for the urban household is bcit � cit þ Qit, and similarly for the rural household. We
will consider the case where the government good provision is not too large so that it
is equivalent to a cash transfer or wage subsidy. The case where this is not true,
i.e. when the government effectively chooses the consumption level of a good for the
household, is similar to the next case we look at where the government consumption
good is not a substitute for private consumption.

When the government consumption good is a substitute for private consumption,
the urban household’s behavior, and similarly for the rural household, can be
modeled as maximizing

u
�bc1t�þ βu

�bc2tþ1
�

subject to

bc1tþbc2tþ1

R
¼ 1� τð ÞWt þ Q1t þ

Q2tþ1

R

� �
:

The timing of when the household receives the consumption good/transfers is
irrelevant, so for notational simplicity we consider the case where the government
provides the consumption goods in the first period of life only.

In this situation, the analog to Eq. (10.13), the condition needed to generate partial
migration, is

1� τð Þ ~Wt þ ~Q1t ¼ 1� τð Þ�1� ω
�
Wt � ωt þ Q1t:

So, differences in government consumption/transfers across the two regions affect
the migration choice.

The government’s optimization problem, which now involves choosing the
de-trended government consumption goods q1t and ~q1t, yields the following expres-
sion that informs us about urban bias.

q1t þ gt
~q1t þ ~gt

� 1 ¼ α

μ 1� αð Þ
~gt

~q1t þ ~gt
: ð10:16Þ

The first thing to notice about (10.16) is that the basic message of the early analysis
carries over to this setting; there must be an urban bias and the weight the govern-
ment places on the rural household has no bearing on the presence of the bias and no
direct effect on the size of the bias. The logic for this result is the same as before. The
government should attempt to maximize the welfare of the urban household, which
indirectly maximizes the welfare of the rural household when there is a positive
migration flow. However, some provision to the rural sector is needed to control
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urban crowding of both productive consumption services and government
consumption.

There are some nuances associated with (10.16) that were not present before.
First, the necessary bias is based on total government spending in the urban sector
relative to the rural sector. It is now possible that there is no bias in the provision of
productive government inputs. Instead the government may favor the urban sector in
terms of consumption good provision and transfer payments. Second, the size of the
urban bias is inversely related to the form of the provision of goods to the rural
sector. In particular, the greater is the relative amount of consumption goods
provided to the rural sector, the smaller is the total urban bias. Through this avenue
the size of the bias may vary with the weight the policy makers place on the rural
households. So while the presence of a bias is independent of the weight, the extent
of the bias may now vary with the weight.

To see this second point more explicitly, first recognize that under our
assumptions some productive government service provision is needed to operate
the rural sector. While this assumption is extreme it is meant to capture the idea that
the return to public investment in production is high when the level of productive
services is low—i.e. the return to the provision and maintenance of basic infrastruc-
ture such as elementary education and simple roads is high. This means that in
raising the quality of life in the rural sector to avoid crowding in the urban sector, the
government should start with these basic productive services. However, if the weight
that the government places on the rural sector is relatively low, then the government
may not go beyond that, i.e. it may choose not to provide consumption goods or
transfers to the rural sector so that ~q1t ¼ 0. In this situation, the second expression on
the right-hand-side of (10.16) is always one and we can solve (10.16) to get an
expression that is very similar to (10.15),

~gt ¼
μ 1� αð Þ

αþ μ 1� αð Þ gt þ q1tð Þ:

Here, the urban bias is strictly independent of υ, at least over some range of υ and
perhaps over the entire range. In addition, the primary way that the government may
be viewed as favoring the urban sector is in the provision of government consump-
tion goods and transfers.

However, it is also possible that at a sufficiently high value of υ, but still below
one, that the government will provide some consumption goods, so that ~q1t > 0. For
this range of υ, the second expression on the right-hand-side of (10.16) is always less
than one and the size of the urban bias must fall relative to the case when ~q1t ¼ 0. So,
while an urban bias must be present for any υ, it is now possible that the size of υ
affects the size of the bias.

Next, suppose that the government consumption good is not a perfect substitute
for private consumption. In this case (10.16) remains a necessary condition for the
government’s optimal policy. However, now the government consumption good
may also be viewed as “essential” and thus must always be positive. In this case the
size of the urban bias would vary over the full range of υ.
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10.3.2 Endogenous Taxation

To this point we have analyzed fiscal policy as a pure allocation problem, with an
exogenous budget for total government service expenditures. We now show that the
presumption of an efficient urban bias becomes stronger if one allows for endoge-
nous tax revenue. For simplicity, we return to the situation where the government is
choosing only productive services.

Instead of an exogenous budget we now assume that the budget for productive
government spending is a fixed fraction η of total taxes collected, τ

�
Yt þ σOt

�
. Note

that the tax base is endogenously determined because it depends on production from
the two sectors and thus on the allocation of labor and productive government
services across sectors. In addition, the parameter σ is bounded between zero and
one, taking into account that collecting taxes from the traditional rural sector’s tax
base may be more difficult than in the modern urban sector.

With a Cobb-Douglas technology, we can write government revenue as

τ
WtMt

1� α
þ σ ~WtFt

1� α

� �

As before, wages in both sectors are independent of direct influence from ~gt.
However, now ~gt affects the tax base through its influence on φt and the relative
size of the workforce across rural and urban sectors.

Solving the government’s problem gives us the analog to (10.15) when the tax
base is endogenous.

~gt ¼
μ 1� αð Þ

αþ μ 1� αð Þ gt �
ητ

1� α

Wt � σ ~Wt

Et

� �� �
ð10:150Þ

Comparing (10.150) to (10.15), one can see that, with a wage gap in favor of the
urban sector, the efficient urban bias is now stronger (i.e. ~gt is now a smaller fraction
of gt). The stronger urban bias results from the fact that an increase in ~gt carries an
additional cost—a smaller tax base and a loss in tax revenue. An increase in ~gt
reduces φt and increases the relative size of the rural sector. With a wage gap in favor
of the urban sector, an increase in the relative size of the rural sector causes the tax
base to shrink.

The argument just made would hold even if σ ¼ 1. Allowing for differential
ability to collect taxes across sectors further increases the efficient urban bias. In
developing countries, it is relatively difficult to tax the traditional sector. The
effective tax rate in that sector is less than in the modern urban sector. Assuming
that there remains a gap in the pre-tax wages in favor of the urban sector, this adds an
additional reason why tax revenue would fall with an increase in ~gt.

One can go further by substituting (10.150) back into the government budget
constraint to get a complete solution for spending in the two sectors as a function of
tax revenue. In particular, the solution for ~gt is
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~gt ¼
α

αþ μ 1� αð Þ
μ 1� αð Þ

πtαþ μ 1� αð Þ
ηστ

1� α

1� πtð Þ ~Wt

Et

� �� �

Note that the term outside the square brackets is less than one because 0 � πt � 1.
The term in the square brackets gives the tax revenue collected from the rural sector
(on a per worker basis and de-trended for growth, as is the case for ~gt). This means it
is optimal for rural government spending per worker to be less than rural taxes
collected, i.e. the rural sector must cross-subsidize urban government spending.

To justify rural spending, another dollar spent on the rural sector must create a net
revenue gain of more than a dollar by reducing the urban population. This means the
urban-rural spending gap must be greater than the urban-rural tax collection gap so
that, as the urban population falls with an increase in rural spending, a marginal gain
in revenue is generated. In other words, some of the rural sector taxes must be used to
finance urban spending for there to be a net marginal gain in revenue to the urban
sector from an increase in rural sector spending. Since the objective is to maximize
urban wages via urban government spending, the rural sector must subsidize the
urban sector. In fact if the rural sector cannot provide net revenue to the government,
i.e.σ ¼ 0, then the government should ignore the rural sector, ~gt ¼ 0 and thereby
force everyone into the city.

10.3.3 Impure Public goods

We have assumed that government services are private goods, which is appropriate
for some but not all government services. Here we consider the case where govern-
ment services flow from impure public goods.

Suppose now that effective productive government services are generated
from impure public goods that are subject to crowding and thus are imperfectly
shared by the workforce. As before we define Gt to be a measure of productive
government services in the urban sector but now effective services are defined as
gt ¼ Gt=M

ξ
t , where ξ is a constant parameter that lies between zero and one. The

value of ξ determines the degree of crowding of public goods. If ξ ¼ 0, then Gt is
generated from pure public goods that are not subject to crowding. If ξ ¼ 1, then
Gt is generated from pure private goods, and to maintaingt, Gt must rise
proportionally with the workforce. Here we focus on the intermediate case
where ξ is between zero and one, i.e. where Gt is generated from impure public
goods that are subject to some crowding.

In similar fashion, we define effective government services in the rural sector
to be ~gt ¼ ~Gt=F

ε
t . Due to its smaller geographic area, the urban sector is assumed

to have an advantage in the sharing of the services generated by a given impure
public good. The “public” nature of a good is partly a function of its characteristics
and partly a function of the population density located around the good. For (i) a
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given local government public good provided to each sector and (ii) a given
population of workers in each sector, the urban sector provides at least as many
effective services per worker, i.e. we assume 0 � ξ < ε � 1. For example, suppose
the same size road is provided to the urban area and the rural area, and each area
contains the same total population. It is more likely that a larger fraction of the urban
working population lives close enough to the road to use it productively. Thus, there
is an efficiency advantage to urbanization that directly stems from the provision of a
shared public good.10 Note that it remains true that an increase in the population in
each sector will reduce government services per worker.11

Under these assumptions one can solve the government’s problem to get the
following equation for efficient allocation of government services

~Gt=Ft ¼ ξμ 1� αð Þ
αþ εμ 1� αð Þ Gt=Mtð Þ: ð10:1500Þ

Equation (10.1500) gives the implied relationship between the observed government
services per worker in the two sectors (found by dividing a measure of the total
government services by the population of workers). Recalling that ξ � ε, the
equation indicates that there will always be an observed urban bias in the setting
of fiscal policy, Gt/Mt > ~Gt=Ft. In addition to the other features identified under the
assumption that government services are private goods, the degree of urban bias also
now depends on how advantageous it is to share the impure public goods in the city
versus the country—i.e. the lower the value of ξ/ε the larger is the bias.

More important than the observed bias is the effective bias per worker, ~gt=gt, a
determinant of the relative TFP in the two sectors. The effective bias is given by

10Cities may also contain other efficiency advantages such as improved matching between
employee and employer and learning spillovers from increased worker interaction (Duranton
(2008)). Rosenthal and Strange (2004) point out that identifying the precise source of these
efficiency advantages is extremely difficult. Moretti (2004a) discusses the difficulty in establishing
the presence and magnitude of human capital externalities in cities. Henderson (2010) argues that
urbanization per se does not increase growth rates, although growth rates may increase when the
population becomes concentrated in very large cities. In Chap. 7 we mentioned evidence suggesting
that there are learning externalities related to the average human capital per person in the commu-
nity where one lives. Moretti (2004b) and Liu (2014) find that the average human capital per worker
in a city raises the productivity of firms in the city, especially those that employ high human capital
workers. Duraton (2014) reviews the literature and concludes that cities have a positive causal effect
on worker productivity.
11An increase in the rural population actually reduces government services per worker in the rural
sector for two reasons: crowding of the population near the public good and an increase in the
population that cannot easily utilize the good.
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~gt ¼
ξμ 1� αð Þ

αþ εμ 1� αð Þ
F1�ε
t

M1�ξ
t

gt:

Note that the effective bias is influenced by the same parameters as the observed bias
and, in addition, by the relative population size in the two sectors. We can examine
the determinants of the effective bias further by writing out Mt and Ft in terms of
demographic Eqs. (10.12) and (10.13), allowing us to rewrite the expression for the
effective bias as

~gt ¼
ξμ 1� αð Þ

αþ εμ 1� αð Þ
φt 1� πt�1ð Þ½ �1�ε

πt�1 þ 1� φtð Þ 1� πt�1ð Þ½ �1�ξ

gt
Nε�ξ

t

:

For a given φt, a larger country population (Nt) increases the effective bias because of
the advantage of sharing impure public goods in the city. Furthermore, one can show
that an increase in Nt decreases φt as well, generating a further increase in the urban
bias. Thus, as the population of the economy grows in size, the economy becomes
more urbanized. During this “structural transformation,” the observed bias in
(10.1500) remains fixed but the effective bias, given above, widens.12

10.4 City Size and Development

In a recent article, J. Vernon Henderson (2010) discusses the connection between
urbanization and growth. His article also contains interesting thoughts about
strategies to deal with the rapid pace of urbanization in many of today’s developing
economies.

Consistent with Sect. 8.2, Henderson argues that while urbanization and growth
have a strong positive correlation, there is not a simple causal effect running from
urbanization to growth. The absence of a steadfast positive causal connection is most
obvious in the situations where urbanization is actually associated with falling
wages. This happens when migration to the city is driven by events that cause a
drop in the relative productivity of rural workers. When workers are “pushed” to city
there is a crowding of public infrastructure and government services that causes a
decline in urban workers’ productivity and in wages throughout the economy.

However, Henderson also argues that cities are associated with industry-level
economies of scale and knowledge spillovers, features we have ignored, that can

12Our discussion suggests that an urban bias in the provision of effective government services is
guaranteed. This is not the case because if both πt � 1 and 1 � φt are small enough then
[φt(1 � πt � 1)]

1 � ε/[πt � 1 þ (1 � φt)(1 � πt � 1)]
1 � ξ could be large enough to make ~gt > gt .

This situation is more relevant during the early stages of growth when urban crowding is not an
issue and the city would have a small and slow growing population.
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generate a rise in worker productivity. To capture these effects one could write the
urban productivity index as

Dt ¼ Gt

Mt

� �μ

E1�μ
t

�hσ1t Mσ2
t ,

where σ1 and σ2 are positive parameters that capture productivity effects associated
with living in a city. If we have human capital, as in some of the previous chapters,
the term �hσ1t would capture the knowledge spillovers flowing from the average
human capital of urban workers to the productivity of an individual worker. To
capture economies of scale in production, or other urban agglomeration effects such
as information flows or job matching, one could also include the term Mσ2

t . An
increase in the size of the urban workforce raises the productivity of the average
urban worker.

There is empirical evidence indicating that greater industry size and a higher
average human capital in a city causes individual worker productivity to be higher,
other things constant. In addition to the advantage of sharing impure local public
goods (see Sect. 8.3), these positive productivity effects within concentrated geo-
graphic areas explain why the modern sector firms tend to locate in cities. Agglom-
eration effects based on spatial concentration have the potential to create a causal
connection running from urbanization to growth.13

Positive agglomeration effects suggest that there may be an optimal city size that
maximizes worker productivity. Cities need a certain population size to fully exploit
the industry economies and knowledge spillovers. However, these positive benefits
may diminish at some point and the crowding of public infrastructure and services
becomes an issue as the population continues to grow. Thus, weighing the benefits
and costs of an increasing city population leads to the possibility of an optimal
city size.

Empirical work by Henderson and his coauthors find that there is a concave,
hump-shaped relationship between city population and individual worker produc-
tivity, confirming the existence of an optimal city size. They also find that the
composition of industries within a city matters. The optimal city size is smaller the
higher is the concentration of manufacturing industries. This is consistent with the
fact that very large cities tend to have a high fraction of business and professional
service industries.

The notion of an optimal city size is relevant in assessing the urbanization
strategies in developing countries. Urbanization in today’s developing world is
both more rapid and more directed by national governments than it was in history.
Historically, the typical process of urbanization, as a country’s population goes from

13Duraton (2014) provides a discussion of the empirical evidence behind different mechanisms
through which locating in cities can affect worker productivity. He also discusses the factors that
limit worker productivity in developing countries, which is the focus of this chapter and the next
section in particular.

10.4 City Size and Development 321

https://doi.org/10.1007/978-3-319-89755-4_8


roughly 15 to 75% urban, would take more than a century. In many developing
countries, the same process of urbanization only takes a few decades.

The rapid pace of urbanization is one of the reasons that governments feel the
need to intervene and control the process. China and India are considering using
policy-based incentives to funnel their rural to urban migration into a relatively small
number of mega-cities: 10–15 cities with average populations of 25–30 million
people. This is quite controversial because the empirical work mentioned above
suggests that the optimal size of city is much smaller. Thus, the formation of mega-
cities may create a drag on aggregate growth.

10.5 Urbanization Today: New Mechanisms and Consequences

We would argue that most of the theory in this books applies equally well to
historical and current development. However, as the last section reveals, there are
at least some quantitative differences between historical and current development.
Urbanization is occurring much more rapidly in today’s developing countries than it
did in history. It is also becoming clear that the current rapid rate of urbanization is
caused by some forces that were not important in the past. In this section we discuss
these new mechanisms for urbanization. The new mechanisms have important
implications for the connection between agriculture and the traditional sector and
the connection between urbanization and growth.

10.5.1 Consumption Cities: Urbanization Without Industrialization

In past history, and in many developing countries today, urbanization is closely
associated with industrialization and an expanding manufacturing sector. Today,
there is an important exception to this familiar pattern. Gollin et al. (2013) find
that resource-exporters, e.g. oil exporting countries such as Gabon and
Venezuela, have relatively high rates of urbanization despite having relatively
low manufacturing sectors.

In the standard urbanization story, the population shifts from agriculture to
manufacturing either due to the “pull” of increasing manufacturing wages or the
“push” of declining agricultural wages. Instead, Gollin et al. focus on an income
effect associated with a rise in rents from natural resources. They find that higher
resource rents increase the demand for nontradable urban services—such as restau-
rant meals, cabs, apartments, and haircuts. The increase in demand raises the relative
price of the nontradable services and causes a reallocation of labor to the city to work
in the service sector. The reallocation of labor causes cities to grow near locations
where the resources are extracted and refined. These are “consumption cities”
because they are expanding due to an increase in demand for consumption services
rather than an increase in the marginal productivity of urban labor generally.

Gollin et al. use a static four-sector model to articulate the mechanism.
Manufacturing, agricultural, and resource goods (natural commodities) are traded
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in international markets that set their prices. Manufacturing goods and urban services
are produced in cities, while agricultural and resource goods are produced in the rural
sector. Urban services are nontraded, so their price is determined by domestic market
conditions. A rise in the international price of resource goods raises income for
countries that export these goods. The increase in income raises demand for all
goods, but only the price of urban services rise because other prices are determined
internationally. The rise in the relative price of urban services raises the relative wage
in the service sector and pulls labor out of other sectors. Even though
employment in the manufacturing sector declines, total urban employment can
rise because labor is also being pulled out of agriculture. In this situation, an increase
in urbanization is associated with a decline in the manufacturing sector.

10.5.2 Mushroom Cities: The Traditional Sector Grows in the City

Another difference between the past and the present is the degree to which urbani-
zation results from population growth within cities—what is called “urban natural
increase.” Jedwab et al. (2014) show that the rapid urbanization of today’s develop-
ing countries is driven more by natural increase than by the rural-to-urban migration
of European history. The urban centers of Europe during industrialization were
“killer cities”—with high mortality and low fertility. In contrast, developing
countries today largely contain “mushroom cities”—with low mortality and high
fertility. They show the resulting difference in the urban natural increase across these
two types of cities accounts for most of the difference in the current and historic
urbanization rates.

Jedwab et al. also establish that the rapid growth in cities today is correlated with
a high proportion of urban residents living in slums, low investment in urban human
capital, and a larger informal sector. This scenario suggests that cities in today’s
developing countries contain a sizeable traditional sector, with households that
produce informally, have many children, and do not investment much in education.
In the face of the rapid urban natural increase, rural households still continue to move
to the city. However, the gaps in living standards between rural households and those
living in slums are likely to be small. These household share more similarities than
differences. It is best to think of them both as residing and producing in the
traditional sector.

10.5.3 Urbanization Without Growth Revisited

Today’s developing countries are urbanizing at historically rapid rates. However,
their growth rates in worker productivity are, as a group, no different than those of
currently rich countries. There is no convergence for most poor countries today
(Chap. 7).

The combination of unusually rapid urbanization and mediocre economic growth
rates raises doubts about viewing urbanization as an engine of growth. The lack of
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correlation between growth and urbanization could be due to the weak connection
between urbanization and manufacturing for today’s developing countries. Today’s
urbanization is associated more with growing service and informal sectors rather
than a robustly expanding manufacturing sector. This pattern also implies a break in
the close connection between the urban sector and the modern sector, as today’s
developing cities often have large slums that have more characteristics in common
with the traditional sector.

10.5.4 Slums

A consistently disturbing feature of early urbanization, whether in a historical or
contemporary development setting, are areas of poor quality housing and inadequate
basic public services, commonly known as “slums.” The problem is more severe
today than in the past. Currently, 860 million people are living in slums around the
world (Marx et al. (2013)). Slums are the most dramatic indicators that the crowding
of public services in urban areas is a major problem of development. As the theory
suggests, if urbanization is predominantly driven by population growth and dire
conditions in rural areas, there will be a decline in urban services per worker and
wages will fall throughout the economy.

Despite the deplorable conditions in slums, urban poor world-wide are richer and
happier than those that remain in rural areas, at least on average (Glaeser 2011). This
suggests just how desperate life must be in the country-side of many developing
countries. In this situation, aid directed at developing public infrastructure in rural
communities would increase productivity throughout the economy by reducing
migration flows to the city and raising urban public services per worker.

Marx et al. (2013) argue that slums can cause problems that policy makers do not
fully account for. They are particularly concerned with the possibility that slums
create intergenerational poverty traps. One can easily see how this could happen.
Moving to the city raises wages and family resources. However, living in the slum is
a less healthy environment because of the reduced space and overwhelmed public
infrastructure that results in generally unsanitary conditions. While, as reported in
Chap. 5, the health conditions in rural areas are generally not as good as in cities,
there may be city slums where this is not true.

Young children in the family are most susceptible to the disease and illness that
an unhealthy environment breeds. Their compromised health could have long-term
consequences for their adult productivity because of stunted physical development
and impaired ability to learn. While the family as a whole has greater resources in the
short-run, the next generation may be less productive than workers raised in rural
areas. In short, the move to the city was bad for the future generations of family. This
could be true even if parents possess intergenerational altruism because the short-
term benefits to the current generation of the family may be greater than the cost to
the next generation.

An intergenerational poverty trap of this type could easily be ignored by urban
elite policy makers. Some aspects of urban crowding, such as crowding of roads and
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energy provision, lower the productivity of all urban workers. However, if the urban
elite live a safe distance from the slums, they will not be exposed to the unhealthy
environment created by a crowding of health and sanitation services. As a result, the
policy makers will underestimate the full cost of migration to the city and the full
benefit of basic public services provided to the slums. Even if the goal is to maximize
aggregate economic growth, there will be too little public investment in rural areas
and the composition of urban public spending will allocate too few resources to the
slums.

10.6 Hukou

Chinese policy provides an interesting example of internal migration restrictions
(Meng 2012; Wang and Piesse 2010; Wang and Weaver 2013). When the Chinese
Communist Party rose to power in 1949, no labor mobility between rural and urban
sectors was allowed. Rural to urban migration was formally prevented starting in
1955 by a household registration system, known as “Hukou,” that established
household residency. Those with urban Hukou were given access to high paying
jobs and government services. The advantage of rural Hukou was a claim to land
use. During the first 30 years of Communist rule, more than 80% of the population
remained in rural areas.

As the Chinese economy was reformed and began to grow in the last quarter of
the twentieth century, migration restrictions were relaxed due to the need for labor in
the urban manufacturing sector. However, it has been uncommon for a rural person
to be granted a permanent urban Hukou. Most migrants to the cities are younger
workers that live and work in the cities on a “temporary basis,” without access to the
government services enjoyed by urban residents. Between 1990 and 1997, rural
migrants working in cities increased from 25 to 37 million. By 2009, the number of
rural migrant workers quadrupled to reach 145 million.

Due to the strong demand for labor, unemployment for the migrant workers is low
and hours worked are high. Migrants work over 60 h per week, which is likely much
more than they would have worked in rural settings. The expansion in labor supply
and the reallocation of workers to a sector where they are more productive per hour
are important reasons for China’s continued strong economic growth.

Despite the migration of these temporary workers, large wage gaps remain. There
was a three-fold per capita income gap favoring urban residents at the end of the
twentieth century. The significant work opportunities for the migrants and the large
wage gaps both indicate that Chinese labor markets suffer from significant ineffi-
ciency due to the persistence of mobility restrictions.

Recently there has been a movement in China to reduce internal migration
restrictions and increase the population flow to cities. The primary motivation for
the urbanization push is to increase domestic demand for marketed goods. The
urbanization push coincides with a desire to eliminate the Hukou system. This raises
difficult questions about how deal with the land rights of potential rural migrants. In
some cases rural residents are forced off their land or given far below market value
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for the transfer of land to local government authorities. There have been significant
charges of “land grabs” by local officials that benefit from reselling the land at
market value.

Access to the work opportunities in the city may be enough to compensate
younger workers for the loss in their claims to land. It is less clear that this is true
for older workers, especially because there is uncertainty about access to government
services and pension for the new urban residents. The large migration to the city is
straining the capacities of governments to provide the services and benefits that
previous urban residents have enjoyed.

10.7 De-urbanization: Past and Present

Many view England, generally recognized as the place where the Industrialization
Revolution began, as the nation that was the home of the first modern economy.
However, as carefully documented by de Vries and van der Woude (1997), the first
modern economy with sustained economic growth may have instead been developed
in the Netherlands during the sixteenth and seventeenth centuries. The Dutch
economy was not modern in the sense of being industrial but it was modern in the
sense of being built on commerce and trading in domestic and international markets.
The early appearance of commerce was fostered by high levels of education in the
population, a monetary system, and well defined and enforced property rights.

Another advanced feature of the Netherland economy was the high percentage of
the population living in urban areas. Urbanization was rapid over the sixteenth and
seventeenth centuries, followed then by a period of de-urbanization:

1525 31.5%

1675 45%

1750 42%

1795 40%

1815 38%

An urbanization rate of 45% made the Netherlands far and away the most urbanized
country in Europe at the end of the seventeenth century. In comparison, England did
not achieve an urbanization rate of 40% until the middle of the nineteenth century.
The high rate of urbanization in the Netherlands was associated with a structural
transformation of their early economy from one based on traditional agriculture to
one based on shipping, ship building, whaling and fishing, brewing, and textiles.

However, what explains the period of de-urbanization that followed? de Vries
and van der Woude suggest three reasons. First, exports fell sharply after 1700. This
was due to trade wars, in some cases leading to actual wars, and due to the fact that
the Dutch began to lose their comparative advantage in ship building and textiles.
The Dutch lost their leadership position in these areas as new technologies were
being developed in other European countries. Second, the early Industrialization
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Revolution created a proto-industry in rural areas. Textiles were produced by women
and children out of ordinary homes rather than by the more expensive urban
craftsmen. Finally, the cities suffered from crowding that created hygienic problems
and disease.

The Dutch experience with early urbanization provides indirect evidence for the
view that urbanization, especially early in development, is more a byproduct of
growth rather than a cause of it. When the underlying determinants of growth falter,
the wage differential between urban and rural areas shrinks and no longer provides
sufficient compensation for the problems associated with urban crowding. As a
consequence urbanization slows or is reversed.

A similar de-urbanization is being forecasted for India today. Just as in many
developing countries, India has experienced rapid urbanization since WWII,
although about half of its workforce is still in agriculture. There are signs that the
labor flow to the cities has now reversed. Growth in the urban manufacturing sector
is slowing due to crowding and insufficient infrastructure and due to the high cost of
complying with a myriad of labor laws. Crisil, a large economic and business
research group headquartered in Mumbai, predicts that a reverse migration of
12 million workers out of the cities and back to relatively low-wage agriculture
will take place between 2013 and 2019. Just as in the Dutch Republic of the
eighteenth century, if the conditions sustaining economic growth are compromised,
and urban crowding is not dealt with, de-urbanization can occur. Urbanization per se
is not a sufficiently strong engine for growth to sustain itself.

10.8 Conclusion

Many observers of fiscal policy in developing countries see large disparities in the
government’s provision of goods and services across regions in favor of urban areas.
The most common interpretation of these disparities is that urban households have
disproportionate political power that causes fiscal policy to favor them at the expense
of rural households. This chapter develops a simple theory of urban bias in the
allocation of productive government services suggesting that the common interpre-
tation may not be correct. An urban bias in the provision of government services can
be explained by efficiency considerations and it may be the case that the extent of the
bias is entirely independent of the weight that policymakers place on urban and rural
households. The observed inequities in the provision of government services across
rural and urban areas are not necessarily the result of a redistributive urban bias in the
politics of developing countries, but rather serve to raise wages throughout the
economy.

Our analysis indicates that urban-rural politics is more likely to influence policies
that directly affect the cost of migration from rural to urban areas. An increase in the
costs associated with rural to urban migration does clearly raise the welfare of urban
households at the expense of rural households.

We ignored the intergenerational consequences associated with living in the
unhealthy slums of cities in developing countries. Intergenerational consequences
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of unhealthy slums could create poverty traps that slow economic growth and are
worthy of future research. To address the possibility at least three new features will
have to be introduced into the model. First, there must be two types of urban
households: one type lives in the slums and one type does not, the urban elite who
set the policy. Second, there must be two types of public services: those that affect
the productivity of all urban workers (roads) and those that affect only those living in
the slums (public health and sanitation services). Third, the public services provided
in the slums must influence the adult human capital of the children living there.

10.9 Exercises

Questions

1. How are the traditional and modern sectors interpreted in this chapter? What is
difference between sectors?

2. What is the source of the wage gap between sectors? Write down and explain the
equation for the wage gap.

3. Describe the government’s behavior. How are the government’s preferences
modeled? What are the government’s constraints and choice variables?

4. Explain why there is an urban bias in government service provision. Why is the
urban bias efficient?

5. What is the role of free migration of households across sectors in establishing
the efficient urban bias? What happens if there is no migration across sectors?

6. What are “push” and “pull” factors that create migration to the cities? Explain
how these factors affect government service provision.

7. How does balanced technological progress across sectors affect the following
variables? What happens if the technological progress only occurs in the urban
sector?

(a) urbanization
(b) government service provision
(c) wages in each sector
(d) wage inequality

8. What is a redistributive urban bias? How does an increase in migration
restrictions affect the variables in Question 7?

9. If the government provides transfers in addition to productive government
services is there still an efficient urban bias?

10. . How does accounting for endogenous tax revenue affect the urban bias?
11. If productive government services are provided by impure public goods, such as

roads, how does it affect the urban bias?
12. Describe how urbanization in today’s developing world differs from the histori-

cal urbanization of the U.S. and Europe. What implications does this have
application of the dual economy model? For government policy?
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13. How can intergenerational effects of living in unhealthy slums cause the alloca-
tion of productive government services to rural areas to be lower than the
allocation that would maximize economic growth?

14. Discuss some of the issues related to urbanization in China.
15. Make a case for the idea that urbanization causes economic growth. Next, make

a case for the idea that urbanization has a neutral or even negative causal effect
on economic growth.

16. Relate the concept of “consumption cities” to the McMillan-Rodrik explanation
for the difference between worker productivity growth rates in Asia and Africa
(Chap. 7).

Problems

1. Show that πt ¼ πt � 1 þ (1 � φt)(1 � πt � 1) and 1 � πt ¼ φt(1 � πt � 1).
2. Show that one can use (10.6b), along with (10.2), (10.5), and (10.13), to derive

the following expression for the fraction of the traditional population that
remains in the traditional sector,

φt ¼
�
~Et=Et

�1�μ�
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�μ
h i1�α

kαg μ
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�
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�
8<
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9=
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: Use this equation to show
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~gt
:

3. Using the results of Problems 1 and 2, choose ~gt and gt to maximize
Vt 1� τð ÞWtð Þ þ υVt 1� τð Þ ~Wt

� �
subject to gtπt þ ~gt 1� πtð Þ ¼ bt. The first-

order condition associated with the choice of ~gt can be used to derive the
efficient urban bias equation given in (10.15).

4. Use (10.13) to argue that technological progress lowers wage inequality.
5. Use (10.2), (10.3b), (10.13), (10.15), and the government budget constraint,

gtπt þ ~gt 1� πtð Þ ¼ bt, to argue that migration to the city resulting from push
factors, for a given value of E, will reduce wages across the economy.

6. Extensions. Write down and carefully explain the urban bias condition when
(a) the government provides consumption goods and services or transfers

in addition to productive services.
(b) tax revenue endogenously depends on the share of the population in the

urban area.
(c) productive government inputs are impure public goods.

7. In the case where government productive inputs are impure public goods,
explain the difference between the “observed” and the “effective” urban bias.
How is each affected by population growth?
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Conclusion 11

In this chapter we summarize some of the main points we have learned about
development and their related policy implications. The points are organized into
those related to the onset of growth and those related to the nature of growth once it
begins. We also discuss policy implications and topics for future research.

11.1 The Onset of Growth

We have seen that sustained growth is a very recent phenomena, starting two or three
centuries ago for some countries and within the last few decades for many others.
The very different timing of the onset of modern growth is the main reason for the
divergent standards of living across the world today. This is particularly true because
average growth rates remain trendless for long-periods of time as economies make
the slow transition toward their steady states. With growth rates that are similar at all
stages of development, it is not generally true that poorer countries converge or catch
up to richer countries. The features of economies that determine the timing of the
initial growth take-off are then crucial.

11.1.1 The Appearance of a Modern Sector

In Chap. 6 we present a theory that helps us understand the conditions giving rise to
the production in factories that sets the stage for modern growth via the accumulation
of physical capital. Before these conditions are met, we can think of the economy as
being trapped in a situation where goods are produced using informal traditional
methods. The key consideration is whether factories can compete profitably with
traditional methods while paying workers at least as much as they make in the
traditional sector and capital owners at least what they could earn by owning land.
For a given state of technology, the following conditions increase the likelihood that
profitable factories will appear.
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1. Limited Natural Resources—Traditional methods rely heavily on direct use of
natural resources. Countries that have an abundance of usable land and other
easily accessible natural resources will have a productive traditional sector. This
leads to relatively high wages and/or high returns to the ownership of the natural
resources. High factor prices paid to labor and land means operating factories will
be costly. Countries without these resource advantages have cheaper labor and
lower required returns to assets that paves the way for a profitable modern sector.

2. Limited Political Power of Landowners and Traditional Craftsman—
Landowners and craftsmen oppose the competition from factories and seek to
prevent their appearance. They support policies that favor the traditional sector
and block the formation of large firms by legislating various restrictions, taxes,
and regulations in the modern sector. Pro-growth dictators or democratic partici-
pation of the general population limit the influence of large landowners and
established craftsmen and thereby encourage factory based production and phys-
ical capital formation.

3. Legal Institutions Protecting Property Rights—Traditional production relies on
informal arrangements between workers, landowners, craftsmen, and customers.
In local settings where trading occurs on a small scale between parties that know
each other well, these informal arrangements suffice. However, to produce and
trade on a larger and more impersonal manner, a legal system that protects
property rights is critical substitute for the trust and local information that is
present in traditional settings.

4. Public Infrastructure—Mechanized factory production and trading at a larger
scale requires the provision of public capital inputs such as utilities and roads.

Equation (6.8) from Chap. 6 provides the profit requirement for the appearance of the
modern sector. The conditions listed above can be related to Eq. (6.8) as follows.
Condition (1) determines the value of ~Alα in the traditional sector, while (2)–
(4) determine the value of A in the modern sector. Given the state of available
technology and the country’s natural resources, the key is to generate a high level of
A. There is no unique way to accomplish this. For example, excellent roads and
strong property right protection can offset anti-capital policies supported by large
landowners. The sources of A to focus on, in order to get modern growth going, are
likely to be country specific; depending on geography, culture, and political realities.

11.1.2 Poverty Traps and Schooling

Even after modern growth begins, the theory used in this text suggests that schooling
of older children may not take off. The schooling poverty trap from Chaps. 5 and 6 is
independent of the technological change and capital accumulation associated with
modern growth. There is evidence supporting this possibility, as many countries
initially experience sustained positive growth without seeing much progress in
schooling and literacy across the workforce. The schooling poverty trap is most
persistence when (i) there are no significant noneconomic reasons to educate the
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general population, (ii) the relative productivity of children is high, and (iii) there is a
lack of government effort to encourage mass education.

11.2 The Nature of Modern Growth

The theory in Chaps. 7, 8, and 9 identifies and explains some common features of
growth as economies begin to develop and modernize. The early period of modern
growth is dominated by the structural transformation of the economy as labor moves
out of the traditional sector and into the modern sector. The sources of the growth in
worker productivity during this initial phase are the underlying technological prog-
ress, the expansion in work hours, and the aging of the work force as fertility falls.
Work hours expand because the opportunity for working long hours throughout the
year is greater in the factories of the modern sector and because families that relocate
to the modern sector have fewer children, which allows more time for market work.
The decline in fertility also reduces the number of young workers and causes the
average age and productivity of the workforce to increase. In some settings, where
labor markets are particularly inefficient, there may also be gaps in productivity per
hour worked that favor the modern sector. These gaps create an additional source of
growth as labor migrates to the modern sector during the structural transformation.

During the early stages of the structural transformation, the accumulation of
human and physical capital often does not play a large role in economic growth.
The structural transformation itself creates offsetting effects on physical capital
intensity in the modern sector. Saving rates rise and fertility falls, which raises
capital intensity, but the movement of labor toward the modern sector causes a
crowding of the private capital and reduces capital intensity. Schooling often is
trapped at low levels or increases very slowly. One reason that some countries
created very high growth rates after World War II is that their policies pushed the
development of human and physical capital during the early stages of the structural
transformation.

In the later stages of development, as fertility continues to fall and the pace of the
migration to the modern sector slows, physical capital intensity rises. In addition,
schooling of older children accelerates and creates further downward pressure on
fertility. During this stage, the growth rates in output per worker increase and then
stabilize for many decades. The rise in physical and human capital per worker also
cause significant increases in output per hour worked. The long transition, at
relatively trend-less growth rates, implies that convergence of income across
countries can be slow unless lagging countries adopt unusually aggressive
pro-growth policies.

The growth over this long transitional period is fueled by events that must
eventually come to an end. The end of the structural transformation, the leveling
off of the fertility decline, and the prosperity associated with the rise in productivity
per hour worked, all cause work hours to fall rather than rise. The rise in the rates of
investment in physical and human capital also levels off, leaving the diminishing
returns to investment to dominate. These events create growth slowdowns that can
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only be offset by an increase in technological progress. The prospect of a general
growth slowdown, especially for the most developed economies, is a major concern
for the twenty-first century.

11.3 Policy Implications

In this section we summarize some of the main policy implications suggested by the
theory.

11.3.1 Domestic Growth Policy

In discussing the conditions needed for the appearance of factory-based production,
we mentioned the importance of limiting the influence of those with vested interest
in the traditional sector, a legal system that supports formal trading in large markets,
and public infrastructure. Of these key elements, we have primarily focused on the
importance of investment in productive public infrastructure. For simplicity, many
researchers choose to combine public capital, such as roads, with private capital into
a single measure of the economy’s physical capital stock. This is a very misleading
modeling strategy. As in Chaps. 5, 8, and 10, public capital should be modeled as a
complement rather than a substitute for private capital. Public capital is an essential
input to production that raises the marginal productivity of private capital. This is
why growth in the public capital stock is needed to raise TFP, as traditionally
measured, paving the way for the emergence of profitable private capital and the
modern sector.

As emphasized in Chap. 8, an important byproduct of the structural transforma-
tion is that economic activity in the modern sector is easier to tax. Thus, the structural
transformation naturally increases the economy’s capacity to raise tax revenue. An
important determinant of the pace of growth is how governments use this capacity.
Countries that use the increased revenue for public sector investment will grow faster
than those that use it for government consumption and transfers that finance private
consumption. Growing governments are often seen as a drag on the economy.
However, growth rates need not fall as governments become larger if a significant
portion of the increased tax revenue is invested.

Chapter 10 suggests that the allocation of public investment is almost as impor-
tant as the level of public investment. As with private capital formation, internal
migration to the modern sector crowds the supporting public capital infrastructure. It
is optimal for governments to control the pace of migration by investing in public
capital that raises productivity and living standards in the traditional sector as well as
well as the modern sector. Chapter 10 argues that there is an efficient mix of public
investments across sectors that maximizes wages throughout the economy. For
various reasons, the efficient mix is biased toward the modern sector, but the
traditional sector cannot be ignored.
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Apart from public infrastructure investment, in Chaps. 5, 7, and 9 we stress that
education of the workforce is critical for accelerating and sustaining economic
growth. There is the direct effect of education on the productivity of workers
throughout the economy, but there are important indirect effects as well. Increases
in human capital speed the structural transformation and reduce fertility, both of
which accelerate growth.

We have highlighted the possibility of poverty traps associated with schooling. In
environments that generate schooling traps, government action is needed for human
capital growth to take place. There are various ways to jump-start the growth, from
child labor and compulsory schooling laws to subsidies that replace a portion of the
forgone earnings lost to the family when older children attend school. The key is to
get schooling going because rising schooling increases the likelihood that schooling
will continue to rise, even in the absence of government policies and laws.

11.3.2 International Trade, Capital Mobility, and Foreign Aid

Throughout the text we have discussed how various types of international activity
affect economic growth. In Chap. 5, we found that opening the economy to physical
capital inflows significantly speeds up transitional growth. It also raises the effective
saving rate of low saving countries leading to greater steady state capital formation
and worker productivity. In addition, opening the economy to capital flows affects
the structure of fiscal policy, creating incentives for governments to lower tax rates
and to invest a greater fraction of tax revenue in productive public capital. The
pro-growth change in fiscal policy provides another reason that opening the econ-
omy raises worker productivity and living standards in the long-run.

In Chaps. 6 and 8, we found that opening the economy to the international trade of
goods can slow the structural transformation for developing economies that have a
comparative advantage in the goods produced in the traditional sector. As we
discussed at length, there are various reasons why slowing the structural transforma-
tion may lower aggregate economic growth. However, while it is possible that
aggregate growth may be slowed, the majority of the population may nevertheless
be made better-off by the international trade of goods. This is most likely when the
growth effects of opening are small, due to the presence of important domestic
impediments to growth, and when the benefits of growth tend to be concentrated in a
relatively small segment of the population.

In Chap. 5 we examined when foreign aid would most likely raise growth and
long-run worker productivity. Unconditional budget aid to countries with poor
growth records has weak short-run growth effects and no long-run effects on worker
productivity. On the other hand, forcing pro-growth fiscal reform is too costly in
terms of compensating aid inflows and is likely to be circumvented by uncooperative
governments. Aid is more likely to work when the conditions of aid are negotiated
and owned by pro-growth governments that have specific ideas about investment
projects that are likely to work best in their country.
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11.4 Ideas for Future Research

We view the book as an introduction to the integration of the new features of growth
theory into a two sector framework. We hope it provides a foundation for doing
further reading and conducting future research on topics where a two-sector
approach is important.

Fundamental sources of differences in schooling across traditional and modern
sectors should be more thoroughly examined, including the possibility of cultural
differences that affect expectations about the benefits of human capital investments.
There is evidence of community –level human capital externalities which could
reflect the importance of cultural attitudes and informed expectations about the
benefits of education. A more detailed analysis of what policies are most effective
in raising schooling levels, especially in traditional settings, is needed. We also need
a better understanding of how the structural transformation affects average schooling
levels in the economy. Does the move to the modern sector generally raise human
capital investment in health and education?

Additional work is also needed to identify whether the tradition of keeping land
within the family is due to intergenerational preferences or due the absence of land
markets. If the absence of land markets is an important factor that binds labor to the
traditional sector, what does it take for land markets to arise and how can the
government promote their development?

A more complete study of the structural transformation should include a special
focus on the large slums that form in the cities of developing countries. The
possibility that slums create poverty traps, associated with poor health environments
that impair the development of children, is an important area for further research.

Given concerns about urban crowding, the optimal pace of the structural trans-
formation should be pinned down more precisely. What should the government do to
speed up or slow down the structural transformation? Are industrial policies that
speed up the structural transformation justified? Should they subsidize all modern
industries or are there valid reasons to focus on particular industries? When, if ever,
does it make sense to use migration restrictions or agricultural policy to slow down
the structural transformation?

We hope that the book has made a case for examining the effects of international
trade in dynamic two-sector models. The effects of trade on growth and the welfare
of different household types and generations are complex. It is fair to say that we are
far from any definitive understanding in this area. The strong case for free trade is
predominately driven by results from static models and we need to examine more
carefully when trade is beneficial to developing countries in models that incorporate
growth and intergenerational welfare effects.
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Technical Appendix

This appendix gives a quick refresher of the topics in college algebra and basic
calculus, and their extension to optimization theory, that are used in the models of
the text. To see the different concepts in action, we have included EXAMPLES
FROM THE TEXT as each topic is reviewed. More advanced mathematical methods
are found in the chapter appendices and references.

A.1. Two Useful Functions

We use two types of functions frequently in the text.

Power Functions

A power function has the general form

y ¼ f xð Þ ¼ Axa,

where x is a nonnegative variable and a and Aare positive constants, or parameters.
In words, the function says that y is an increasing function of x, but the relationship
between the two variables can have a variety of characteristics depending on the
precise value of a.

For,
0 < a < 1 f(x) is a concave function of x
a ¼ 1 f(x) is a linear function of x
a > 1 f(x) is a convex function of x
If these shapes are not familiar, set A¼ 1 and plot f(x) for different values of x, given
a value of a that satisfies each of the three different cases above.

When dealing with power functions you need to remember some of the algebra
associated with expressions that are raised to a power. Here are some important
algebraic results for such expressions, where a and b are positive parameters.

# Springer International Publishing AG, part of Springer Nature 2018
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(i) xaxb ¼ xa + b

(ii) (xa)b ¼ xab

(iii) (xa)1/b ¼ xa/b

(iv) x�a ¼ 1
xa

(v) xa

xb ¼ xax�b ¼ xa�b

(vi) (xz)a ¼ xaza, where z is another nonnegative variable

We also need to remember the rules for differentiating a power function with
respect to x.

(i) First derivative

f 0 xð Þ ¼ aAxa�1

(ii) Second Derivative

f 00 xð Þ ¼ a� 1ð ÞaAxa�2

Note that, given our assumptions, f 0(x) > 0. However, the sign of f 00(x) depends on
the precise value of a. The sign of the second derivative is important because it offers
a way of identifying the shape of the function without the need to form plots.

For,
0 < a < 1 f 00(x) < 0 ) f (x) is a concave function of x
a ¼ 1 f 00(x) ¼ 0 ) f (x) is a linear function of x
a > 1 f 00(x) > 0 ) f (x) is a convex function of x

A way of understanding the connection between the second derivative and the
shape of f(x) is to note that the second derivative tells us what is happening to the
slope of f(x), i.e. it gives us the change in the first derivative when there is an increase
in x.

For,
0 < a < 1 f 0(x) is falling as x increases, so the graph becomes flatter
a ¼ 1 f 0(x) is constant as x increases, so the graph remains linear
a > 1 f 0(x) is increasing as x increases, so the graph becomes steeper

EXAMPLES FROM THE TEXT
In Sect. 2.1 of Chap. 2, we find the following power function representing total
production,
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Yt ¼ AK α
t M

1�α
t :

Using the algebra associated with variables raised to exponents, production can be
written on a per worker basis, worker productivity,

yt �
Yt

Mt
¼ AK α

t M
1�α
t

Mt
¼ AK α

t MtM�α
t

Mt
¼ AK α

t

M α
t

¼ Ak α
t ,

where kt � Kt
Mt
.

The first and second derivatives of the worker productivity function with respect
to kt are αAk

α�1
t > 0 and α α� 1ð ÞAkα�2

t < 0. Worker productivity is an increasing
concave function of kt.

(Natural) Logarithmic Function

Our other special function is the natural logarithmic function, which we refer to as
just the log function. The log function is an increasing concave function of the form,

y ¼ f xð Þ ¼ A ln x,

where x is a positive variable and A is a positive parameter. As with the power
function, if you are not familiar with the shape of the log function you should set
A ¼ 1 and plot the function for different values of x.

Alternatively, we can learn about its shape by recalling the rules of differentiation
for log functions,

(i) First Derivative

f 0 xð Þ ¼ A

x
> 0

(ii) Second Derivative

f 00 xð Þ ¼ �A

x2
< 0

As with the power function when a < 1, the derivative of the logarithmic function is
positive and decreasing as x increases, i.e. its slope becomes flatter at higher values
of x.

The following results will be useful when doing algebra with expressions involv-
ing logs. The parameter a and the variable z are both positive values.
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(i) ln(xz) ¼ ln x þ ln z

(ii) ln x
z

� �
¼ ln x� ln z

(iii) ln(xa) ¼ a ln x

EXAMPLES FROM THE TEXT
The single period utility function we use throughout the text takes the natural log
form, u ¼ ln c. The marginal utility of consumption is the derivative of u with
respect to c, 1/c > 0. The marginal utility of consumption is clearly decreasing in c.
This can also be verified by taking the second derivative with respect to c, �1/c2,
which tells us how the marginal utility of consumption changes with c.

In Sect. 4.1 of Chap. 4, deriving the optimal choices for consumption, fertility
(nt þ 1), and schooling (et) is simplified by using the algebraic rules for taking the
natural log of a product. The extended utility function in Chap. 4 is

Ut ¼ ln c1t þ β ln c2tþ1 þ ψ ln ntþ1htþ1wtþ1Dtþ1ð Þ,
where htþ1 ¼ e θt is the human capital production function relating parent’s choice of
schooling time for children to the resulting human capital when the child becomes an
adult. The expression for the parent’s lifetime utility can be written as

ln c1t þ β ln c2tþ1 þ ψ ln ntþ1 þ ψ ln e θt þ ψ ln wtþ1Dtþ1ð Þ ¼
ln c1t þ β ln c2tþ1 þ ψ ln ntþ1 þ ψθ ln et þ ψ ln wtþ1Dtþ1ð Þ:

Note, when maximizing Ut to find the optimal household behavior, that the last term
above is unaffected by household choice. The derivatives representing the marginal
utility of household choices are 1/c1t, β/c2tþ1, ψ /ntþ1 and ψθ/et.

A.2. Optimization

Single Choice Variable

The two special functions discussed in the previous section are increasing in x. This
means that they have no maximum value. In economic terms, if these functions
represent output or utility, as x increases there is always a marginal benefit. However,
because of scarcity, there is typically also a cost to increasing x. For simplicity,
suppose the scarcity is reflected in the fact that sellers of x charge a price, p, for its
use. Also assume the market for x is competitive, so individual agents take the value
of p as given (unaffected by their actions)

The rationality assumption in neoclassical economics says that agents will assess
both the benefits and costs of making a decision and make choices that do not
systematically deviate from the choice that maximizes the net benefit. To illustrate
how this assumption works, we create a new function that reflects both the benefit
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and the cost of choosing x. The simplest function that illustrates this idea is the profit
function. Let the profit function be defined as,

~f xð Þ ¼ Axa � px,

where A > 0, p > 0, and 0 < a < 1. The first and second derivatives of the profit
function are

~f 0 xð Þ ¼ aAxa�1 � p

~f 00 xð Þ ¼ a� 1ð ÞaAxa�2 < 0:

Note that the second derivative is negative, so the profit function is concave. This
also tells us that the first derivative is decreasing. However, the first derivative can
have any sign. When x is low it is more likely to be positive. A positive derivative
indicates that total profit increases as x increases. As x increases the value of the first
derivative falls, the marginal profit becomes smaller, until it reaches zero. At this
point, further increases in x will lower total profit. So, the rule for finding the highest
profit is to choose x such that the first derivative is zero.

The previous paragraph exemplifies a general and very important result for
economics, known in mathematics as Fermat’s Theorem. For a strictly concave
function, ~f xð Þ, the value of x that maximizes ~f xð Þ, satisfies the first order condition,
~f 0 xð Þ ¼ 0. In the profit function example above, we can find the profit maximizing
value of x explicitly by solving,

~f 0 xð Þ ¼ aAxa�1 � p ¼ 0, for x to get x ¼ aA=pð Þ1= 1�að Þ:

EXAMPLES FROM THE TEXT
In Sect. 2.2 from Chap. 2, we can use the budget constraint to write the life-time
utility of the household as a function of a single unconstrained choice variable, c1t,

U ¼ ~f c1tð Þ ¼ ln c1tð Þ þ β ln wt � c1tð Þ þ β ln Rtð Þ:
The first and second derivatives taken with respect to c1t are

~f 0 c1tð Þ ¼ � 1
c1t

� β
1

wt � c1t

~f 00 c1tð Þ ¼ � 1

c21t
� β

1

wt � c1tð Þ2 < 0:

Solving the first order condition for c1t, ~f
0 c1tð Þ ¼ 0, gives the utility maximizing

choice,
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c1t ¼ wt
1þβ. Substituting the optimal choice of c1t into the first and second period

household budget constraints allows one to find the optimal choice of saving and
second period consumption.

Multiple Choice Variables

Often economic agents are modelled as attempting to “do the best they can,” more
formally as maximizing some objective function, by choosing more than one
variable. The basic approach when there is more than one choice variable is
analogous to the one variable case. We illustrate the approach in the situation
where there are two choice variables. In this case, the net benefit function has two
arguments, x1 and x2, and is written as~f x1; x2ð Þ. The derivative of ~f x1; x2ð Þ with
respect to each choice variable can be taken one at a time. These types of derivatives
are called partial derivatives—they give the change in the function due to a change
in one of the arguments, holding all other arguments constant.

One way of reinforcing the notion and the mechanics of taking a partial derivative
is to think of a function with a single argument created from ~f x1; x2ð Þ. This is done
by holding x2 constant. When x2 is fixed at a certain value, it simply becomes a
constant part of the newly defined function. For example, if we think of x2 as fixed at
the value �x2, we can define the new function h x1ð Þ � ~f

�
x1; �x2

�
. The partial derivative

of ~f x1; x2ð Þ with respect to x1 is then defined as ~f x1 � h0 x1ð Þ or, using a different

notation, as
∂~f
∂x1

� h0 x1ð Þ. The second notation is a bit clumsy, but it is clearer in

dynamic models where subscripts are used to denote time periods. Both types of
notation are frequently used. Of course, the same procedure can be used to define the
partial derivative with respect to x2.

The partial derivatives are themselves typically functions of x1 and x2 and so they
can be differentiated to get the second partial derivatives. There is a way of checking
for the concavity of ~f x1; x2ð Þ that involves the second partial derivatives. This check
is a bit complicated, so you need to trust that when we do maximization problems in
the text, that we are using concave functions. However, if you build your own
original models, you need to research the different ways of checking for concavity of
functions with multiple choice variables.

If you are sure that ~f x1; x2ð Þ is a strictly concave function of x1 and x2, then you
can identify the maximizing choices of x1 and x2 using the first order conditions in a
manner perfectly analogous to the case with a function of just one variable. The first
order conditions simply set the partial derivatives equal to zero,

∂~f
∂x1

¼ 0 and
∂~f
∂x2

¼ 0:

344 Technical Appendix



EXAMPLES FROM THE TEXT
In Chap. 2, the Cobb-Douglas production function is introduced,

Yt ¼ AK α
t M

1�α
t ,

where Y denotes output, K denotes the capital stock rented, M denotes the hours of
work hired, and where A > 0 and 0 < α < 1 are technological parameters.

The marginal product of an input is the increase in output that results from an
increase in the use of an input. Formally, it is the partial derivative of the production
function with respect to a particular input, holding other inputs constant. For a Cobb-
Douglas production function, the marginal product of labor and the marginal product

of capital are
∂Yt

∂Mt
¼ 1� αð ÞAK α

t M
�α
t and

∂Yt

∂Kt
¼ αAKα�1

t M1�α
t (see the rules for

differentiating power functions given above). These expressions can be simplified
somewhat by using algebra to write them in terms of the capital intensity, kt� Kt/Mt.

The simplified expressions for the marginal products are,
∂Yt

∂Mt
¼ 1� αð ÞAk α

t and

∂Yt

∂Kt
¼ αAkα�1

t (see the algebra rules for manipulating expressions with exponents

given above).
We assume that markets are perfectly competitive in our production economy. As

discussed in elementary economics, the notion of competitive markets applies not
only to the markets for goods but also to the factor markets for labor and capital. The
competitive assumption applied to the factor markets means that firms demand
inputs to maximize profits taking as given the market prices of the inputs: the
wage rate paid to labor (w) and rental rate on physical capital (r). No single firm is
large enough to be able to influence market prices when they unilaterally change
their production or input levels. The price of the economy’s single output good is
taken to be one. So we can think of output and revenue as being the same.

Given the competitive assumptions, the profit function can then be written as
Yt � wtMt � rtKt. Just as in the one-variable case, maximizing profits requires that
firms hire capital and labor as long as the marginal benefit (marginal product)
exceeds the marginal cost (factor price). Formally, the necessary first order
conditions for profit maximization are

αAkα�1
t ¼ rt and 1� αð ÞAk α

t ¼ wt:

Constrained Maximization with Multiple Choice Variables

Let’s extend the discussion from the previous section to the case where f(x1, x2) is a
strictly concave function of x1 and x2, but where the choice variables have to satisfy a
resource constraints of the general form F(x1, x2)¼ E, where E is a positive constant.
When resource constraints are present, there is a very important method that
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generates the first order conditions for the maximizing values of x1 and x2. It is called
the Lagrangian Method , named after its inventor, the mathematician Joseph- Louis
Lagrange. He showed that the first order conditions that must be satisfied by the
maximizing values of x1 and x2 are

∂ f

∂x1
¼ λ

∂F
∂x1

,
∂ f

∂x2
¼ λ

∂F
∂x2

, and F x1; x2ð Þ ¼ E,

where λ is a variable called the Lagrange multiplier.
The first order conditions are easy to remember because they can reproduced by

maximizing the Lagrangian function, L(x1, x2, λ) ¼ f(x1, x2) þ λ[E � F(x1, x2)] with
respect to x1, x2, λ. In other words, treat L as any other function and find the
maximizing values by setting the partial derivatives of L to zero,

∂L
∂x1

¼ 0,
∂L
∂x2

¼ 0, and
∂L
∂λ

¼ 0:

These three equations, when written out and rearranged algebraically, are exactly the
three first order conditions stated above.

EXAMPLES FROM THE TEXT
In Sect. 2.3 from Chap. 2, households maximize their lifetime utility by choosing the
optimal consumption path over their two periods of life subject to their lifetime
budget constraint. Matching the household’s problem with the general set-up above
we have

f x1; x2ð Þ � ln c1tð Þ þ β ln c2tþ1ð Þ, F x1; x2ð Þ ¼ c1t þ c2t
Rt

, and E � wt

The Lagrangian function in our application is

L c1t; c2tþ1; λtð Þ ¼ ln c1tð Þ þ β ln c2tþ1ð Þ þ λt wt � c1t � c2tþ1

Rt

� �
:

Differentiating and setting the partial derivatives equal to zero, gives us

1
c1t

¼ λt,
β

c2tþ1
¼ λt

Rt
, and c1t þ c2tþ1

Rt
¼ wt,

(see the rules for differentiating the natural log function given above). Solving these
three equations for the three unknowns (c1t, c2tþ1, λt), yields the optimal consumption
demand functions and a value for the Lagrange multiplier, c1t ¼ wt

1þβ , c2tþ1 ¼
βRtwt

1þβ , λt ¼ 1þβ
wt

:
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A.3. Nonnegativity Constraints and Corner Solutions

The choice variables of economic agents are often restricted to be nonnegative
values. The optimization approach taken in Sect. A.2 does not explicitly acknowl-
edge this type of constraint on the choice variables. In many situations this is not a
problem because, given the choice variables and the particular functions chosen, the
optimal solutions naturally come out to be positive values. However, in some
applications it is quite possible that some of the unconstrained optimal choice
variables may take on negative values. This is not the proper solution if there are
economic constraints preventing that possibility.

Fortunately, the Lagrangian method can be modified to account for nonnegativity
constraints. The first order conditions with nonnegatvity constraints on x1 and x2 are

(i)
∂L
∂x1

� 0, x1 � 0,

(ii)
∂L
∂x2

� 0, x2 � 0,

and

(iii)
∂L
∂λ

¼ 0:

where in (i) and (ii), at least one of the inequalities must be a strict equality. In the
situation where the optimal values of both choices variables is strictly positive, then
x1 > 0 and x2 > 0, so by the rule just stated ∂L

∂x1
¼ 0 and ∂L

∂x2
¼ 0, exactly as in the case

where nonngegativity constraints are not accounted for. However, if an uncon-
strained choice of, say x1, turns out to be negative, then the nonnegativity constraint
binds and we have

∂L
∂x1

< 0, x1 ¼ 0:

This condition can be interpreted intuitively in the following way. Begin by
thinking of ∂L

∂x1
as the marginal net benefit of increasing the value of x1 (note that

the Lagranian function incorporates both benefits and costs). If at x1¼ 0, ∂L∂x1
> 0, then

the marginal benefit is positive and it is rational to increase x1 above zero. However,
if ∂L

∂x1
< 0, then it is rational to reduce x1 below zero in order to cause the total net

benefit to rise. If this is not permitted, then the best the decision maker can do is set
x1 ¼ 0. Because x1 ¼ 0 is at the end or at the “corner” of the permissible choices for
x1, this is referred as a corner solution.
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EXAMPLES FROM THE TEXT
The approach used to handle choice variables that cannot be negative also works
when a choice variable is constrained to exceed any particular value. In Chap. 4 we
encounter a situation where schooling has a positive lower bound of �e, where et � �e.
The rules for finding the optimal choice of et are

∂L
∂et

� 0, et � �e:

A corner solution results unless the derivative (marginal net benefit) is positive
when evaluated at the point et ¼ �e. If ∂L

∂et
> 0 at et ¼ �e, then the optimal choice is the

interior solution et ¼
θ η

�
et�1=�e

�θ � γT
� �

γ 1� θð Þ > �e, the value for et that satisfies ∂L
∂et

¼ 0.

If ∂L
∂et

� 0 at et ¼ �e, then the best the household can do is choose the corner solution

et ¼ �e.

A.4. Total Differentials and Linear Approximations

If y ¼ f(x1, x2) is a differentiable function of x1 and x2, one can define the total
differential of f as

dy ¼ ∂ f

∂x1
dx1 þ ∂ f

∂x2
dx2,

where dy, dx1, and dx2 are real variables that are interpreted as “changes” in the
original variables. The concept of the total differential extends naturally to the case
where the function has many arguments or independent variables.

If one imagines that the total differential is taken at a particular point where x1
¼ �x1 and x2 ¼ �x2, then it can be related to the notion of a linear approximation of f
(x1, x2),

y ¼ f
�
�x1; �x2

�þ ∂ f

∂x1

�
�x1; �x2

�
dx1 þ ∂ f

∂x2

�
�x1; �x2

�
dx2,

where dx1 and dx2 are interpreted as deviations from the values x1 ¼ �x1 and x2 ¼ �x2,
and the partial derivatives are evaluated at the point (�x1, �x2). Note that, analogous to
the interpretations of dx1 and dx2, it is natural to think of dy as y� f

�
�x1; �x2

�
.

EXAMPLES FROM THE TEXT
In Sect. 6.3 from Chap. 6, we analyze a system of nonlinear difference equations
where we cannot explicitly solve for future values of the state variables in terms of
current values. In this situation one can conduct a qualitative analysis of the system
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in the neighborhood of a steady state by taking a linear approximation to the
nonlinear system of equations.

To see how this works in a simpler setting, consider taking a linear approximation
to the nonlinear difference equation from Chap. 2,

ktþ1 ¼ f ktð Þ � Bk α
t :

Taking a linear approximation of f in the neighborhood of the steady state gives us

ktþ1 � f
�
�k
�þ f 0

�
�k
��
kt � �k

� ¼ �k þ αB�kα�1
�
kt � �k

�
:

We know the steady state k is �k ¼ B
1

1�α, implying that αB�kα�1 ¼ αBB�1 ¼ α. The
linear difference equation that serves to approximate the behavior of the nonlinear
difference equation near the steady state can then be written as

ktþ1 ¼ 1� αð Þ�k þ αkt:

The difference equation is sketched below. Note that it exhibits the stability property
possessed by the original nonlinear difference equation (near the steady state).

A.5. L’Hospital’s Rule

On occasion one encounters a ratio of functions or expressions that take on an
indeterminate form at a point of interest. An indeterminate form is one where the
ratio becomes 0

0 or 1
1. In some cases indeterminate forms actually do have a

determinate value that is simply not immediately obvious. L’Hospital’s Rule
indicates when this might be true.
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The rule says that if you have two differentiable expressions, f(x) and h(x), and at
a particular value of x, say x ¼ x0, the ratio

f xð Þ
h xð Þ takes an indeterminate form, then

lim
x!x0

f xð Þ
h xð Þ ¼ lim

x!x0

f 0 xð Þ
h0 xð Þ. The result is useful because sometimes the ratio of

derivatives has a determinate form.

EXAMPLES FROM THE TEXT
In Sect. 2.6 and Problem 7 of Chap. 2, we introduced a more general lifetime utility
function with a single period utility flow from consumption of the form,

ut ¼
c1�1=σ
t � 1

� �
1� 1=σð Þ :

The motivation for needing a more general utility function is provided in the text, but
part of the reason for its unusual form is to allow the logarithmic utility function, that
we use in most of our models, to appear as a special case. Using L’Hospital Rule one
can show that ut ¼ ln ct, when σ ¼ 1.

To see this, first note that when σ ¼ 1, the utility function has the indeterminate
form 0

0. Second, we need to use the result that the exponential function and the natural
log functions are inverses of each other, i.e. xa ¼ ea ln x. This means we can write

c1�1=σ
t as e 1�1=σð Þ ln ct . Third, the rule for differentiating the exponential function f
(x) ¼ eax, is f 0(x) ¼ aeax. Finally, to apply the result, think of the expressions in the
numerator and the denominator as functions of σ.

Now, we can write utility as

ut ¼
e 1�1=σð Þ ln ct � 1
� �

1� 1=σð Þ :

Differentiating the numerator and the denominator with respect to σ and then taking
the ratio of the two derivatives gives

1
σ2 ln cte

1�1=σð Þ ln ct
1
σ2

¼ ln cte
1�1=σð Þ ln ct :

At σ ¼ 1, the ratio is ut ¼ ln ct, because e
0 ¼ 1.

A.6. Quadratic Equations

Some equations in the unknown variable x can be written in the following quadratic
form

350 Technical Appendix

https://doi.org/10.1007/978-3-319-89755-4_2
https://doi.org/10.1007/978-3-319-89755-4_2


ax2 þ bxþ c ¼ 0,

where a 6¼ 0. Mathematically, there are two solutions for x that satisfy the equation,
although one or both may not make sense as solutions to an economic problem. The
mathematical solution are given by the quadratic formula,

x ¼ �b�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 � 4ac

p

2a
:

EXAMPLES FROM THE TEXT
In Problem 19 of Chap. 2 we consider a special case of the CES utility function
whereσ ¼ 2�α

1�α. With δ¼ 1 andσ ¼ 2�α
1�α, we can write the transition equation (9) from

Chap. 2 as kt ¼ 1� αð ÞAk α
t�1

n 1þ dð Þ
1

1þ β�σ αAð Þ1�σkt
. This expression can be written as

β�σ αAð Þ1�σk2t þ kt þ� 1� αð ÞAk α
t�1

n 1þ dð Þ ¼ 0, which is a quadratic equation in the

unknown kt. Applying the quadratic formula reveals that there is only one positive

solution, kt ¼
1þ 4 β�σ αAð Þ1�σ 1�αð ÞAk α

t�1
n 1þdð Þ

� �1=2
� 1

2β�σ αAð Þ1�σ .

A.7. Infinite Series

A sequence is an ordered list of terms, a0, a1, a2, � , � , � , an. A special case of a
sequence is one where consecutive terms have the same ratio, known as a geometric
sequence. This is possible when the terms of the sequence have a common base
value that is raised to an increasing power as follows:

a0 ¼ a0 ¼ 1, a1 ¼ a1 ¼ a, a2 ¼ a2, a3 ¼ a3, � , � , � , an ¼ an. So the ratio of
consecutive terms is always a.

Of more direct interest to us is the sum of a geometric sequence known as a
geometric series, defined as

Sn ¼
Xn
i¼0

ai ¼ 1þ aþ � � � þ an:

Note that Sn � aSn ¼ 1 � anþ1, so

Sn ¼ 1� anþ1

1� a
:

Finally, note when 0 � a < 1, then if n ! 1, the infinite geometric series is
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S1 ¼ 1
1� a

:

EXAMPLES FROM THE TEXT
In Eq. (2.31) from Sect. 2.6 of Chap. 2, we encounter an infinite series of the form

1þ n
R

� � βR
n

	 
σ þ n
R

� �2 βR
n

	 
2σ þ � � �
n o

in an equation that can be used to solve for the

consumption of the first generation of a dynastic chain linked by intergenerational
altruism,

Ψ�1
1 c1t 1þ n

R

� � βR

n

� �σ
þ n

R

� �2 βR

n

� �2σ
þ � � �

( )
¼ W1: ð2:31Þ

The geometric sum, in the curly brackets of (2.31), is finite provided βσ n
R

� �1�σ

< 1 or βσ= 1�σð Þ � R
n. If R > n, then this condition holds when σ � 1 and β � 1 Under

these conditions, the value of the infinite series is
1

1�βσ n
Rð Þ1�σ and the solution for consumption is c1t ¼ Ψ1 1� βσ n

R

� �1�σ
� �

W1.
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