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Preface

A glance at any newspaper will confirm that environmental economics is now a major player
in environmental policy. Concepts such as cap-and-trade, renewable portfolio standards,
block pricing, renewable energy credits, development impact fees, conservation easements,
carbon trading, the commons, congestion pricing, corporate average fuel economy standards,
pay-as-you-throw, debt-for-nature swaps, extended producer responsibility, sprawl, leapfrog-
ging, pollution havens, strategic petroleum reserves, payments for ecosystem services, and
sustainable development have moved from the textbook to the legislative hearing room. As
the large number of current examples in Environmental and Natural Resource Economics
demonstrates, not only are ideas that were once restricted to academic discussions now part
of the policy mix, but they are making a significant difference as well.

New to this Edition

In addition to updating the data in the text, tables, and charts, this edition brings a more
international focus. It incorporates many new studies, and as noted below, new topics, new
figures, new discussion questions, and new examples. Chapters receiving an especially large
amount of new material include valuation, energy, water, and climate change.

New or Expanded Topics

@ Social cost of carbon (Chapter 3)

® The 2017 contemporary guidelines on best practice for both contingent valuation and
choice experiments (Chapter 4)

The Environmental Valuation Reference Inventory (Chapter 4)
Choice Experiments and Benefit Transfer (Chapter 4)

The EU Renewable Energy Directive (Chapter 7)

Microgrids (Chapter 7)

Varieties of pay-as-you-throw trash disposal pricing (Chapter 8)
Plastic disposal bag bans and fees (Chapter 8)

The EU Water Framework Directive (Chapter 9)

Full Cost Recovery Pricing (Chapter 9)

Narco-deforestation (Chapter 11)

Catch share programs in the United States (Chapter 12)
European Common Fisheries Policy (Chapter 12)
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Fisheries enforcement: illegal, unreported, and unmanaged fish stocks (Chapter 12)
Ecosystem Services Valuation (Chapter 13)

A review of existing cap-and-trade programs (Chapter 15)

Fuel economy standards in the European Union and other countries (Chapter 16)
The economics of bike sharing programs (Chapter 16)

The dynamics of the Paris Accord and their impacts on climate change (Chapter 17)
The Montreal Protocol and its effect on climate change impacts (Chapter 17)
Using the revenue from carbon-pricing programs (Chapter 17)

Price collars as a check on price volatility (Chapter 17)

The economics of investment in adaptation to a changing climate (Chapter 17)
The European Water Framework Directive (Chapter 18)
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An Overview of the Book

Environmental and Natural Resource Economics attempts to bring those who are beginning
the study of environmental and natural resource economics close to the frontiers of knowledge.
Although the book is designed to be accessible to students who have completed a two-semester
introductory course in economics or a one-semester introductory microeconomics course, it
has been used successfully in several institutions in lower-level and upper-level undergraduate
courses as well as lower-level graduate courses.

The structure and topical coverage of this book facilitates its use in a variety of contexts.
For a survey course in environmental and natural resource economics, all chapters are
appropriate, although many of us find that the book contains somewhat more material than
can be adequately covered in a quarter or even a semester. This surplus material provides
flexibility for the instructor to choose those topics that best fit his or her course design. A
one-term course in natural resource economics could be based on Chapters 1-13 and 20-21.
A brief introduction to environmental economics could be added by including Chapter 14. A
single-term course in environmental economics could be structured around Chapters 1-4
and 14-21.

In this eleventh edition, we examine many of these newly popular market mechanisms
within the context of both theory and practice. Environmental and natural resource economics
is a rapidly growing and changing field as many environmental issues become global in nature.
In this text, we tackle some of the complex issues that face our globe and explore both the
nature of the problems and how economics can provide potential solutions.

This edition retains a strong policy orientation. Although a great deal of theory and empiri-
cal evidence is discussed, their inclusion is motivated by the desire to increase understanding
of intriguing market situations and policy problems. This explicit integration of research and
policy within each chapter avoids a problem frequently encountered in applied economics
textbooks—that is, in such texts the theory developed in earlier chapters is often only loosely
connected to the rest of the book.

This is an economics book, but it goes beyond economics. Insights from the natural and
physical sciences, literature, political science, and other disciplines are scattered liberally
throughout the text. In some cases these references raise outstanding issues that economic
analysis can help resolve, while in other cases they affect the structure of the economic analysis
or provide a contrasting point of view. They play an important role in overcoming the tendency
to accept the material uncritically at a superficial level by highlighting those characteristics
that make the economics approach unique.

Intertemporal optimization is introduced using graphical two-period models, and all
mathematics, other than simple algebra, is relegated to chapter appendices. Graphs and
numerical examples provide an intuitive understanding of the principles suggested by the math
and the reasons for their validity. In the eleventh edition, we have retained the strengths that
are particularly valued by readers, while expanding the number of applications of economic
principles, clarifying some of the more difficult arguments, and updating the material to include
the very latest global developments.

Reflecting this new role of environmental economics in policy, a number of journals are
now devoted either exclusively or mostly to the topics covered in this book. One journal,
Ecological Economics, is dedicated to bringing economists and ecologists closer together in a
common search for appropriate solutions for environmental challenges. Interested readers can
also find advanced work in the field in Land Economics, Journal of Environmental Economics
and Management, Review of Environmental Economics and Policy, Environmental and
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Resource Economics, International Review of Environmental and National Resource
Economics, Environment and Development Economics, Resource and Energy Economics,
and Natural Resources Journal, among others.

A discussion list that involves material covered by this book is ResEcon. It is an academi-
cally inclined list focusing on problems related to environmental and natural resource
management.

A very useful blog that deals with issues in environmental economics and their relationship
to policy is located at www.env-econ.net.

Services on the Internet change so rapidly that some of this information may become
obsolete. To keep updated on the various web options, visit the Companion Website of this
text at www.routledge.com/cw/tietenberg. The site includes an online reference section with
all the references cited in the book.

Supplements

For each chapter in the text, the Online Instructor’s Manual, originally written by Lynne Lewis
of Bates College and revised by Pallab Mozumder, provides an overview, teaching objectives,
a chapter outline with key terms, common student difficulties, and suggested classroom
exercises. PowerPoint® presentations, prepared by Hui Li of Eastern Illinois University, are
available for instructors and include all art and figures from the text as well as lecture notes
for each chapter. Professors can download the Online Instructor’s Manual and the PowerPoint®
presentations at the Instructor Resource Center (www.routledge.com/cw/tietenberg).

The book’s Companion Website, www.routledge.com/cw/tietenberg, features chapter-by-
chapter web links to additional reading and economic data. The site also contains Excel-based
models that can be used to solve common depletable resource problems numerically. These
models, developed by Arthur Caplan and John Gilbert of Utah State University, may be
presented in lectures to accentuate the intuition provided in the text, or they may underlie
specific questions on a homework assignment.

The Companion Website also provides self-study quizzes for each chapter. Written and
updated by Elizabeth Wheaton of Southern Methodist University, each of these chapter
quizzes contains multiple-choice questions for students to test what they have learned.
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Chapter 1

Visions of the Future

From the arch of the bridge to which his guide has carried him, Dante now sees the Diviners
.. . coming slowly along the bottom of the fourth Chasm. By help of their incantations and
evil agents, they had endeavored to pry into the future which belongs to the almighty alone,
and now their faces are painfully twisted the contrary way; and being unable to look before
them, they are forced to walk backwards.

—Dante Alighieri, Divine Comedy: The Inferno, translated by Carlyle (1867)

Introduction

The Self-Extinction Premise

About the time the American colonies won independence, Edward Gibbon completed his
monumental The History of the Decline and Fall of the Roman Empire. In a particularly
poignant passage that opens the last chapter of his opus, he re-creates a scene in which the
learned Poggius, a friend, and two servants ascend the Capitoline Hill after the fall of Rome.
They are awed by the contrast between what Rome once was and what Rome has become:

In the time of the poet it was crowned with the golden roofs of a temple; the temple is
overthrown, the gold has been pillaged, the wheel of fortune has accomplished her revolu-
tion, and the sacred ground is again disfigured with thorns and brambles. . . . The forum
of the Roman people, where they assembled to enact their laws and elect their magistrates
is now enclosed for the cultivation of potherbs, or thrown open for the reception of swine
and buffaloes. The public and private edifices that were founded for eternity lie prostrate,
naked, and broken, like the limbs of a mighty giant; and the ruin is the more visible, from

the stupendous relics that have survived the injuries of time and fortune.
(Vol. 6, pp. 650-651)
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What could cause the demise of such a grand and powerful society? Gibbon weaves a
complex thesis to answer this question, suggesting ultimately that the seeds for Rome’s
destruction were sown by the Empire itself. Although Rome finally succumbed to such external
forces as fires and invasions, its vulnerability was based upon internal weakness.

The premise that societies can germinate the seeds of their own destruction has long
fascinated scholars. In 1798, Thomas Malthus published his classic Az Essay on the Principle
of Population, in which he foresaw a time when the urge to reproduce would cause population
growth to exceed the land’s potential to supply sufficient food, resulting in starvation and
death. In his view, the most likely response to this crisis would involve rising death rates
caused by environmental constraints, rather than a recognition of impending scarcity followed
either by innovation or self-restraint.

Historically, our society has been remarkably robust, having survived wars and shortages,
while dramatically increasing living standards and life expectancy. Yet, actual historical
examples suggest that Malthus’s self-extinction vision may sometimes have merit. Example 1.1
examines two specific cases: the Mayan civilization and Easter Island.

Future Environmental Challenges

Future societies will also face challenges arising from resource scarcity and accumulating
pollutants. Many specific examples of these broad categories of problems are discussed in
detail in the following chapters. This section provides a flavor of what is to come by illustrating
the challenges posed by one pollution problem (climate change) and one resource scarcity
problem (water accessibility).

Climate Change

Energy from the sun drives the earth’s weather and climate. Incoming rays heat the earth’s
surface, radiating heat energy back into space. Atmospheric “greenhouse” gases (water vapor,
carbon dioxide, and other gases) trap some of the outgoing energy.

Without this natural “greenhouse effect,” temperatures on the earth would be much lower
than they are now and life as we know it would be impossible. It is possible, however, to have
too much of a good thing. Problems arise when the concentration of greenhouse gases increases
beyond normal levels, thus retaining excessive heat somewhat like a car with its windows
closed in the summer.

Since the Industrial Revolution, greenhouse gas emissions have increased, considerably
enhancing the heat-trapping capability of the earth’s atmosphere. According to the U.S. Global
Change Research Program (USGCRP) (2014):!

Evidence from the top of the atmosphere to the depths of the oceans, collected by
scientists and engineers from around the world, tells an unambiguous story: the planet
is warming, and over the last half century, this warming has been driven primarily by
human activity—predominantly the burning of fossil fuels.

As the earth warms, the consequences are expected to affect both humans and ecosystems.
Humans are susceptible to increased heat, as shown by the thousands of deaths in Europe in
the summer of 2003 due to the abnormal heat waves. Human health can also be affected by
diseases such as Lyme disease, which spread more widely as the earth warms. Rising sea levels
(as warmer water expands and previously frozen glaciers melt), coupled with an increase in
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A Tale of Two Cultures

The Mayan civilization, a vibrant and highly cultured society that occupied parts of
Central America, did not survive. One of the major settlements, Copan, has been studied
in sufficient detail to learn reasons for its collapse.

After AD 400 the population growth began to bump into an environmental constraint,
specifically the agricultural carrying capacity of the land. The growing population
depended heavily on a single, locally grown crop—maize—for food. By early in the
sixth century, however, the carrying capacity of the most productive local lands was
exceeded, and farmers began to depend upon more fragile parts of the ecosystem.
Newly acquired climate data show that a two-century period with a favorable climate
was followed by a general drying trend lasting four centuries that led to a series of major
droughts. Food production failed to keep pace with the increasing population.

By the eighth and ninth centuries, the evidence reveals not only high levels of infant
and adolescent mortality but also widespread malnutrition. The royal dynasty, an
important source of leadership, collapsed rather abruptly sometime about Ap 820-822.

The second case study, Easter Island, shares some remarkable similarities with
both the Mayan case and the Malthusian vision. Easter Island lies some 2000 miles
off the coast of Chile. Current visitors note that it is distinguished by two features:
(1) its enormous statues carved from volcanic rock and (2) a surprisingly sparse veget-
ation, given the island’s favorable climate and conditions. Both the existence of these
imposing statues and the fact that they were erected at a considerable distance from
the quarry suggests the presence of an advanced civilization, but current observers see
no sign of it. What happened? According to scholars, the short answer is that a rising
population, coupled with a heavy reliance on wood for housing, canoe building, and
statue transportation, decimated the forest (Brander and Taylor, 1998). The loss of
the forest contributed to soil erosion, declining soil productivity, and, ultimately, dimin-
ished food production. How did the community react to the impending scarcity?
Apparently, the social response was war among the remaining island factions and,
ultimately, cannibalism.

We would like to believe not only that in the face of impending scarcity societies
would react by changing behavior to adapt to the diminishing resource supplies, but
also that this benign response would follow automatically from a recognition of the
problem. We even have a cliché to capture this sentiment: “necessity is the mother of
invention.” These stories do point out, however, that nothing is automatic about a
problem-solving response. As we shall see as this book unfolds, sometimes societies not
only fail to solve the problem but their reactions can actually intensify it.

Sources: Webster, D., Freter, A., & Golin, N. (2000). Copan: The Rise and Fall of an Ancient Maya
Kingdom. Fort Worth, TX: Harcourt Brace Publishers; Brander, J. A., & Taylor, M. S. (1998).

The simple economics of Easter Island: A Ricardo-Malthus model of renewable resource use.

The American Economic Review, 88(1), 119-138; Turner, B. L., & Sabloff, J. A. (2012). Classic
period collapse of the central Maya lowlands: Insights about human—environment relationships

for sustainability. Proceedings of the National Academy of Sciences, 109(35), 13908-13914;

Pringle, Heather. (2012). Climate change had political, human impact on ancient Maya.
Science (November 9), 730-731.
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storm intensity, are expected to flood coastal communities with greater frequency. Ecosystems
will be subjected to unaccustomed temperatures; some species will adapt by migrating to
new areas, but many others are not expected to be able to react in time. While these processes
have already begun, they will intensify throughout the century.

Climate change also has an important moral dimension. Due to their more limited
adaptation capabilities, many developing countries, which have produced relatively small
amounts of greenhouse gases, are expected to be the hardest hit as the climate changes.

Dealing with climate change will require a coordinated international response. That is a
significant challenge to a world system where the nation-state reigns supreme and international
organizations are relatively weak.

Water Accessibility

Another class of threats is posed by the interaction of a rising demand for resources in the
face of a finite supply. Water provides a particularly interesting example because it is so vital
to life.

According to the United Nations, about 40 percent of the world’s population lives in areas
with moderate-to-high water stress. (“Moderate stress” is defined in the U.N. Assessment of
Freshwater Resources as “human consumption of more than 20 percent of all accessible
renewable freshwater resources,” whereas “severe stress” denotes consumption greater than 40
percent.) By 2025, it is estimated that about two-thirds of the world’s population—about 5.5
billion people—will live in areas facing either moderate or severe water stress.

This stress is not uniformly distributed around the globe. For example, in parts of the
United States, Mexico, China, and India, groundwater is already being consumed faster than
it is being replenished, and aquifer levels are steadily falling. Some rivers, such as the Colorado
in the western United States and the Yellow in China, often run dry before they reach the sea.
Formerly enormous bodies of water, such as the Aral Sea and Lake Chad, are now a fraction
of their once-historic sizes. Glaciers that feed many Asian rivers are shrinking.

According to U.N. data, the continents most burdened by a lack of access to sufficient clean
water are Africa and Asia. Up to 50 percent of Africa’s urban residents and 75 percent of
Asians are estimated to lack adequate access to a safe water supply.

The availability of potable water is further limited by human activities that contaminate
the remaining supplies. According to the United Nations, 90 percent of sewage and 70 percent
of industrial waste in developing countries are discharged without treatment. And climate
change is expected to intensify both the frequency and duration of droughts, simultaneously
increasing the demand for water and reducing its supply.

Some arid areas have compensated for their lack of water by importing it via aqueducts
from more richly endowed regions or by building large reservoirs. This solution can, however,
promote conflict when the water transfer or the relocation of people living in the area to
be flooded by the reservoir produces a backlash. Additionally, aqueducts and dams may be
geologically vulnerable. For example, in California, many of the aqueducts cross or lie on
known earthquake-prone fault lines (Reisner, 2003). The reservoir behind the Three Gorges
Dam in China is so vast that the pressure and weight from the stored water have caused
tremors and landslides.

Furthermore, climate change and water accessibility are interdependent problems.
Example 1.2 explores both their relationship and why it matters.



Visions of the Future

R EXAMPLE 12 2

Climate Change and Water Accessibility:
How Are these Challenges Linked?

From a policy analysis point of view, whether these challenges are interdependent
matters. If they are linked, their interactions must be considered in the design of any
polices created to meet the challenges. Otherwise the response may be neither efficient
nor effective.

On May 3, 2016, the World Bank released a report that documents and analyzes the
nature and economic implications of the linkages. It notes that climate change will
exacerbate water scarcity even as demand for water increases, potentially leading to
negative economic impacts and security challenges. According to the report:

Within the next 3 decades, the global food system will require between 40 to
50 percent more water; municipal and industrial water demand will increase by
50 to 70 percent; the energy sector will see water demand increase by 85 percent;
and the environment, already the residual claimant, may receive even less.

The report further anticipates that in the Middle East and Africa conditions will
worsen, costing these regions up to six percent of their GDP by 2050.
The report concludes:

While adopting policy reforms and investments will be demanding, the costs of
inaction are far higher. The future will be thirsty and uncertain, but with the right
reforms, governments can help ensure that people and ecosystems are not left
vulnerable to the consequences of a world subject to more severe water-related
shocks and adverse rainfall trends. (p. ix)

Source: World Bank. (2016). High and Dry: Climate Change, Water, and the Economy.
Washington, D.C.: World Bank. License: Creative Commons Attribution CC BY 3.0 IGO.
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Meeting the Challenges

As the scale of economic activity has proceeded steadily upward, the scope of environmental
problems triggered by that activity has transcended both geographic and generational
boundaries. When the environmental problems were smaller in scale, the nation-state used to
be a sufficient form of political organization for resolving them, but is that still the case?
Whereas each generation used to have the luxury of being able to satisfy its own needs without
worrying about the needs of generations to come, intergenerational effects are now more
prominent. Solving problems such as poverty, climate change, ozone depletion, and the loss
of biodiversity requires international cooperation. Because future generations cannot speak
for themselves, the current generation must speak for them. Current policies must incorporate
our obligation to future generations, however difficult or imperfect that incorporation might
prove to be.
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International cooperation is by no means a foregone conclusion. Global environmental
problems can result in very different effects on countries that will sit around the negotiating
table. While low-lying countries could be completely submerged by the sea level rise predicted
by some climate change models, arid nations could see their marginal agricultural lands
succumb to desertification. Other nations may see agricultural productivity rise as warmer
climates in traditionally intemperate regions support longer growing seasons.

Countries that unilaterally set out to improve the global environmental situation run the
risk of making their businesses vulnerable to competition from less conscientious nations.
Industrialized countries that undertake stringent environmental policies may not suffer much
at the national level due to offsetting increases in income and employment in industries
that supply renewable, cleaner energy and pollution control equipment. Some specific
industries facing stringent environmental regulations, however, may well face higher costs
than their competitors, and can be expected to lose market share accordingly. Declining
market share and employment resulting from especially stringent regulations and the threat
of out-sourced production are powerful influences. The search for solutions must accommodate
these concerns.

The market system is remarkably resilient in how it responds to challenges. As we shall
see, prices provide incentives not only for the wise use of current resources, but also for
promoting innovations that can broaden the menu of future options.

Yet, as we shall also see, market incentives are not always consistent with promoting
sustainable outcomes. Currently, many individuals and institutions have a large stake in
maintaining the status quo, even when it poses an existential threat. Fishermen harvesting
their catch from an overexploited fishery are loath to reduce harvests, even when the reduction
may be necessary to conserve the stock and to return the population to a healthy level.
Farmers who depend on fertilizer and pesticide subsidies will give them up reluctantly. Coal
companies resist any attempt to reduce carbon emissions from coal-fired power plants.

How Will Societies Respond?

The fundamental question is how our society will respond to these challenges. One way to
think systematically about this question involves feedback loops.

Positive feedback loops are those in which secondary effects tend to reinforce the basic
trend. The process of capital accumulation illustrates one positive feedback loop. New
investment generates greater output, which when sold, generates profits. These profits can be
used to fund additional new investments. Notice that with positive feedback loops, the process
is self-reinforcing.

Positive feedback loops are also involved in climate change. Scientists believe, for example,
that the relationship between emissions of methane and climate change may be described as a
positive feedback loop. Because methane is a greenhouse gas, increases in methane emissions
contribute to climate change. The rise of the planetary temperature, however, is triggering the
release of extremely large quantities of additional methane that was previously trapped in
the permafrost layer of the earth; the resulting larger methane emissions intensify the temperature
increases, resulting in the release of more methane—a positive feedback.

Human behavior can also deepen environmental problems through positive feedback
loops. When shortages of a commodity are imminent, for example, consumers typically
begin to hoard the commodity. Hoarding intensifies the shortage. Similarly, people faced with
shortages of food may be forced to eat the seed that is the key to more plentiful food in the
future. Situations giving rise to this kind of downward spiral are particularly troublesome.
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In contrast, a negative feedback loop is self-limiting rather than self-reinforcing. Perhaps
the best-known planetary-scale example of a negative feedback loop is provided in a theory
advanced by the English scientist James Lovelock. Called the Gaia hypothesis, after the
Greek concept for Mother Earth, this view of the world suggests that the earth is a living
organism with a complex feedback system that seeks an optimal physical and chemical
environment. Deviations from this optimal environment trigger natural, nonhuman response
mechanisms that restore the balance. In essence, according to the Gaia hypothesis, the
planetary environment is characterized by negative feedback loops and, therefore, is, within
limits, a self-limiting process.

As we proceed with our investigation, the degree to which our economic and political
institutions serve to intensify or to limit emerging environmental problems will be a key focus
of our analysis.

The Role of Economics

How societies respond to challenges will depend largely on the behavior of humans acting
individually or collectively. Economic analysis provides an incredibly useful set of tools for
anyone interested in understanding and/or modifying human behavior, particularly in the face
of scarcity. In many cases, this analysis points out the sources of the market system’s resilience
as embodied in negative feedback loops. In others, it provides a basis not only for identifying
the circumstances where markets fail, but also for clarifying how and why that specific set of
circumstances supports degradation. This understanding can then be used as the basis for
designing new incentives that restore a sense of harmony in the relationship between the
economy and the environment for those cases where the market fails.

Over the years, two different, but related, economic approaches have been devised
to address the challenges the future holds. Debate 1.1 explores the similarities and the differ-
ences of ecological economics and environmental economics and what they both can bring to

the table.

DEBATE 1.1 ™\

Ecological Economics versus Environmental Economics

Over several decades or so, the community of scholars dealing with the role
of the economy and the environment has settled into two camps: ecological
economics (www.ecoeco.org/) and environmental economics (www.aere.
org/). Although they share many similarities, ecological economics is
consciously more methodologically pluralist, while environmental economics
is based solidly on the standard paradigm of neoclassical economics. While
neoclassical economics emphasizes maximizing human welfare and using
economic incentives to modify destructive human behavior, ecological
economics uses a variety of methodologies, including neoclassical economics,
depending upon the purpose of the investigation.

While some observers see the two approaches as competitive (presenting
an “either-or” choice), others, including the authors of this text, see
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them as complementary. Complementarity, of course, does not mean full
acceptance. Significant differences exist not only between these two fields,
but also within them over such topics as the valuation of environmental
resources, the impact of trade on the environment, and the appropriate
means for evaluating policy strategies for long-duration problems such as
climate change. These differences arise not only over methodologies but also
over the values that are brought to bear on the analysis.

This book draws from both fields. Although the basic foundation for the
analysis is environmental economics, the chapters draw heavily from ecologi-
cal economics to critique that view when it is controversial and to complement
it with useful insights drawn from outside the neoclassical paradigm, when
appropriate. Pragmatism is the reigning criterion. If a particular approach or
study helps us to understand environmental problems and their resolution, it
has been included in the text regardless of which field it came from.

N\ J

The Use of Models

All of the topics covered in this book will be examined as part of the general focus on
satisfying human wants and needs in light of limited environmental and natural resources.
Because this subject is complex, it is better understood when broken into manageable portions.
Once we master the components in individual chapters, we will be able to coalesce the
individual insights into a more complete picture in the concluding chapter.

In economics, as in most other disciplines, we use models to investigate complex subjects
such as relationships between the economy and the environment. Models are simplified
characterizations of reality. Consider a familiar analog. Maps, by design, leave out much
detail. They are, nonetheless, useful guides to reality. By showing how various locations relate
to each other, maps give an overall perspective. Although they cannot capture all of the unique
details that characterize particular locations, maps highlight those characteristics that are
crucial for the purpose at hand.

The models in this text are similar. Through simplification, less detail is considered so that
the main concepts and the relationships among them become more obvious.

Fortunately, models allow us to study rigorously issues that are interrelated and global in
scale. Unfortunately, due to their selectivity, models may yield conclusions that are dead
wrong. Details that are omitted may turn out, in retrospect, to be crucial in understanding a
particular dimension. Therefore, models are useful abstractions, but the conclusions they yield
depend on the structure of the model. As you shall see as you proceed though this book,
change that structure and you are likely to change the conclusions. As a result, models should
always be viewed with some caution.

Most people’s views of the world are based on models, although frequently the assumptions
and relationships involved may be implicit, perhaps even subconscious. In economics, the
models are explicit; objectives, relationships, and assumptions are clearly specified so that
the reader understands exactly how the conclusions are derived. The models are transparent.

The validity and reliability of economic models are tested by examining the degree to which
they can explain actual behavior in markets or other settings. An empirical field known as
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econometrics uses statistical techniques, primarily regression analysis, to derive key economic
functions. These data-derived functions, such as cost curves or demand functions, can then
be used for such diverse purposes as testing hypotheses about the effects of various water
policies or forecasting future prices of solar panels.

Examining human behavior in a non-laboratory setting, however, poses special challenges
because it is nearly impossible to control completely for all the various factors that influence
an outcome beyond those of primary interest. The search for more control over the
circumstances that provide the data we use to understand human behavior has given rise
to the use of another complementary analytical approach—experimental economics (see
Example 1.3). Together, econometrics and experimental economics can provide different
lenses to help us understand human behavior and its impact on the world around us.

The Road Ahead

Are current societies on a self-destructive path? In part, the answer depends on whether
human behavior is perceived as a positive or a negative feedback loop. If increasing scarcity
results in a behavioral response that involves a positive feedback loop (intensifies the pressure
on the environment), pessimism is justified. If, on the other hand, human responses serve to
reduce those pressures or could be reformed so as to reduce those pressures, optimism may
be justified.

Not only does environmental and natural resource economics provide a firm basis for
understanding the behavioral sources of environmental problems, but it also provides a firm
foundation for crafting specific solutions to them. In subsequent chapters, for example, you
will be exposed to how economic analysis can be (and has been) used to forge solutions
to such diverse areas as climate change, biodiversity loss, and water scarcity. Many of the
solutions are quite novel.

Market forces are extremely powerful. Attempts to solve environmental problems that
ignore these forces run a high risk of failure. Where normal market forces are compatible with
efficient and sustainable outcomes, those outcomes can be supported and reinforced. Where
normal market forces prove inefficient and/or unsustainable, they can be channeled into new
directions that restore compatibility between outcomes and objectives. Environmental and
natural resource economics provide a specific set of directions for how this compatibility
between goals and outcomes can be achieved.

The Underlying Questions

As we look to the future optimists see a continued prosperity based upon a market system
that effectively responds to challenges, while pessimists see the challenges as sufficiently
different in scope and scale as to raise doubts about our ability to deal with them in time.
(Debate 1.2).
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L EXAMPLE 13 2

Experimental Economics: Studying Human
Behavior in a Laboratory

The appeal of experimental economics is based upon its ability to study human behavior
in a more controlled setting. During the mid-twentieth century economists began to
design controlled laboratory experiments with human subjects. The experimental
designs mimic decision situations in a variety of settings. Paid participants are informed
of the rules of the experiment and asked to make choices. By varying the treatments
faced by participants in these controlled settings experimenters can study how the treat-
ments affect both choices and collective outcomes.

Consider one policy example of how these methods have been used in resource
policy. (Cummings et al., 2004). In April 2000, the Georgia legislature passed The Flint
River Drought Protection Act, which required the state to hold an auction in drought
years to pay some farmers to suspend irrigation. The purpose was to use a market
mechanism to identify those farmers who could forego irrigation at the lowest cost and
to fairly compensate them for their reduction in water use. With time running short to
implement this act, state policymakers relied upon laboratory experiments designed
by a team of economists, using local farmers as participants. The results were used to
inform the process of choosing the specific auction design that was used to fulfill the
requirements of this act.

To the extent that the results of experiments have proved to be replicable, they
have created a deeper understanding about the effectiveness of markets, policies, and
institutions. The large and growing literature on experimental economics has already
shed light on such widely divergent topics as the effectiveness of alternative policies
for controlling pollution and allocating water, how uncertainty affects choices, and
how the nature of cooperative agreements affects the sustainability of shared natural
resources.

While experiments have the advantage of being able to control the decision-making
environment, the artificiality of the laboratory setting raises questions about the degree
to which the results from laboratories can shed light on actual human behavior outside
the lab. While the degree of artificiality can be controlled by careful research design, it
cannot be completely eliminated. Over the years, however, this approach has provided
valuable information that can complement what we have learned from observed
behavior using econometrics.

Sources: Cummings, R. G., & Taylor, L. O. (2001/2002). Experimental economics in natural resource
and environmental management. In H. Folmer and T. Tietenberg (Eds.), The International Yearbook

of Environmental and Natural Resource Economics. Cheltenham, U.K.: Edward Elgar, 123-149;

Smith, V. L. (1998). Experimental methods in economics. In J. Eatwell, M. Murray, & P. Newman (Eds.),
The New Palgrave Dictionary of Economics, Volume 2. London: The Macmillan Press, 241-249;

Cummings, Ronald G., Holt, Charles A., & Laury, Susan K. (2004). Using laboratory
experiments for policymaking: An example from the Georgia irrigation reduction auction.

Journal of Policy Analysis and Management, 23(2), 341-363.




Visions of the Future

DEBATE 1.2 ™\

What Does the Future Hold?

Is the economy on a collision course with the environment? Or has the
process of reconciliation begun? One group, led most notably by Bjern
Lomborg, President of the Copenhagen Consensus Center, concludes that
societies have resourcefully confronted environmental problems in the past
and that environmentalist concerns to the contrary are excessively alarmist.
As he states in his book, The Skeptical Environmentalist:

The fact is, as we have seen, that this civilization over the last 400 years
has brought us fantastic and continued progress. ... And we ought to
face the facts—that on the whole we have no reason to expect that this
progress will not continue.

On the other end of the spectrum are the researchers at the Worldwatch
Institute, who believe that current development paths and the attendant
strain they place on the environment are unsustainable. As reported in that
institute’s State of the World 2012 report:

In 1992, governments at the Rio Earth Summit made a historiccommitment
to sustainable development—an economic system that promotes the
health of both people and ecosystems. Twenty years and several summits
later, human civilization has never been closer to ecological collapse, one
third of humanity lives in poverty, and another 2 billion people are
projected to join the human race over the next 40 years.

These views not only interpret the available historical evidence differently,
but also they imply very different strategies for the future.

Sources: Lomborg, B. (2001). The Skeptical Environmentalist: Measuring the Real
State of the World. Cambridge: Cambridge University Press; The Worldwatch Institute.
(2012). The State of the World 2012. Washington, D.C.: Island Press.

N J

To act as if one vision is correct, when it is not, could prove to be a costly error. Thus, it is

important to examine these two views (or some third view) as a basis for forging your own view.
In order to assess the validity of these visions, we must address some basic issues:

® Is the problem correctly conceptualized as exponential growth with fixed, immutable
resource limits? Does the earth have a finite carrying capacity? If so, how can the carrying-
capacity concept be operationalized? Do current or forecasted levels of economic activity
exceed the earth’s carrying capacity?

® How does the economic system respond to scarcities? Is the process mainly characterized
by positive or negative feedback loops? Do the responses intensify or ameliorate any initial
scarcities? Does the answer depend upon the decision context?

11
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® What is the role of the political system in controlling these problems? In what circumstances
is government intervention necessary? What forms of intervention work best? Is government
intervention uniformly benign, or can it make the situation worse? What specific roles are
appropriate for the executive, legislative, and judicial branches?

® Many environmental problems are characterized by a considerable degree of uncertainty
about the severity of the problem and the effectiveness of possible solutions. Can our
economic and political institutions respond to this uncertainty in reasonable ways or does
uncertainty become a paralyzing force?

® Can the economic and political systems work together to eradicate poverty and social
injustice while respecting our obligations to future generations? Or do our obligations
to future generations inevitably conflict with the desire to raise the living standards of
those currently in absolute poverty or the desire to treat all people, especially the most
vulnerable, with fairness? Can short- and long-term goals be harmonized? Is sustainable
development feasible? If so, how can it be achieved? What does the need for sustain-
able outcomes imply about the future of economic activity in the industrialized nations?
In the less-industrialized nations?

The rest of this book uses economic analysis and evidence to suggest answers to these
complex questions.

An Overview of the Book

In the following chapters you will study the rich and rewarding field of environmental and
natural resource economics. The menu of topics is broad and varied. Economics provides a
powerful analytical framework for examining the relationships between the environment, on
one hand, and the economic and political systems, on the other. The study of economics can
assist in identifying circumstances that give rise to environmental problems, in discovering
causes of these problems, and in searching for solutions. Each chapter introduces a unique
topic in environmental and natural resource economics, while the overarching focus on
development in an environment characterized by scarcity weaves these topics into a single
theme.

We begin by comparing perspectives being brought to bear on these problems by economists
and noneconomists. The manner in which scholars in various disciplines view problems and
potential solutions depends on how they organize the available facts, how they interpret those
facts, and what kinds of values they apply in translating these interpretations into policy.
Before going into a detailed look at environmental problems, we shall compare the ideology
of conventional economics to other prevailing ideologies in the natural and social sciences.
This comparison not only explains why reasonable people may, upon examining the same set
of facts, reach different conclusions, but also it conveys some sense of the strengths and
weaknesses of economic analysis as it is applied to environmental problems.

Chapters 2 through 6 delve more deeply into the economic approach, highlighting many
of the tools used by environmental economists including cost-benefit analysis, cost-effectiveness
analysis, and methods available for monetizing nonmarket goods and services. Specific
evaluation criteria are defined, and examples are developed to show how these criteria can be
applied to current environmental problems.

In Chapters 7 through 13 we turn to some of the topics traditionally falling within the
subfield known as natural resource economics. The topics covered in these chapters include
depletable and renewable energy resources, recyclable resources, water, and land, as well as
forests, fisheries, and other ecosystems.
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We then move on to an area of public policy—pollution control—that has come to rely
much more heavily on the use of economic incentives to produce the desired response. The
chapters in this section of the book reveal the unique aspects of local and regional air pollution,
global problems such as climate change and ozone depletion, vehicle air pollution, water
pollution, and toxic substances as well as the effectiveness of the various economic approaches
used to control these pollutants.

Following this examination of the individual environmental and natural resource problems
and the successes and failures of policies that have been used to ameliorate these problems,
we return to the big picture by assembling the bits and pieces of evidence accumulated in
the preceding chapters and fusing them into an overall integrated response to the questions
posed in the chapter. We also cover some of the major unresolved issues in environmental
policy that are likely to be among those commanding center stage over the next several years
if not decades.

Summary

Are our institutions so myopic that they have chosen a path that can only lead to the destruction
of society as we now know it? We have briefly examined two points of view that provide
different answers to that question. The Worldwatch Institute finds that the path is destructive,
while Lomborg strikes a much more optimistic tone. The pessimistic view is based upon the
inevitability of exceeding the carrying capacity of the planet as the population and the level
of economic activity grow. The optimistic view sees initial scarcity triggering sufficiently
powerful reductions in population growth and increases in technological progress bringing
further abundance, not deepening scarcity.

Our examination of these different visions has revealed questions that can guide our
assessment of what the future holds. Seeking the answers requires that we accumulate a much
better understanding about how choices are made in economic and political systems and how
those choices affect, and are affected by, the natural environment. We begin that process in
Chapter 2, where the economic approach is developed in broad terms and is contrasted with
other conventional approaches.

Discussion Questions

1. In his book The Ultimate Resource, economist Julian Simon makes the point that calling
the resource base “finite” is misleading. To illustrate this point, he uses a yardstick, with
its one-inch markings, as an analogy. The distance between two markings is finite—
one inch—but an infinite number of points is contained within that finite space. Therefore,
in one sense, what lies between the markings is finite, while in another, equally meanin-
gful sense, it is infinite. Is the concept of a finite resource base useful or not? Why or
why not?

2. This chapter contains two views of the future. Since the validity of these views cannot be
completely tested until the time period covered by the forecast has passed (so that
predictions can be matched against actual events), how can we ever hope to establish in
advance which view is better? What criteria might be proposed for evaluating predictions?

3. DPositive and negative feedback loops lie at the core of systematic thinking about the
future. As you examine the key forces shaping the future, what examples of positive and
negative feedback loops can you uncover?

13
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4.  Which point of view in Debate 1.2 do you find most compelling? Why? What logic or
evidence do you find most supportive of that position?

5. How specifically might the interdependence of the water accessibility and climate change
challenges affect the design of polices enacted to meet these challenges? Give some specific
examples of how well-designed policies might differ in the interdependence case compared
to the independence case.

6. In his book Thank you for Being Late: An Optimist’s Guide to Thriving in the Age of
Acclerations, Thomas L. Friedman documents how the digital revolution is fundamentally
changing life as we have known it. How do you think it will change the relationship
between humans and the environment? Is this likely to be a force for renewed harmony
or intensified disruption? Why? Do you have any specific examples to share that illustrate
one outcome or the other?

Self-Test Exercise

1. Does the normal reaction of the price system to a resource shortage provide an example
of a positive or a negative feedback loop? Why?

Note

1 See www.globalchange.gov/climate-change
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experimental laboratories to test market-based approaches to environmental policy.

Repetto, R. (Ed.). (2006). Punctuated Equilibrium and the Dynamics of U.S. Environmental
Policy. New Haven, CT: Yale University Press. A sophisticated discussion of how positive
and negative feedback mechanisms can interact to produce environmental policy stalemates
or breakthroughs.

Spash, Clive. (2017). The Routledge Handbook of Ecological Economics. New York:
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Chapter 2

The Economic Approach

Property Rights, Externalities,
and Environmental Problems

The charming landscape which I saw this morning, is indubitably made up of some twenty
or thirty farms. Miller owns this field, Locke that, and Manning the woodland beyond.
But none of them owns the landscape. There is a property in the horizon which no
man has but he whose eye can integrate all the parts, that is, the poet. This is the best part
of these men’s farms, yet to this their land deeds give them no title.

—Ralph Waldo Emerson, Nature (1836)

Introduction

Before examining specific environmental problems and the policy responses to them, it is
important that we develop and clarify the economic approach, so that we have some sense of
the forest before examining each of the trees. By having a feel for the conceptual framework,
it becomes easier not only to deal with individual cases but also, perhaps more importantly,
to see how they fit into a comprehensive approach.

In this chapter, we develop the general conceptual framework used in economics to
approach environmental problems. We begin by examining the relationship between human
actions, as manifested through the economic system, and the environmental consequences
of those actions. We can then establish criteria for judging the desirability of the out-
comes of this relationship. These criteria provide a basis for identifying the nature and severity
of environmental problems, and a foundation for designing effective policies to deal with
them.

Throughout this chapter, the economic point of view is contrasted with alternative points
of view. These contrasts bring the economic approach into sharper focus and stimulate deeper
and more critical thinking about all possible approaches.

17
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The Human-Environment Relationship

The Environment as an Asset

In economics, the environment is viewed as a composite asset that provides a variety of
services. It is a very special asset, to be sure, because it provides the life-support systems that
sustain our very existence, but it is an asset nonetheless. As with other assets, we wish to
enhance, or at least prevent undue depreciation of, the value of this asset so that it may
continue to provide aesthetic and life-sustaining services.

The environment provides the economy with raw materials, which are transformed into
consumer products by the production process, and energy, which fuels this transformation.
Ultimately, these raw materials and energy return to the environment as waste products
(see Figure 2.1).

The environment also provides goods and services directly to consumers. The air we
breathe, the nourishment we receive from food and drink, and the protection we derive from
shelter and clothing are all benefits we receive, either directly or indirectly, from the environ-
ment. One significant subclass of these, ecosystem goods and services, incorporates the benefits
obtained directly from ecosystems, including biodiversity, breathable air, wetlands, water
quality, carbon sequestration, and recreation. Anyone who has experienced the exhilaration
of white-water rafting, the total serenity of a wilderness trek, or the breathtaking beauty of a
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sunset will readily recognize that ecosystems provide us with a variety of amenities for which
no substitute exists. (Chapter 13 provides a closer look at the role economics plays in
maintaining and protecting these very special goods and services.)

If the environment is defined broadly enough, the relationship between the environment
and the economic system can be considered a closed system. For our purposes, a closed system
is one in which no inputs (energy or matter) are received from outside the system and no
outputs are transferred outside the system. An open system, by contrast, is one in which the
system imports or exports matter or energy.

If we restrict our conception of the relationship in Figure 2.1 to our planet and the
atmosphere around it, then clearly we do not have a closed system. We derive most of our
energy from the sun, either directly or indirectly. We have also sent spaceships well beyond
the boundaries of our atmosphere. Nonetheless, historically speaking, for material inputs
and outputs (not including energy), this system can be treated as a closed system because the
amount of exports (such as abandoned space vehicles) and imports (e.g., moon rocks) are
negligible. Whether the system remains closed depends on the degree to which space
exploration opens up the rest of our solar system as a source of raw materials.

The treatment of our planet and its immediate environs as a closed system has an important
implication that is summed up in the first law of thermodynamics—energy and matter can
neither be created nor destroyed.! The law implies that the mass of materials flowing into the
economic system from the environment has either to accumulate in the economic system or
return to the environment as waste. When accumulation stops, the mass of materials flowing
into the economic system is equal in magnitude to the mass of waste flowing into the environment.

Excessive wastes can, of course, depreciate the asset; when they exceed the absorptive
capacity of nature, wastes reduce the services that the asset provides. Examples are easy to
find: air pollution can cause respiratory problems, polluted drinking water can cause cancer,
smog obliterates scenic vistas, climate change can lead to flooding of coastal areas.

The relationship of people to the environment is also conditioned by another physical law,
the second law of thermodynamics. Known popularly as the entropy law, this law states that
“entropy increases.” Entropy is the amount of energy unavailable for work. Applied to energy
processes, this law implies that no conversion from one form of energy to another is completely
efficient and that the consumption of energy is an irreversible process. Some energy is always
lost during conversion, and the rest, once used, is no longer available for further work. The
second law also implies that, in the absence of new energy inputs, any closed system must
eventually use up its available energy. Since energy is necessary for life, life ceases when useful
energy flows cease.

We should remember that our planet is not even approximately a closed system with
respect to energy; we gain energy from the sun. The entropy law does remind us, however,
that the flow of solar energy establishes an upper limit on the flow of available energy that
can be sustained. Once the stocks of stored energy (such as fossil fuels and nuclear energy)
are gone, the amount of energy available for useful work will be determined solely by flow
resources such as solar, wind, and hydro, and by the amount that can be stored (through
dams, trees, and so on). Thus, in the very long run, the growth process will be limited by the
availability of these flow resources and our ability to put them to work.

The Economic Approach

Two different types of economic analysis can be applied to increase our understanding of the
relationship between the economic system and the environment: Positive economics attempts
to describe what is, what was, or what will be. Normative economics, by contrast, deals with
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what ought to be. Disagreements within positive economics can usually be resolved by an
appeal to the facts. Normative disagreements, however, involve value judgments.

Both branches are useful. Suppose, for example, we want to investigate the relationship
between trade and the environment. Positive economics could be used to describe the kinds
of impacts trade would have on the economy and the environment. It could not, however,
provide any guidance on the question of whether trade was desirable. That judgment would
have to come from normative economics, a topic we explore in the next section.

The fact that positive analysis does not, by itself, determine the desirability of some policy
action does not mean that it is not useful in the policy process. Example 2.1 provides one
example of the kinds of economic impact analyses that are used in the policy process.

R EXAMPLE 2.1 2

Economic Impacts of Reducing
Hazardous Pollutant Emissions
from Iron and Steel Foundries

The U.S. Environmental Protection Agency (EPA) was tasked with developing a
“maximum achievable control technology standard” to reduce emissions of hazardous
air pollutants from iron and steel foundries. As part of the rule-making process, the EPA
conducted an ex ante economic impact analysis to assess the potential economic impacts
of the proposed rule.

If implemented, the rule would require some iron and steel foundries to imple-
ment pollution control methods that would increase the production costs at affected
facilities. The interesting question addressed by the analysis is how large those impacts
would be.

The impact analysis estimated annual costs for existing sources to be $21.73 million.
These cost increases were projected to result in small increases in output prices.
Specifically, prices were projected to increase by only 0.1 percent for iron castings and
0.05 percent for steel castings. The impacts of these price increases were expected to be
experienced largely by iron foundries using cupola furnaces as well as consumers of iron
foundry products. Unaffected domestic foundries and foreign producers of coke were
actually projected to earn slightly higher profits as a result of the rule.

This analysis helped in two ways. First, by showing that the impacts fell under
the $100 million threshold that mandates review by the Office of Management and
Budget, the analysis eliminated the need for a much more time- and resource-consuming
analysis. Second, by showing how small the expected impacts would be, it served to
lower the opposition that might have arisen from unfounded fears of much more severe
impacts.

Source: Office of Air Quality Planning and Standards, United States Environmental Protection Agency.

(November 2002). Economic Impact Analysis of Proposed Iron and Steel Foundries. NESHAP
Final Report; National Emissions Standards for Hazardous Air Pollutants for Iron and Steel Foundries.

(April 17, 2007). Proposed Rule. Federal Register, 72(73), 19150-19164.
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A rather different context for normative economics can arise when the possibilities are
more open-ended. For example, we might ask, how much should we control emissions of
greenhouse gases (which contribute to climate change) and how should we achieve that degree
of control? Or we might ask, how much forest of various types should be preserved? Answering
these questions requires us to consider the entire range of possible outcomes and to select the
best or optimal one. Although that is a much more difficult question to answer than one that
asks us only to compare two predefined alternatives, the basic normative analysis framework
is the same in both cases.

Environmental Problems and Economic Efficiency

Static Efficiency

The chief normative economic criterion for choosing among various outcomes occurring
at the same point in time is called static efficiency, or merely efficiency. An allocation of
resources is said to satisfy the static efficiency criterion if the economic surplus derived from
those resources is maximized by that allocation. Economic surplus, in turn, is the sum of
consumer’s surplus and producer’s surplus.

Consumer surplus is the value that consumers receive from an allocation minus what it
costs them to obtain it. Consumer surplus is measured as the area under the demand curve
minus the consumer’s cost. This is the shaded triangle in Figure 2.2. The cost to the consumer
is the area under the price line, bounded from the left by the vertical axis and the right by the
quantity of the good. This rectangle, which captures price times quantity, represents consumer
expenditure on this quantity of the good.

Price
(dollars
per unit)
A=
Consumer
Surplus (CS)
pr
b Quantity
0 Q, (units)
[ Figure 2.2 The Consumer’s Choice ]
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Price
(dollars S
per unit)
p*
B =
Producer
Surplus (PS)
Quantity
0 Q, (units)
[ Figure 2.3 The Producer’s Choice ]

Why is this area above the price line thought of as a surplus? For each quantity purchased,
the corresponding point on the market demand curve represents the amount of money some
person would have been willing to pay for the last unit of the good. The rotal willingness to
pay for some quantity of this good—say, three units—is the sum of the willingness to pay for
each of the three units. Thus, the total willingness to pay for three units would be measured
by the sum of the willingness to pay for the first, second, and third units, respectively. It is
now a simple extension to note that the total willingness to pay is the area under the continuous
market demand curve to the left of the allocation in question. For example, in Figure 2.2 the
total willingness to pay for Q) units of the commodity is the total area under the demand
curve up to Q. Thus it is the shaded triangle of consumer surplus plus the rectangle of cost.
Total willingness to pay is the concept we shall use to define the total value a consumer would
receive from the amount of the good they take delivery of. Thus, total value the consumer
would receive is equal to the area under the market demand curve from the origin to the
allocation of interest. Consumer surplus is thus the excess of total willingness to pay over
the (lower) actual expenditure.

Meanwhile, sellers face a similar choice (see Figure 2.3). Given price P*, the seller maximizes
his or her own producer surplus by choosing to sell O units. The producer surplus is designated
by the shaded area B, the area under the price line that lies above the marginal cost curve
(supply Curve S), bounded from the left by the vertical axis and the right by the quantity of
the good. To calculate producer or consumer surplus, notice that as long as the functions are
linear (as they are in the Figures), each area is represented as a right triangle. Remember that
the area of a right triangle is calculated as 1/2 x the base of the triangle x the height of the
triangle. Using this formula, try calculating these areas in the first self-test exercise at the end
of this chapter.
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Property Rights
Property Rights and Efficient Market Allocations

The manner in which producers and consumers use environmental resources depends on the
property rights governing those resources. In economics, property rights refer to a bundle of
entitlements defining the owner’s rights, privileges, and limitations for use of the resource. By
examining such entitlements and how they affect human behavior, we will better understand
how environmental problems arise from government and market allocations.

These property rights can be vested either with individuals, groups or with the state. How
can we tell when the pursuit of profits is consistent with efficiency and when it is not?

Efficient Property Rights Structures

Let’s begin by describing the structure of property rights that could produce efficient allocations
in a well-functioning market economy. An efficient structure has three main characteristics:

1. Exclusivity—All benefits and costs accrued as a result of owning and using the resources
should accrue to the owner, and only to the owner, either directly or indirectly by sale to
others.

2. Transferability—All property rights should be transferable from one owner to another in
a voluntary exchange.

3. Enforceability—Property rights should be secure from involuntary seizure or encroachment
by others.

An owner of a resource with a well-defined property right (one exhibiting these three
characteristics) has a powerful incentive to use that resource efficiently because a decline in
the value of that resource represents a personal loss. Farmers who own the land have an
incentive to fertilize and irrigate it because the resulting increased production raises income.
Similarly, they have an incentive to rotate crops when that raises the productivity of their land.

When well-defined property rights are exchanged, as in a market economy, this exchange
facilitates efficiency. We can illustrate this point by examining the incentives consumers and
producers face when a well-defined system of property rights is in place. Because the seller
has the right to prevent the consumer from consuming the product in the absence of payment,
the consumer must pay to receive the product. Given a market price, the consumer decides
how much to purchase by choosing the amount that maximizes his or her individual consumer
surplus.

Is this allocation efficient? According to our definition of static efficiency, it is clear the
answer is yes. The economic surplus is maximized by the market allocation and, as seen in
Figure 2.4, it is equal to the sum of consumer and producer surpluses (areas A + B). Thus, we
have not only established a procedure for measuring efficiency, but also a means of describing
how the surplus is distributed between consumers and producers.

This distinction is crucially significant. Efficiency is not achieved because consumers
and producers are seeking efficiency. They aren’t! In a system with well-defined property
rights and competitive markets in which to sell those rights, producers try to maximize their
surplus and consumers try to maximize their surplus. The price system, then, induces those
self-interested parties to make choices that also turn out to be efficient from the point of
view of society as a whole. It channels the energy motivated by self-interest into socially
productive paths.
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Price
(dollars S

per unit)

A=CS
p

B=PS

Quantity
0 Q (units)
[ Figure 2.4 Market Equilibrium ]

Familiarity may have dulled our appreciation, but it is noteworthy that a system designed
to produce a harmonious and congenial outcome could function effectively while allowing
consumers and producers so much individual freedom in making choices. This is truly a
remarkable accomplishment.

Producer’s Surplus, Scarcity Rent, and Long-Run Competitive
Equilibrium

Since the area under the price line is total revenue, and the area under the marginal cost (or
supply) curve is total variable cost, producer’s surplus is related to profits. In the short run
when some costs are fixed, producer’s surplus is equal to profits plus fixed cost. In the long
run when all costs are variable, producer’s surplus is equal to profits plus rent, the return to
scarce inputs owned by the producer. As long as new firms can enter into profitable industries
without raising the prices of purchased inputs, long-run profits and rent will equal zero.

Scarcity Rent. Most natural resource industries, however, do give rise to rent and, therefore,
producer’s surplus is not eliminated by competition, even with free entry. This producer’s
surplus, which persists in long-run competitive equilibrium, is called scarcity rent.

David Ricardo was the first economist to recognize the existence of scarcity rent. Ricardo
suggested that the price of land was determined by the least fertile marginal unit of land. Since
the price had to be sufficiently high to allow the poorer land to be brought into production,
other, more fertile land could be farmed at an economic profit. Competition could not erode
that profit because the amount of high-quality land was limited and lower prices would serve
only to reduce the supply of land below demand. The only way to expand production would
be to bring additional, less fertile land (more costly to farm) into production; consequently,
additional production does not lower price, as it does in a constant-cost industry. As we shall
see, other circumstances also give rise to scarcity rent for natural resources.
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Externalities as a Source of Market Failure

The Concept Introduced

Exclusivity is one of the chief characteristics of an efficient property rights structure. This
characteristic is frequently violated in practice. One broad class of violations occurs when an
agent making a decision does not bear all of the consequences of his or her action.

Suppose two firms are located by a river. The first produces steel, while the second,
somewhat downstream, operates a resort hotel. Both use the river, although in different
ways. The steel firm uses it as a receptacle for its waste, while the hotel uses it to attract
customers seeking water recreation. If these two facilities have different owners, an efficient
use of the water is not likely to result. Because the steel plant does not bear the cost of
reduced business at the resort resulting from waste being dumped into the river, it is not
likely to be very sensitive to that cost in its decision making. As a result, it could be expected
to dump too much waste into the river, and an efficient allocation of the river would not
be attained.

This situation is called an externality. An externality exists whenever the welfare of some
agent, either a firm or household, depends not only on his or her activities, but also on
activities under the control of some other agent. In the example, the increased waste in the
river imposed an external cost on the resort, a cost the steel firm could not be counted upon
to consider appropriately in deciding the amount of waste to dump.

The effect of this external cost on the steel industry is illustrated in Figure 2.5, which
shows the market for steel. Steel production inevitably involves producing pollution as well
as steel. The demand for steel is shown by the demand curve D, and the private marginal cost
of producing the steel (exclusive of pollution control and damage) is depicted as MC ,- Because
society considers both the cost of pollution and the cost of producing the steel, the social
marginal cost function (MC)) includes both of these costs as well.

Price
(dollars
per unit)

: Quantity
0 Q. Q (units)

[Figure 2.5 The Market for Steel ]
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If the steel industry faced no outside control on its emission levels, it would seek to produce
O, That choice, in a competitive setting, would maximize its private producer surplus.
But that is clearly not efficient, since the net benefit is maximized at Q*, not Q . Can you see
the deadweight loss? A deadweight loss arises whenever marginal social costs are not equal
to marginal social benefits. In this case, at the market allocation, marginal social costs are
higher than marginal benefits.

With the help of Figure 2.5, we can draw a number of conclusions about market allocations
of commodities causing pollution externalities:

The output of the commodity is too large.

Too much pollution is produced.

The prices of products responsible for pollution are too low.

As long as the costs remain external, no incentives to search for ways to yield less pollution
per unit of output are introduced by the market.

5. Recycling and reuse of the polluting substances are discouraged because release into the
environment is so inefficiently cheap.

P

The effects of a market imperfection for one commodity end up affecting the demands for
raw materials, labor, and so on. The ultimate effects are felt through the entire economy.

Types of Externalities

External effects, or externalities, can be positive or negative. Historically, the terms external
cost (external diseconomy) and external benefit (external economy) have been used to refer,
respectively, to circumstances in which the affected party is damaged by or benefits from
the externality. Clearly, the water pollution example represents an external cost. External
benefits are not hard to find, however. As noted in the opening quote to this chapter, private
individuals who preserve a particularly scenic area provide an external benefit to
all who pass. Generally, when external benefits are present, the market will undersupply the
resources.

One other distinction is important. One class of externalities, known as pecuniary
externalities, does not present the same kinds of problems as pollution does. Pecuniary
externalities arise when the external effect is transmitted through altered prices. Suppose that
a new firm moves into an area and drives up the rental price of land. That increase creates a
negative effect on all those paying rent and, therefore, is an external diseconomy.

This pecuniary diseconomy, however, does not cause a market failure because the resulting
higher rents are reflecting the true scarcity of land. The land market provides a mechanism
by which the parties can bid for land; the resulting prices reflect the value of the land in its
various uses. Without pecuniary externalities, the price signals would fail to sustain an efficient
allocation.

The pollution example is not a pecuniary externality because the effect is not trans-
mitted through prices. In this example, prices do not adjust to reflect the increasing waste
load. The damage to the water resource is not reflected in the steel firm’s costs. An essential
feedback mechanism that is present for pecuniary externalities is not present for the
pollution case.

The externalities concept is a broad one, covering a multitude of sources of market failure
(Example 2.2 illustrates one). The next step is to investigate some specific circumstances that
can give rise to externalities.
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Shrimp Farming Externalities in Thailand

In the Tha Po village on the coast of Surat Thani Province in Thailand, more than half
of the 1100 hectares of mangrove swamps have been cleared for commercial shrimp
farms. Although harvesting shrimp is a lucrative undertaking, mangroves also serve as
nurseries for fish and as barriers for storms and soil erosion. Following the destruction
of the local mangroves, Tha Po villagers experienced a decline in fish catch and suffered
storm damage and water pollution. Can market forces be trusted to strike the efficient
balance between preservation and development for the remaining mangroves?

Calculations by economists Sathirathai and Barbier (2001) demonstrated that
the value of the ecological services that would be lost from further destruction of the
mangrove swamps exceeded the value of the shrimp farms that would take their place.
Preservation of the remaining mangrove swamps would be the efficient choice.

Would a potential shrimp-farming entrepreneur make the efficient choice?
Unfortunately, the answer is no. This study estimated the economic value of mangroves in
terms of local use of forest resources, offshore fishery linkages, and coastal protection
to be in the range of $27,264-$35,921 per hectare. In contrast, the economic returns to
shrimp farming, once they are corrected for input subsidies and for the costs of water
pollution, are only $194-$209 per hectare. However, as shrimp farmers are heavily
subsidized and do not have to take into account the external costs of pollution, their
financial returns are typically $7,706.95-$8,336.47 per hectare. In the absence of some
sort of external control imposed by collective action, converting mangroves to shrimp
farming would be the normal, if inefficient, result. The externalities associated with the
ecological services provided by the mangroves support a biased decision that results in
fewer social net benefits, but greater private net benefits.

Sources: Sathirathai, S., & Barbier, E. B. (April 2001). Valuing mangrove conservation in southern Thailand.

Contemporary Economic Policy, 19(2). 109-122; Barbier, E. B., & Cox, M. (2004). An economic analysis
of shrimp farm expansion and mangrove conversion in Thailand. Land Economics, 80(3), 389-407.
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Perverse Incentives Arising from Some Property Right Structures

Private property is, of course, not the only possible way of defining entitlements to resource
use. Other possibilities include:

All

state-property regimes (the government owns and controls the property);

common-property regimes (the property is jointly owned and managed by a specified group

of co-owners); and

res nullius or open-access regimes (in which no one owns or exercises control over the

resources).

of these create rather different incentives for resource use.

State-property regimes exist not only in former communist countries, but also to varying
degrees in virtually all countries of the world. Parks and forests, for example, are frequently
owned and managed by the government in capitalist as well as in socialist nations. Problems
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with both efficiency and sustainability can arise in state-property regimes when the incentives
of bureaucrats, who implement and/or make the rules for resource use, diverge from collective
interests.

Common-property resources are those shared resources that are managed in common
rather than privately. Entitlements to use common-property resources may be formal, pro-
tected by specific legal rules, or they may be informal, protected by tradition or custom.
Common-property regimes exhibit varying degrees of efficiency and sustainability, depending
on the rules that emerge from collective decision making. While some very successful examples
of common-property regimes exist, unsuccessful examples are even more common.

One successful example of a common-property regime involves the system of allocat-
ing grazing rights in Switzerland. Although agricultural land is normally treated as private
property, in Switzerland grazing rights on the Alpine meadows have been treated as
common property for centuries. Overgrazing is protected by specific rules, enacted by an
association of users, which limit the amount of livestock permitted on the meadow. The families
included on the membership list of the association have been stable over time as rights and
responsibilities have passed from generation to generation. This stability has apparently
facilitated reciprocity and trust, thereby providing a foundation for continued compliance with
the rules.

Unfortunately, that kind of stability may be the exception rather than the rule, particularly
in the face of heavy population pressure. The more common situation can be illustrated by
the experience of Mawelle, a small fishing village in Sri Lanka. Initially, a complicated but
effective rotating system of fishing rights was devised by villagers to assure equitable access
to the best spots and best times while protecting the fish stocks. Over time, population pressure
and the infusion of outsiders raised demand and undermined the collective cohesion sufficiently
that the traditional rules became unenforceable, producing overexploitation of the resource
and lower incomes for all the participants.

Res nullius property resources, the main focus of this section, can be exploited on a first-
come, first-served basis because no individual or group has the legal power to restrict access.
Open-access resources, as we shall henceforth call them, have given rise to what has become
known popularly as the “tragedy of the commons.”

The problems created by open-access resources can be illustrated by recalling the fate
of the American bison. Bison are an example of “common-pool” resources. Common-pool
resources are shared resources characterized by nonexclusivity and divisibility. Nonexclusivity
implies that resources can be exploited by anyone, while divisibility means that the capture
of part of the resource by one group subtracts it from the amount available to the other
groups. (Note the contrast between common-pool resources and public goods, the subject of
the next section.) In the early history of the United States, bison were plentiful; unrestricted
hunting access was not a problem. Frontier people who needed hides or meat could easily
get whatever they needed; the aggressiveness of any one hunter did not affect the time and
effort expended by other hunters. In the absence of scarcity, efficiency was not threatened by
open access.

As the years slipped by, however, the demand for bison increased and scarcity became a
factor. As the number of hunters increased, eventually every additional unit of hunting activity
increased the amount of time and effort required to produce an additional yield of bison.

Consider graphically how various property rights structures (and the resulting level of
harvest) affect the scarcity rent (in this case, equivalent to the economic surplus received by
consumers and producers), where the amount of rent is measured as the difference between
the revenues received from the harvest minus the costs associated with producing that harvest.
Figure 2.6 compares the revenue and costs for various levels of harvest. In the top panel the
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revenue is calculated by multiplying, for each level of hunting activity, the (assumed constant)
price of bison by the amount harvested. The upward sloping total cost curve simply reflects
that fact that increases in harvest effort result in higher total costs. (Marginal cost is assumed
to be constant for this example.)

In terms of the top panel of Figure 2.6, the total surplus associated with any level of effort
is measured as the vertical difference between the total revenue (benefits) curve and the total
cost curve for that level of harvest.

In the bottom panel the marginal revenue curve is downward sloping (despite the constant
price) because as the amount of hunting effort increases, the resulting bison population size
decreases. Smaller populations support smaller harvests per unit of effort expended.

The efficient level of hunting activity in this model (E*) maximizes the surplus. This can be
seen graphically in two different ways. First, E* maximizes the vertical difference between the
total cost and total benefit (top panel). Second, in the bottom panel E"is the level where
the marginal revenue, which records the addition to the surplus from an additional unit of
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\Total
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Benefit/ Marginal Cost
E Eoa Harvest
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[Figure 2.6 Bison Harvesting ]
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effort, crosses the marginal cost curve, which measures the reduction in the surplus due to the
additional cost of expending that last unit of effort. These two panels are simply two different
(mathematically equivalent) ways to demonstrate the same outcome. (The curves in the
bottom panel are derived from the curves in the top panel.)

With all hunters having completely unrestricted access to the bison, the resulting allocation
would not be efficient. No individual hunter would have an incentive to protect scarcity
rent by restricting hunting effort. Individual hunters, under this “open access” scenario
(without exclusive rights), would exploit the resource until their total benefit equaled total
cost, implying a level of effort equal to (E,). Excessive exploitation of the herd occurs because
individual hunters cannot appropriate the scarcity rent; therefore, they ignore it. One of
the losses from further exploitation that could be avoided by exclusive owners—the loss
of scarcity rent due to overexploitation—is not part of the decision-making process of
open-access hunters.

Two characteristics of this formulation of the open-access allocation are worth noting:
(1) in the presence of sufficient demand, unrestricted access will cause resources to be overex-
ploited; (2) the scarcity rent is dissipated—no one is able to appropriate the rent, so it is lost.

Why does this happen? Unlimited access destroys the incentive to conserve. A hunter who
can preclude others from hunting his stock has an incentive to keep the herd at an efficient
level. This restraint results in lower costs in the form of less time and effort expended to
produce a given yield of bison. On the other hand, a hunter exploiting an open-access resource
would not have an incentive to conserve because the potential additional economic surplus
derived from self-restraint would, to some extent, be captured by other hunters who simply
kept harvesting. Thus, unrestricted access to scarce resources promotes an inefficient
allocation. As a result of excessive harvest and the loss of habitat as land was converted to
farm and pasture, the Great Plains bison herds nearly became extinct (Lueck, 2002). Another
example of open-access, fisheries, is the principal topic of Chapter 12.

Public Goods

Public goods, defined as those that exhibit both consumption indivisibilities and nonexclud-
ability, present a particularly complex category of environmental resources. Nonexcludability
refers to a circumstance where, once the resource is provided, even those who fail to pay for
it cannot be excluded from enjoying the benefits it confers. Consumption is said to be indivis-
ible when one person’s consumption of a good does not diminish the amount available for
others. Several common environmental resources are public goods, including not only the
“charming landscape” referred to by Emerson, but also clean air, clean water, and biological
diversity.?

Biological diversity includes two related concepts: (1) the amount of genetic variability
among individuals within a single species, and (2) the number of species within a community
of organisms. Genetic diversity, critical to species survival in the natural world, has also
proved to be important in the development of new crops and livestock. It enhances the
opportunities for crossbreeding and, thus, the development of superior strains. The availability
of different strains was the key, for example, in developing new, disease-resistant barley.

Because of the interdependence of species within ecological communities, any particular
species may have a value to the community far beyond its intrinsic value. Certain species
contribute balance and stability to their ecological communities by providing food sources or
holding the population of the species in check.

The richness of diversity within and among species has provided new sources of food,
energy, industrial chemicals, raw materials, and medicines. Yet, considerable evidence suggests
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that biological diversity is decreasing. Biodiversity is a valuable ecosystem service. Ecosystem
services will be covered in detail in Chapter 13.

Can we rely solely on the private sector to produce the efficient amount of public goods,
such as biological diversity? Unfortunately, the answer is no. Suppose that in response to
diminishing ecological diversity we decide to take up a collection to provide some means of
preserving endangered species. Would the collection yield sufficient revenue to pay for an
efficient level of ecological diversity? The general answer is no. Let’s see why.

In Figure 2.7, individual demand curves for preserving biodiversity have been presented
for two consumers, A and B. The market demand curve is represented by the vertical
summation of the two individual demand curves. A vertical summation is necessary because
everyone can simultaneously consume the same amount of biological diversity. We are,
therefore, able to determine the market demand by finding the sum of the amounts of money
they would be willing to pay for that level of diversity.

What is the efficient level of diversity? It can be determined by a direct application of our
definition of efficiency. The efficient allocation maximizes economic surplus, which is
represented geometrically by the portion of the area under the market demand curve that lies
above the constant marginal cost curve. The allocation that maximizes economic surplus is
Q?, the allocation where the demand curve crosses the marginal cost curve.

Why would a competitive market not be expected to supply the efficient level of this good?
Since the two consumers have very different marginal willingness to pay from the efficient
allocation of this good (OA versus OB), the efficient pricing system would require charging
a different price to each consumer. Person A would pay OA and person B would pay OB.
(Remember consumers tend to choose the level of the good that equates their marginal
willingness to pay to the price they face.) Yet the producer would have no basis for figuring
out how to differentiate the prices. In the absence of excludability, consumers are not likely
to willingly reveal the strength of their preference for this commodity. All consumers have an
incentive to understate the strength of their preferences to try to shift more of the cost burden
to the other consumers.

Therefore, inefficiency results because each person is able to become a free rider on the
other’s contribution. A free rider is someone who derives the value from a commodity without
paying an efficient amount for its supply. Because of the consumption indivisibility and
nonexcludability properties of the public good, consumers receive the value of any diversity
purchased by other people. When this happens it tends to diminish incentives to contribute,
and the contributions are not sufficiently large to finance the efficient amount of the public
good; it would be undersupplied. (In Chapter 17 we shall use the lens provided by game theory
to show how the free rider effect helps to shape climate policy.)

The privately supplied amount may not be zero, however. Some diversity would be privately
supplied. Indeed, as suggested by Example 2.3, the privately supplied amount may be
considerable.

Imperfect Market Structures

Environmental problems also occur when one of the participants in an exchange of property
rights is able to exercise an inordinate amount of power over the outcome. This can occur,
for example, when a product is sold by a single seller, or monopoly.

It is easy to show that monopolies violate our definition of efficiency in the goods market
(see Figure 2.8). According to our definition of static efficiency, the efficient allocation would
result when OB is supplied. This would yield consumer surplus represented by triangle IGC
and producer surplus denoted by triangle GCH. The monopoly, however, would produce and
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Public Goods Privately Provided: The Nature
Conservancy

Can the demand for a public good such as biological diversity be observed in practice?
Would the market respond to that demand? Apparently so, according to the existence
of an organization called the Nature Conservancy.

The Nature Conservancy was born of an older organization called the Ecologist
Union on September 11, 1950, for the purpose of establishing natural area reserves
to aid in the preservation of areas, objects, and fauna and flora that have scientific,
educational, or aesthetic significance. This organization purchases, or accepts as dona-
tions, land that has some unique ecological or aesthetic significance, to keep it from
being used for other purposes. In so doing it preserves many species by preserving the
habitat.

From humble beginnings, the Nature Conservancy has, as of 2017, been responsible
for the preservation of 119 million acres of forests, marshes, prairies, mounds, and
islands around the world. Additionally, the Nature Conservancy has protected 5000
miles of rivers and operates over 100 marine conservation projects. These areas serve as
home to rare and endangered species of wildlife and plants. The Conservancy owns and
manages the largest privately owned nature preserve system in the world.

This approach has considerable merit. A private organization can move more rapidly
than the public sector. Because it has a limited budget, the Nature Conservancy sets priori-
ties and concentrates on acquiring the most ecologically unique areas. Yet the theory of
public goods reminds us that if this were to be the sole approach to the preservation
of biological diversity, it would preserve a smaller-than-efficient amount.

Source: The Nature Conservancy, www.nature.org/about-us/vision-mission/index.htm?intc=nature.fnav.about
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sell OA, where marginal revenue equals marginal cost, and would charge price OF. At this
point, although the producer’s surplus (HFED) is maximized, the sum of consumer and
producer surplus is clearly not, because this choice causes society to lose economic surplus
equal to triangle EDC.> Monopolies supply an inefficiently small amount of the good.

Imperfect markets clearly play some role in environmental problems. For example, the
major oil-exporting countries have formed a cartel, resulting in higher-than-normal prices
and lower-than-normal production. A cartel is a collusive agreement among producers
to restrict production and raise prices. This collusive agreement allows the group to act as
a monopolist. The inefficiency in the goods market would normally be offset to some
degree by an associated reduction in social costs. The reduction in the combustion of
oil would result in lower levels of pollution and, hence, the social cost associated with that
pollution.
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Asymmetric Information

When all parties to a specific situation or transaction have access to the same amount of
information about that situation, the information is said to be symmetrically distributed. If,
however, one or more parties have more information than the others, the information
distribution is said to be asymmetric.

Asymmetic information creates problems for the market when it results in a decision maker
knowing too little to make an efficient choice. Suppose, for example, a consumer had a
preference for organic food, but didn’t know what food choices were truly organic. Since it
would be relatively easy for producers to claim their produce was organically grown even
if it were not, consumers who could not accurately distinguish truly organic produce from its
fraudulent substitute would tend to be unwilling to pay a higher price for organic produce.
As a result, both the profits and the output of organic farmers would be inefficiently low. If
consumers do not have full information, negative externalities may result. (We shall encounter
asymmetric information problems in several chapters, including energy, pollution control,
toxic substances, and ecosystem services.)

Government Failure

Market processes are not the only sources of inefficiency. Political processes are fully as
culpable. As will become clear in the chapters that follow, some environmental problems have
arisen from a failure of political, rather than economic, institutions. To complete our study
of the ability of institutions to allocate environmental resources, we must understand this
source of inefficiency as well.
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Government failure shares with market failure the characteristic that improper incentives
are the root of the problem. Special interest groups use the political process to engage in what
has become known as rent seeking. Rent seeking is the use of resources in lobbying and other
activities directed at securing legislation that results in more profitable outcomes for those
funding this activity. Successful rent-seeking activity will typically increase the net benefits
going to the special interest group, but it will also frequently lower the surplus to society as
a whole. In these instances, it is a classic case of the aggressive pursuit of a larger slice of the
pie leading to a smaller pie.

Why don’t the losers rise up to protect their interests? One main reason is voter ignorance.
It is economically rational for voters to remain at least partially ignorant on many issues
simply because of the high cost of keeping fully informed and the low probability that any
single vote will be decisive. In addition, it is difficult for diffuse groups of individuals, each of
whom is affected only to a small degree, to organize a coherent, unified opposition. Successful
opposition is, in a sense, a public good, with its attendant tendency for free riding. Opposition
to special interests would normally be underfunded, especially when the opposition is dispersed
and the special interests are concentrated.

Rent seeking can take many forms. Producers can seek protection from competitive
pressures brought by imports or can seek price floors to hold prices above their efficient levels.
Consumer groups can seek price ceilings on goods or special subsidies to transfer part of their
costs to the general body of taxpayers.

Rent seeking is not the only source of inefficient government policy. Sometimes governments
act without full information and establish policies that are ultimately very inefficient. For
example, some time ago, one technological strategy chosen by the government to control motor
vehicle pollution involved adding a chemical substance (MTBE) to gasoline. Designed to promote
cleaner combustion, this additive turned out to create a substantial water pollution problem.

Governments may also pursue social policy objectives that have the side effect of causing
an environmental inefficiency. For example, looking back at Figure 2.5, suppose that the
government, when pressured by lobbyists, decides to subsidize the production of steel.
Figure 2.9 illustrates the outcome. The private marginal cost curve shifts down and to the
right causing a further increase in production, lower prices, and even more pollution produced.
Thus, the subsidy moves us even further away from where surplus is maximized at Q*. The
shaded triangle A shows the deadweight loss (inefficiency) without the subsidy. With
the subsidy, the deadweight loss grows to areas A + B + C. This social policy has the side effect
of increasing an environmental inefficiency.

In another example, in Chapter 7, we shall see how the desire to hold down natural gas
prices for consumers led to subsequent shortages. These examples provide a direct challenge
to the presumption that more direct intervention by the government automatically leads to
either greater efficiency or greater sustainability.

These cases illustrate the general economic premise that environmental problems arise
because of a divergence between individual and collective objectives. This is a powerful
explanatory device because not only does it suggest why these problems arise, but it also
suggests how they might be resolved—by realigning individual incentives to make them
compatible with collective objectives. As self-evident as this approach may be, it is controversial
when people disagree about whether the problem is our improper values or the improper
translation of our quite proper values into action.

Economists have always been reluctant to argue that values of consumers are warped,
because that would necessitate dictating the “correct” set of values. Both capitalism and
democracy are based on the presumption that the majority knows what it is doing, whether
it is casting ballots for representatives or dollar votes for goods and services.
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The Pursuit of Efficiency

We have seen that environmental problems can arise when property rights are ill defined,
and when these rights are exchanged under something other than competitive conditions.
We can now use our definition of efficiency to explore possible remedies, such as private
negotiation, judicial remedies, and regulation by the legislative and executive branches
of government.

Private Resolution through Negotiation—Property, Liability,
and the Coase Theorem

The simplest means to restore efficiency occurs when the number of affected parties is small,
making negotiation feasible. Suppose, for example, we return to the case used earlier in this
chapter to illustrate an externality—the conflict between the polluting steel company and the
downstream resort.

Figure 2.10 allows us to examine how this negotiation might take place. If the resort offers
a payment of C + D to the steel company, they would be better off if the steel firm responded
by decreasing its production from Q to Q*. Let’s assume that the payment is equal to this
amount. Would the steel company be willing to reduce production to the desired level? If they
refused the compensation, their producer surplus would be A + B + D. If they accepted, their
producer surplus would be A + B plus the payment, so their total return would be A + B + C
+ D. Clearly, they are better off by C if they accept the payment. Society as a whole is better
off by the amount C as well since the economic surplus from Q is A — C and the economic
surplus from Q% is A.

Our discussion of individual negotiations raises two questions: (1) Should the property right
always belong to the party who held it first (in this case the steel company)? (2) How can
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environmental risks be handled when prior negotiation is clearly impractical? These questions
are routinely answered by the court system.

The court system can respond to environmental conflicts by imposing either property rules
or liability rules. Property rules specify the initial allocation of the entitlement or property
right. The entitlements at conflict in our example are, on one hand, the right to add waste
products to the river and, on the other, the right to an attractive river. In applying property
rules, the court merely decides which right is preeminent and places an injunction against
violating that right. The injunction is removed only upon obtaining the consent of the party
whose right was violated. Consent is usually obtained in return for an out-of-court monetary
settlement achieved via negotiation.

Note that, in the absence of a court decision, the entitlement is naturally allocated to
the party that can most easily seize it. In our example, the natural allocation would give the
entitlement to the steel company. The courts must decide whether to overturn this natural
allocation.

How would they decide? And what difference would their decision make? The answers
may surprise you.

In a classic article, economist Ronald Coase (1960) held that, as long as negotiation costs
are negligible and affected consumers can negotiate freely with each other (when the number
of affected parties is small), the court could allocate the entitlement to either party, and an
efficient allocation would result. The only effect of the court’s decision would be to change
the distribution of surplus among the affected parties. This remarkable conclusion has come
to be known as the Coase theorem.

Why is this so? In Figure 2.10, we showed that if the steel company has the property right,
it is in the resort’s interest to offer a payment that results in the desired level of output.
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Suppose, now, that the resort has the property right instead. To pollute in this case, the steel
company must pay the resort. Suppose it could pollute only if it compensated the resort for
all damages. (In other words, it would agree to pay the difference between the two marginal
cost curves up to the level of output actually chosen.) As long as this compensation was
required, the steel company would choose to produce Q* since that is the level at which its
producer’s surplus, given the compensation, is maximized. (Note that, due to the compensation,
the curve the steel company uses to calculate its producer surplus is now the higher marginal
cost curve.)

The difference between these different ways of allocating property rights lies in how the
cost of obtaining the efficient level of output is shared between the parties. When the property
right is assigned to the steel company, the cost is borne by the resort (part of the cost is the
damage and part is the payment to reduce the level of damage). When the property right is
assigned to the resort, the cost is borne by the steel company (it now must compensate for all
damage). In either case, the efficient level of production results. The Coase theorem shows
that the very existence of an inefficiency triggers pressures for improvements. Furthermore,
the existence of this pressure does not depend on the assignment of property rights.

This is an important point, but the importance of this theorem should not be overstated.
As we shall see in succeeding chapters, private efforts triggered by inefficiency can frequently
prevent the worst excesses of environmental degradation. However, both theoretical and
practical objections can be raised. The chief theoretical qualification concerns the assumption
that wealth effects do not matter. The decision to confer the property right on a particular
party results in a transfer of wealth to that party. This transfer might shift the demand curve
for either steel or resorts out, as long as higher incomes result in greater demand. Whenever
wealth effects are significant, the type of property rule issued by the court does affect the
outcome.

Wealth effects normally are small, so the zero-wealth-effect assumption is probably not a
fatal flaw. Some serious practical flaws, however, do mar the usefulness of the Coase theorem.
The first involves the incentives for polluting that result when the property right is assigned
to the polluter. Since pollution would become a profitable activity with this assignment,
other polluters might be encouraged to increase production and pollution in order to earn the
payments. That certainly would not be efficient.

Negotiation is also difficult to apply when the number of people affected by the pollution is
large. You may have already noticed that in the presence of several affected parties, pollution
reduction is a public good. The free-rider problem would make it difficult for the group to act
cohesively and effectively for the restoration of efficiency.

When individual negotiation is not practical for one reason or another, the courts can turn
to liability rules. These are rules that award monetary damages, after the fact, to the injured
party. The amount of the award is designed to correspond to the amount of damage
inflicted. Thus, returning to Figure 2.10, a liability rule would force the steel company to
compensate the resort for all damages incurred. In this case, it could choose any production
level it wanted, but it would have to pay the resort an amount of money equal to the area
between the two marginal cost curves from the origin to the chosen level of output. In this
case the steel plant would maximize its producer’s surplus by choosing Q*. (Why wouldn’t
the steel plant choose to produce more than that? Why wouldn’t the steel plant choose to
produce less than that?)

The moral of this story is that appropriately designed liability rules can also correct
inefficiencies by forcing those who cause damage to bear the cost of that damage. Internalizing
previously external costs causes profit-maximizing decisions to be compatible with
efficiency. As we shall see in subsequent chapters, this “internalizing externalities” principle
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plays a large role in the design of efficient policy in many areas of environmental and natural
resource policy.

Liability rules are interesting from an economics point of view because early decisions
create precedents for later ones. Imagine, for example, how the incentives to prevent oil spills
facing an oil company are transformed once it has a legal obligation to clean up after an oil
spill and to compensate fishermen for reduced catches. It quickly becomes evident that in this
situation, accident prevention can become cheaper than retrospectively dealing with the
damage once it has occurred.

This approach, however, also has its limitations. It relies on a case-by-case determination
based on the unique circumstances for each case. Administratively, such a determination is
very expensive. Expenses, such as court time, lawyers’ fees, and so on, fall into a category
called transaction costs by economists. In the present context, these are the administrative
costs incurred in attempting to correct the inefficiency. The Coase theorem relies on an
assumption that transaction costs are low. In reality though, this is rarely the case. Transaction
costs in many cases can be quite high. When the number of parties involved in a dispute is
large and the circumstances are common, we are tempted to correct the inefficiency by statutes
or regulations rather than court decisions.

Legislative and Executive Regulation

These remedies can take several forms. The legislature could dictate that no one produce more
steel or pollution than Q*. This dictum might then be backed up with sufficiently large jail
sentences or fines to deter potential violators. Alternatively, the legislature could impose a tax
on steel or on pollution. A per-unit tax equal to the vertical distance between the two marginal
cost curves would work (see Figure 2.10).

Legislatures could also establish rules to permit greater flexibility and yet reduce damage.
For example, zoning laws would establish separate areas for steel plants and resorts. This
approach assumes that the damage can be substantially reduced by keeping nonconforming
uses apart.

They could also require the installation of particular pollution control equipment (as when
catalytic converters were required on automobiles), or deny the use of a particular production
ingredient (as when lead was removed from gasoline). In other words, they can regulate
outputs, inputs, production processes, emissions, and even the location of production in their
attempt to produce an efficient outcome. In subsequent chapters, we shall examine the various
options policymakers have not only to show how they can modify environmentally destructive
behavior, but also to establish the degree to which they can promote efficiency.

Payments are, of course, not the only means victims have at their disposal for lowering
pollution. When the victims also consume the products produced by the polluters, consumer
boycotts are possible. When the victims are employed by the polluter, strikes or other forms
of labor resistance are also possible.

Legislation and/or regulation can also help to resolve the asymmetric information problem.
Because the fundamental problem is that one or more of the parties do not have sufficient
crucial, trustworthy information, the obvious solution involves providing that information.
How should that information be provided?

Labeling is one attempt to provide more information to consumers. Examples of labeling
for food products include notifying consumers about products containing genetically modified
organisms, and identifying organically grown crops and fair trade products.

A recent source of encouragement for organic farms has been the demonstrated willing-
ness of consumers to pay a premium for organically grown fruits and vegetables. To allow
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consumers to discern which products are truly organic, growers need a reliable certification
process. Additionally, fear of lost access to important foreign markets, such as the European
Union, led to an industry-wide push in the United States for mandatory labeling standards
that would provide the foundation for a national uniform seal. (Voluntary U.S. certification
programs had proved insufficient to assure access to European markets, since they were highly
variable by state.)

In response to these pressures, the Organic Foods Production Act (OFPA) was enacted in
the 1990 Farm Bill.* Title 21 of that law states the following objectives:

(1) to establish national standards governing the marketing of certain agricultural
products as organically produced; (2) to assure consumers that organically produced
products meet a consistent standard; and (3) to facilitate interstate commerce in fresh
and processed food that is organically produced.’

The USDA National Organic Program, established as part of this Act, is responsible for a
mandatory certification program for organic production. The Act also established the National
Organic Standards Board (NOSB) and charged it with defining the “organic” standards. The
new rules, which took effect in October 2002, require certification by the USDA for labeling.
Foods labeled as “100 percent organic” must contain only organic ingredients. Foods labeled
as “organic” must contain at least 95 percent organic agricultural ingredients, excluding water
and salt. Products labeled as “Made with Organic Ingredients” must contain at least 70 percent
organic agricultural ingredients.

Certification allows socially conscious consumers to make a difference. As Example 2.4
demonstrates, eco-certification for coffee seems to be one such case.

An Efficient Role for Government

While the economic approach suggests that government action could well be used to restore
efficiency, it also suggests that inefficiency is not a sufficient condition to justify government
intervention. Any corrective mechanism involves transaction costs. If these transaction costs
are high enough, and the surplus to be derived from correcting the inefficiency is small enough,
then it is best simply to live with the inefficiency.

Consider, for example, the pollution problem. Wood-burning stoves, which were widely
used for cooking and heat in the late 1800s in the United States, were sources of pollution,
but because of the enormous capacity of the air to absorb the emissions, no regulation resulted.
More recently, however, the resurgence of demand for wood-burning stoves in cold climates
with nearby forests, precipitated in part by high oil prices, has resulted in strict regulations
for wood-burning stove emissions because the population density is so much higher.

Over time, the scale of economic activity and the resulting emissions have increased. Cities
are experiencing severe problems from air and water pollutants because of the clustering of
activities. Both the increase in the number of emitters and their clustering have increased the
amount of emissions per unit volume of air or water. As a result, pollutant concentrations
have caused perceptible problems with human health, vegetation growth, and aesthetics.

Historically, as incomes have risen, the demand for leisure activities has also risen. Many
of these leisure activities, such as canoeing and backpacking, take place in unique, pristine
environmental areas. With the number of these areas declining as a result of conversion to
other uses, the value of remaining areas has increased. Thus, the values derived from protecting
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R EXAMPLE24 2

Can Eco-Certification Make a Difference?
Organic Costa Rican Coffee

Environmental problems associated with agricultural production for export in develop-
ing countries can be difficult to tackle using conventional regulation because producers
are typically so numerous and dispersed, while regulatory agencies are commonly
inadequately funded and staffed. In principle, eco-certification of production could cir-
cumvent these problems by providing a means for the socially conscious consumer
to identify environmentally superior products, thereby providing a basis for paying a
price premium for them. These premiums, in turn, would create financial incentives for
producers to meet the certification standards.

Do socially conscious buyers care enough to actually pay a price premium that is
high enough to motivate changes in the way the products are produced? Apparently, for
Costa Rican coffee at least, they are.

One study examined this question for certified organic coffee grown in Turrialba,
Costa Rica, an agricultural region in the country’s central valley, about 40 miles east of
San José, the capital city. This is an interesting case because Costa Rican farmers face
significant pressure from the noncertified market to lower their costs, a strategy that can
have severe environmental consequences. In contrast, organic production typically not
only involves higher labor costs, but the conversion from chemically based production
can also reduce yields. In addition, the costs of initial certification and subsequent
annual monitoring and reporting are significant.

The authors found that organic certification did improve coffee growers’ environ-
mental performance. Specifically, they found that certification significantly reduced the
use of pesticides, chemical fertilizers, and herbicides, and increased the use of organic
fertilizer. In general, their results suggest that organic certification has a stronger causal
effect on preventing negative practices than on encouraging positive ones. The study
notes that this finding is consistent with anecdotal evidence that local inspectors tend to
enforce the certification standards prohibiting negative practices more vigorously than
the standards requiring positive ones.

Source: Blackman, A., & Naranjo, M. A. (2012). Does eco-certification have environmental benefits?
Organic coffee in Costa Rica. Ecological Economics, 83(November), 58-66.
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some areas have risen over time until they have exceeded the transaction costs of protecting
them from pollution and/or development.

The level and concentration of economic activity has increased pollution problems and
driven up the demand for clean air and pristine areas. These changes have created the
preconditions for government action. Can government respond efficiently or will rent seeking
prevent efficient political solutions? We devote much of this book to pinning down the answer
to that question.
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Summary

How producers and consumers use the resources making up the environmental asset depends
on the nature of the entitlements embodied in the property rights governing resource use.
When property rights systems are exclusive, transferable, and enforceable, the owner of a
resource has a powerful incentive to use that resource efficiently, since the failure to do so
results in a personal loss.

The economic system will not always sustain efficient allocations, however. Specific
circumstances that could lead to inefficient allocations include externalities, improperly
defined property rights systems (such as open-access resources and public goods), imperfect
markets for trading the property rights to the resources (monopoly), and asymmetric
information. When these circumstances arise, market allocations typically do not maximize
the surplus.

Due to rent-seeking behavior by special interest groups or the less-than-perfect
implementation of efficient plans, the political system can produce inefficiencies as well. Voter
ignorance on many issues, coupled with the public-good nature of any results of political
activity, tends to create a situation in which maximizing an individual’s private surplus
(through lobbying, for example) can be at the expense of a lower economic surplus for all
consumers and producers.

The efficiency criterion can be used to assist in the identification of circumstances in which
our political and economic institutions lead us astray. It can also assist in the search for
remedies by facilitating the design of regulatory, judicial, or legislative solutions.

Discussion Questions

1. Ina well-known legal case, Miller v. Schoene (287 U.S. 272), a classic conflict of property
rights was featured. Red cedar trees, used only for ornamental purposes, carried a disease
that could destroy apple orchards within a radius of 2 miles. There was no known way
of curing the disease except by destroying the cedar trees or by ensuring that apple
orchards were at least 2 miles away from the cedar trees. Apply the Coase theorem to
this situation. Does it make any difference to the outcome whether the cedar tree owners
are entitled to retain their trees or the apple growers are entitled to be free of them? Why
or why not?

2. In primitive societies, the entitlements to use land were frequently possessory rights rather
than ownership rights. Those on the land could use it as they wished, but they could not
transfer it to anyone else. One could acquire a new plot by simply occupying and using
it, leaving the old plot available for someone else. Would this type of entitlement system
cause more or less incentive to conserve the land than an ownership entitlement? Why?
Would a possessory entitlement system be more efficient in a modern society or a primitive
society? Why?

3. In this chapter we have discussed how markets work. Recently some new markets have
emerged that focus on sharing of durable goods among a wider circle of users. Examples
include Airbnb and Uber. The rise of these sharing markets may well have an impact on
the relationship between the economy and the environment.

a. What are the market niches these firms have found? How is Airbnb different from
Hilton? How is Uber different from Hertz or Yellow Cab? Is this a matter mainly of
a different type of supply or is the demand side affected as well?
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b. Why now? Markets for personal transportation and temporary housing have been
around for a long time. How can these new companies find profitable opportunities
in markets that have existed for some time? Is it evidence that the markets are not
competitive? Or have the new opportunities been created by some changes in market
conditions?

c. Are these new sharing markets likely on balance to be good for or harmful to the
environment? Why?

Self-Test Exercises

1.

Suppose the state is trying to decide how many miles of a very scenic river it should
preserve. There are 100 people in the community, each of whom has an identical inverse
demand function given by P = 10 — 1.0q, where g is the number of miles preserved and
P is the per-mile price he or she is willing to pay for g miles of preserved river. (a) If the
marginal cost of preservation is $500 per mile, how many miles would be preserved in
an efficient allocation? (b) How large is the economic surplus?

Suppose the market demand function (expressed in dollars) for a normal product is
P = 80 - g, and the marginal cost (in dollars) of producing it is MC = 1q, where P is the
price of the product and q is the quantity demanded and/or supplied.

a. How much would be supplied by a competitive market?

b. Compute the consumer surplus and producer surplus. Show that their sum is
maximized.

c. Compute the consumer surplus and the producer surplus assuming this same product
was supplied by a monopoly. (Hint: The marginal revenue curve has twice the slope
of the demand curve.)

d. Show that, when this market is controlled by a monopoly, producer surplus is larger,
consumer surplus is smaller, and the sum of the two surpluses is smaller than when
the market is controlled by competitive industry.

Suppose you were asked to comment on a proposed policy to control oil spills. Since the
average cost of an oil spill has been computed as $X, the proposed policy would require
any firm responsible for a spill immediately to pay the government $X. Is this likely to
result in the efficient amount of precaution against oil spills? Why or why not?

“In environmental liability cases, courts have some discretion regarding the magnitude
of compensation polluters should be forced to pay for the environmental incidents they
cause. In general, however, the larger the required payments the better.” Discuss.

Label each of the following propositions as descriptive or normative and defend your
choice:

Energy efficiency programs have created jobs.

Money spent on protecting endangered species is wasted.
Fisheries must be privatized to survive.

Raising transport costs lower suburban land values.
Birth control programs are counterproductive.

o a0 T

Identify whether each of the following resource categories is a public good, a common-
pool resource, or neither and defend your answer:

a. A pod of whales in the ocean to whale hunters.
b. A pod of whales in the ocean to whale watchers.
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c.  The benefits from reductions of greenhouse gas emissions.
d. Water from a town well that excludes nonresidents.
e. Bottled water.

Notes

1 We know, however, from Einstein’s famous equation (E = mc?) that matter can be transformed
into energy. This transformation is the source of energy in nuclear power.

Notice that public “bads,” such as dirty air and dirty water, are also possible.

Producers would lose area JDC compared to the efficient allocation, but they would gain area
FEJG, which is much larger. Meanwhile, consumers would be worse off, because they lose
area FECJG. Of these, FEJG is merely a transfer to the monopoly, whereas EJC is a pure
loss to society. The total pure loss (EDC) is called a deadweight loss.

4 The European Union has followed a similar, but not identical, policy.

5 Golan et al. (2001).
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Evaluating Trade-Offs

Benefit-Cost Analysis and
Other Decision-Making Metrics

No sensible decision can be made any longer without taking into account not only the
world as it is, but the world as it will be.
—Isaac Asimov, U.S. science fiction novelist and scholar (1920-1992)

Introduction

In the last chapter we noted that economic analysis has both positive and normative
dimensions. The normative dimension helps to separate the policies that make sense from
those that don’t. Since resources are limited, it is not possible to undertake all ventures that
might appear desirable, so making choices is inevitable.

Normative analysis can be useful in public policy in several different situations. It might
be used, for example, to evaluate the desirability of a proposed new pollution control
regulation or a proposal to preserve an area currently scheduled for development. In these
cases, the analysis helps to provide guidance on the desirability of a program before that
program is put into place. In other contexts, it might be used to evaluate how an already-
implemented program has worked out in practice. Here the relevant question is: Was this a
wise use of resources? In this chapter, we present and demonstrate the use of several decision-
making metrics that can assist us in evaluating options.

Normative Criteria for Decision Making

Normative choices can arise in two different contexts. In the first context, we need simply to
choose among options that have been predefined, while in the second we try to find the
optimal choice among all the possible options.
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Evaluating Predefined Options: Benefit-Cost Analysis

If you were asked to evaluate the desirability of some proposed action, you would probably
begin by attempting to identify both the gains and the losses from that action. If the gains
exceed the losses, then it seems natural to support the action.

That simple framework provides the starting point for the normative approach to evaluating
policy choices in economics. Economists suggest that actions have both benefits and costs.
If the benefits exceed the costs, then the action is desirable. On the other hand, if the costs
exceed the benefits, then the action is not desirable. (Comparing benefits and costs across time
will be covered later in this chapter.)

We can formalize this in the following way. Let B be the benefits from a proposed action
and C be the costs. Our decision rule would then be

if B> C, support the action.

Otherwise, oppose the action.'
As long as B and C are positive, a mathematically equivalent formulation would be

if B/C > 1, support the action.

Otherwise, oppose the action.

So far so good, but how do we measure benefits and costs? In economics, the system of
measurement is anthropocentric, which simply means human centered. All benefits and costs
are valued in terms of their effects (broadly defined) on humanity. As shall be pointed out later,
that does not imply (as it might first appear) that ecosystem effects are ignored unless they
directly affect humans. The fact that large numbers of humans contribute voluntarily to
organizations that are dedicated to environmental protection provides ample evidence that
humans place a value on environmental preservation that goes well beyond any direct use they
might make of it. Nonetheless, the notion that humans are doing the valuing is a controversial
point that will be revisited and discussed in Chapters 4 and 13, along with the specific techniques
for valuing these effects.

In benefit-cost analysis, benefits are measured simply as the relevant area under the demand
curve since the demand curve reflects consumers’ willingness to pay. Total costs are measured
by the relevant area under the marginal cost curve.

It is important to stress that environmental services have costs even though they are pro-
duced without any human input. All costs should be measured as opportunity costs. To firm
up this notion of opportunity cost, consider an example. Suppose a particular stretch of river
can be used either for white-water rafting or to generate electric power. Since the dam that
generates the power would flood the rapids, the two uses are incompatible. The opportunity
cost of producing power is the foregone net benefit that would have resulted from the white-
water rafting. The marginal opportunity cost curve defines the additional cost of producing
another unit of electricity resulting from the associated incremental loss of net benefits due to
reduced opportunities for white-water rafting.

Since net benefit is defined as the excess of benefits over costs, it follows that net benefit is
equal to that portion of the area under the demand curve that lies above the supply curve.

Consider Figure 3.1, which illustrates the net benefits from preserving a stretch of river.
Suppose that we are considering preserving a 4-mile stretch of river and that the benefits and
costs of that action are reflected in Figure 3.1. Should that stretch be preserved? Why or why
not? Hold on to your answer because we will return to this example later.
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Finding the Optimal Outcome

In the preceding section, we examined how benefit-cost analysis can be used to evaluate the
desirability of specific actions. In this section, we want to examine how this approach can be
used to identify “optimal,” or best, approaches.

In subsequent chapters, which address individual environmental problems, the normative
analysis will proceed in three steps. First, we will identify an optimal outcome. Second, we
will attempt to discern the extent to which our institutions produce optimal outcomes and,
where divergences occur between actual and optimal outcomes, to attempt to uncover the
behavioral sources of the problems. Finally, we can use both our knowledge of the nature of
the problems and their underlying behavioral causes as a basis for designing appropriate
policy solutions. Although applying these three steps to each of the environmental problems
must reflect the uniqueness of each situation, the overarching framework used to shape that
analysis remains the same.

To provide some illustrations of how this approach is used in practice, consider two
examples: one drawn from natural resource economics and another from environmental
economics. These are meant to be illustrative and to convey a flavor of the argument; the
details are left to upcoming chapters.

Consider the rising number of depleted ocean fisheries. Depleted fisheries, which involve
fish populations that have fallen so low as to threaten their viability as commercial fisheries,
not only jeopardize oceanic biodiversity, but also pose a threat to both the individuals who
make their living from the sea and the communities that depend on fishing to support their
local economies.

How would an economist attempt to understand and resolve this problem? The first step
would involve defining the optimal stock or the optimal rate of harvest of the fishery. The second
step would compare this level with the actual stock and harvest levels. Once this economic
framework is applied, not only does it become clear that stocks are much lower than optimal
for many fisheries, but also the reason for excessive exploitation becomes clear. Understanding
the nature of the problem has led quite naturally to some solutions. Once implemented, these
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[Figure 3.1 The Derivation of Net Benefits ]
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policies have allowed some fisheries to begin the process of renewal. The details of this analysis
and the policy implications that flow from it are covered in Chapter 12.

Another problem involves solid waste. As local communities run out of room for landfills
in the face of an increasing generation of waste, what can be done?

Economists start by thinking about how one would define the optimal amount of waste.
The definition necessarily incorporates waste reduction and recycling as aspects of the optimal
outcome. The analysis not only reveals that current waste levels are excessive, but also suggests
some specific behavioral sources of the problem. Based upon this understanding, specific
economic solutions have been identified and implemented. Communities that have adopted
these measures have generally experienced lower levels of waste and higher levels of recycling.
The details are spelled out in Chapter 8.

In the rest of the book, similar analysis is applied to energy, minerals, water, pollution,
climate change, and a host of other topics. In each case, the economic analysis helps to point
the way toward solutions. To initiate that process, we must begin by defining “optimal.”

Relating Optimality to Efficiency

According to the normative choice criterion introduced earlier in this chapter, desirable
outcomes are those where the benefits exceed the costs. It is therefore a logical next step to
suggest that optimal polices are those that maximize net benefits (benefits minus costs). The
concept of static efficiency, or merely efficiency, was introduced in Chapter 2. An allocation
of resources is said to satisfy the static efficiency criterion if the economic surplus from the
use of those resources is maximized by that allocation. Notice that the net benefits area to
be maximized in an “optimal outcome” for public policy is identical to the “economic surplus™
that is maximized in an efficient allocation. Hence, efficient outcomes are also optimal
outcomes.

Let’s take a moment to show how this concept can be applied. Previously, we asked whether
an action that preserved 4 miles of river was worth doing (Figure 3.1). The answer is yes
because the net benefits from that action are positive. (Can you see why?)

Static efficiency, however, requires us to ask a rather different question, namely, what
is the optimal (or efficient) number of miles to be preserved? We know from the definition
that the optimal amount of preservation would maximize net benefits. Does preserving
4 miles maximize net benefits? Is it the efficient outcome?

We can answer that question by establishing whether it is possible to increase the net benefit
by preserving more or less of the river. If the net benefit can be increased by preserving more
miles, clearly, preserving 4 miles could not have maximized the net benefit and, therefore,
could not have been efficient.

Consider what would happen if society were to choose to preserve 5 miles instead of 4.
Refer back to Figure 3.1. What happens to the net benefit? It increases by area MNR. Since
we can find another allocation with greater net benefit, 4 miles of preservation could not have
been efficient. Could 5? Yes. Let’s see why.

We know that 5 miles of preservation convey more net benefits than 4. If this allocation is
efficient, then it must also be true that the net benefit is smaller for levels of preservation higher
than 5. Notice that the additional cost of preserving the sixth unit (the area under the marginal
cost curve) is larger than the additional benefit received from preserving it (the corresponding
area under the demand curve). Therefore, the triangle RTU represents the reduction in net
benefit that occurs if 6 miles are preserved rather than 5.

Since the net benefit is reduced, both by preserving less than 5 miles and by preserving more
than 5, we conclude that five units is the preservation level that maximizes net benefit (the
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shaded area). Therefore, from our definition, preserving 5 miles constitutes an efficient or
optimal allocation.?

One implication of this example, which will be very useful in succeeding chapters, is what
we shall call the “first equimarginal principle”:

First Equimarginal Principle (the “Efficiency Equimarginal Principle”): Social net
benefits are maximized when the social marginal benefits from an allocation equal the
social marginal costs.

The social marginal benefit is the increase in social benefits received from supplying one
more unit of the good or service, while social marginal cost is the increase in cost incurred
from supplying that additional unit of the good or service.

This criterion helps to minimize wasted resources, but is it fair? The ethical basis for this
criterion is derived from a concept called Pareto optimality, named after the Italian-born Swiss
economist Vilfredo Pareto, who first proposed it around the turn of the twentieth century.

Allocations are said to be Pareto optimal if no other feasible allocation could benefit at
least one person without any deleterious effects on some other person.

Allocations that do not satisfy this definition are suboptimal. Suboptimal allocations can
always be rearranged so that some people can gain net benefits without the rearrangement
causing anyone else to lose net benefits. Therefore, the gainers could use a portion of their
gains to compensate the losers sufficiently to ensure they were at least as well off as they were
prior to the reallocation.

Efficient allocations are Pareto optimal. Since net benefits are maximized by an efficient
allocation, it is not possible to increase the net benefit by rearranging the allocation. Without
an increase in the net benefit, it is impossible for the gainers to compensate the losers sufficiently;
the gains to the gainers would necessarily be smaller than the losses to the losers.

Inefficient allocations are judged inferior because they do not maximize the size of the pie
to be distributed. By failing to maximize net benefit, they are forgoing an opportunity to make
some people better off without harming others.

Comparing Benefits and Costs across Time

The analysis we have covered so far is very useful for thinking about actions where time is
not an important factor. Yet many of the decisions made now have consequences that persist
well into the future. Time is a factor. Exhaustible energy resources, once used, are gone.
Biological renewable resources (such as fisheries or forests) can be overharvested, leaving
smaller and possibly weaker populations for future generations. Persistent pollutants can
accumulate over time. How can we make choices when the benefits and costs occur at different
points in time?

Incorporating time into the analysis requires an extension of the concepts we have already
developed. This extension provides a way for thinking not only about the magnitude of benefits
and costs, but also about their timing. In order to incorporate timing, the decision rule must
provide a way to compare net benefits received in different time periods. The concept that
allows this comparison is called present value. Before introducing this expanded decision rule,
we must define present value.

Present value explicitly incorporates the time value of money. A dollar today invested at
10 percent interest yields $1.10 a year from now (the return of the $1 principal plus $0.10
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interest). The present value of $1.10 received one year from now is therefore $1, because,
given $1 now, you can turn it into $1.10 a year from now by investing it at 10 percent interest.
We can find the present value of any amount of money (X) received one year from now by
computing X/(1 + r), where r is the appropriate interest rate (10 percent in our above example).

What could your dollar earn in 2 years at 7 percent interest? Because of compound interest,
the amount would be $1(1 + 7)(1 + r) = $1(1 + r)2. It follows then that the present value of X
received 2 years from now is X/(1 + )2 The present value of X received in three years is
X/(1+7).

By now the pattern should be clear. The present value of a one-time net benefit received #
years from now is

B

n

PV[Bn]: (1+7)"

The present value of a stream of net benefits {B, . . ., B } received over a period of # years
is computed as

B

PVI[B,,...,B ] = ;(1 oy

where 7 is the appropriate interest rate and B, is the amount of net benefits received immediately.
The process of calculating the present value is called discounting, and the rate r is referred to
as the discount rate.

The number resulting from a present-value calculation has a straightforward interpretation.
Suppose you were investigating an allocation that would yield the following pattern of net
benefits on the last day of each of the next 5 years: $3,000, $5,000, $6,000, $10,000, and
$12,000. If you use an interest rate of 6 percent (r = 0.06) and the above formula, you will
discover that this stream has a present value of $29,205.92 (see Table 3.1). Notice how each
amount is discounted back the appropriate number of years to the present and then these
discounted values are summed.

What does that number mean? If you put $29,205.92 in a savings account earning
6 percent interest and wrote yourself checks, respectively, for $3,000, $5,000, $6,000, $10,000,
and $12,000 on the last day of each of the next 5 years, your last check would just restore the
account to a $0 balance (see Table 3.2). Thus, you should be indifferent about receiving
$29,205.92 now or in the specific 5-year stream of benefits totaling $36,000; given one, you
can get the other. Hence, the method is called present value because it translates everything
back to its current worth.

It is now possible to show how this analysis can be used to evaluate actions. Calculate the
present value of net benefits from the action. If the present value is greater than zero, the action
can be supported. Otherwise it should not.

[Table 3.1 Demonstrating Present Value Calculations ]
Year 1 2 3 4 5 Sum

Annual $3,000 $5,000 $6,000 $10,000 $12,000 $36,000
Amounts

Present $2,830.19  $4,449.98 $5,037.72 $7,920.94 $8,967.10 $29,205.92
Value

(r=0.06)
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[Table 3.2 Interpreting Present Value Calculations ]
Year 1 2 3 4 5 6
Balance at $29,205.92 $27,958.28 $24,635.77 $20,113.92 $11,320.75 $0.00
Beginning

of Year

Year-End Fund $30,958.28 $29,635.77 $26,113.92 $21,320.75 $12,000.00
Balance before

Payment

(r=0.06)

Payment $3.000 $5,000 $6,000 $10,000 $12,000

Dynamic Efficiency

The static efficiency criterion is very useful for comparing resource allocations when time is
not an important factor. How can we think about optimal choices when the benefits and costs
occur at different points in time?

The traditional criterion used to find an optimal allocation when time is involved is called
dynamic efficiency, a generalization of the static efficiency concept already developed. In this
generalization, the present-value criterion provides a way for comparing the net benefits
received in one period with the net benefits received in another.

An allocation of resources across 7 time periods satisfies the dynamic efficiency criterion
if it maximizes the present value of net benefits that could be received from all the possible
ways of allocating those resources over the # periods.’

Applying the Concepts

Having now spent some time developing the concepts we need, let’s take a moment to examine
some actual studies in which they have been used.

Pollution Control

Benefit-cost analysis has been used to assess the desirability of efforts to control pollution.
Pollution control certainly confers many benefits, but it also has costs. Do the benefits justify
the costs? That was a question the U.S. Congress wanted answered, so in Section 812 of the
Clean Air Act Amendments of 1990, it required the U.S. Environmental Protection Agency
(EPA) to evaluate the benefits and costs of the U.S. air pollution control policy initially over
the 1970-1990 period and subsequently over the 1990-2020 time period (see Example 3.1).

In responding to this congressional mandate, the EPA set out to quantify and monetize
the benefits and costs of achieving the emissions reductions required by U.S. policy.
Benefits quantified by this study included reduced death rates and lower incidences of
chronic bronchitis, lead poisoning, strokes, respiratory diseases, and heart disease as well as
the benefits of better visibility, reduced structural damages, and improved agricultural
productivity.

We shall return to this study later in the book for a deeper look at how these estimates
were derived, but a couple of comments are relevant now. First, despite the fact that this study
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did not attempt to value all pollution damage to ecosystems that was avoided by this policy,
the net benefits are still strongly positive. While presumably the case for controlling pollution
would have been even stronger had all such avoided damage been included, the desirability
of this form of control is evident even with only a partial consideration of benefits. An inability
to monetize all benefits and costs does not necessarily jeopardize the ability to reach sound
policy conclusions.

Although these results justify the conclusion that pollution control made economic sense,
they do not justify the stronger conclusion that the policy was efficient. To justify that
conclusion, the study would have had to show that the present value of net benefits was
maximized, not merely positive. In fact, this study did not attempt to calculate the maximum
net benefits outcome, and if it had, it would have almost certainly discovered that the policy
during this period was not optimal. As we shall see in Chapters 15 and 17, the costs of the
chosen policy approach were higher than necessary to achieve the desired emissions reductions.
With an optimal policy mix, the net benefits would have been even higher.

~EEED 2

Does Reducing Pollution Make Economic
Sense? Evidence from the Clean Air Act

In its 1997 report to Congress, the EPA presented the results of its attempt to discover
whether the Clean Air Act had produced positive net benefits over the period 1970-
1990. The results suggested that the present value of benefits (using a discount rate of
S percent) was $22.2 trillion, while the costs were $0.523 trillion. Performing the
necessary subtraction reveals that the net benefits were therefore equal to $21.7 trillion.
According to this study, U.S. air pollution control policy during this period made very
good economic sense.

Soon after the period covered by this analysis, substantive changes were made in the
Clean Air Act Amendments of 1990 (the details of those changes are covered in later
chapters). Did those additions also make economic sense?

In August of 2010, the U.S. EPA issued a report of the benefits and costs of the Clean
Air Act from 1990 to 2020. This report suggests that the costs of meeting the 1990
Clean Air Act Amendment requirements are expected to rise to approximately $65 billion
per year by 2020 (2006 dollars). Almost half of the compliance costs ($28 billion) arise
from pollution controls placed on cars, trucks, and buses, while another $10 billion arises
from reducing air pollution from electric utilities.

These actions are estimated to cause benefits (from reduced pollution damage) to rise
from roughly $800 billion in 2000 to almost $1.3 trillion in 2010, ultimately reaching
approximately $2 trillion per year (2006 dollars) by 2020! For persons living in the
United States, a cost of approximately $200 per person by 2020 produces approximately
a $6,000 gain in benefits per person from the improvement in air quality. Many of the
estimated benefits come from reduced risk of early mortality due to exposure to fine
particulate matter. Table 3.3 provides a summary of the costs and benefits and includes
a calculation of the benefit/cost ratio.
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Table 3.3 Summary Comparison of Benefits and Costs from the
Clean Air Act 1990-2020 (Estimates in Million 2006%)

Annual Estimates Present Value
Estimate

2000 2010 2020 1990-2020
Monetized Direct
Costs:
Low’
Central $20,000 $53,000 $65,000 $380,000
High'
Monetized Direct
Benefits:
Low? $90,000 $160,000 $250,000 $1,400,000
Central $770,000 $1,300,000  $2,000,000  $12,000,000
High? $2,300,000 $3,800,000 $5,700,000 $35,000,000
Net Benefits:
Low $70,000 $110,000 $190,000 $1,000,000
Central $750,000 $1,200,000 $1,900,000 $12,000,000
High $2,300,000 $3,700,000 $5,600,000 $35,000,000
Benefit/Cost Ratio:
Low? 5/1 3/1 a4/1 a1
Central 39/1 25/1 311 32/1
High3 115/1 7211 88/1 92/1
Notes:
1 The cost estimates for this analysis are based on assumptions about future changes in

factors such as consumption patterns, input costs, and technological innovation. We
recognize that these assumptions introduce significant uncertainty into the cost results;
however, the degree of uncertainty or bias associated with many of the key factors
cannot be reliably quantified. Thus, we are unable to present specific low and high

cost estimates.

Low and high benefit estimates are based on primary results and correspond to 5th and
95th percentile results from statistical uncertainty analysis, incorporating uncertainties
in physical effects and valuation steps of benefits analysis. Other significant sources of
uncertainty not reflected include the value of unquantified or unmonetized benefits
that are not captured in the primary estimates and uncertainties in emissions and air
quality modeling.

The low benefit/cost ratio reflects the ratio of the low benefits estimate to the central
costs estimate, while the high ratio reflects the ratio of the high benefits estimate to
the central costs estimate. Because we were unable to reliably quantify the uncertainty
in cost estimates, we present the low estimate as “less than X” and the high estimate as
“more than Y,” where X and Y are the low and high benefit/cost ratios, respectively.

N

w

Sources: U.S. Environmental Protection Agency. (1997). The Benefits and Costs of the Clean Air Act, 1970 to
1990. Washington, D.C.: Environmental Protection Agency, Table 18, p. 56; U.S. Environmental Protection
Agency Office of Air and Radiation, The Benefits and Costs of the Clean Air Act, 1990 to 2020—

Summary Report, 8/16/2010. Full Report available at www.epa.gov/clean-air-act-overview/benefits-
and-costs-clean-air-act-1990-2010-first-prospective-study (accessed January 14, 2018).

J
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Estimating Benefits of Carbon Dioxide Emission Reductions

Benefit-cost analysis is frequently complicated by the estimation of benefits and costs that are
difficult to quantify. (Chapter 4 takes up the topic of nonmarket valuation in detail.) One such
value is the benefit of reductions in carbon emissions.

Executive Order 12866 requires government agencies “to assess both the costs and the
benefits of the intended regulation and, recognizing that some costs and benefits are difficult
to quantify, propose or adopt a regulation only upon a reasoned determination that the
benefits of the intended regulation justify its costs.”* In order to include benefits from reducing
carbon dioxide emission, agencies use what is called the “social cost of carbon” to reflect what
those damages would have been in the absence of the reductions. The social cost of carbon is
the marginal increase in the present value (in dollars) of the economic damages (e.g., sea level
rise, floods, changes in agricultural productivity, and altered ecosystem services) resulting
from a small increase (usually 1 metric ton) in carbon dioxide emissions. Since the social cost
of carbon is a present value calculation, both the timing of the emission reduction and the
discount rate play an important role.

The Interagency Working Group on Social Cost of Carbon presented the first set of
estimates for the social cost of carbon in 2010. In 2013, these estimates were revised upwards
with the estimate for the social cost of carbon increasing from $22 to approximately $37 per
ton of carbon (using a discount rate of 3 percent). In 2016, they were revised again. Table 3.4
illustrates the 2016 revised social cost of carbon dioxide using 2.5, 3, and 5 percent discount
rates for selected years. The fourth column presents the extreme case (95th percentile) using
a 3 percent discount rate. Notice the importance of the discount rate in determining what
value is used. (Can you explain why?)

The social cost of carbon is useful in making sure that the calculated benefits of carbon
reductions reflect the reduced damages that can be expected. Example 3.2 demonstrates one
way the social cost of carbon has been used in policy.

How much difference has it made in general? One study examined all economically
significant federal regulations since 2008 to see what difference using a social cost of carbon
would make. When they compared the ranking of the proposed policy to the status quo, they

Table 3.4 Revised Social Cost of CO,, 2015-2050 (in 2007 dollars per
metric ton of CO,)

Discount Rates
Year 5% Avg 3% Avg 2.5% Avg 3% 95th
2015 $11 $36 $56 $105
2020 $12 $42 $62 $123
2025 $14 $46 $68 $138
2030 $16 $50 $73 $152
2035 $18 $55 $78 $168
2040 $21 $60 $84 $183
2045 $23 $64 $89 $197
2050 $26 $69 $95 $212

Source: https://19january2017snapshot.epa.gov/climatechange/social-cost-carbon_.html (accessed
May 15, 2017).
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found little evidence that use of the social cost of carbon to include carbon reduction benefits
into the calculation affected U.S. policy choices to date. The authors speculate that the absence
of a discernible impact may be explained, in part, because U.S. regulators have succeeded in
selecting the “low-hanging fruit,” where the net benefits of early policies that reduce carbon
are the largest and therefore most likely to pass a benefit-cost test even without using the social
cost of carbon.’

In 2017, with the election of President Donald Trump everything changed. Soon after
taking office President Trump signed an Executive Order that calls on agencies to disband the
Interagency Working Group on Social Cost of Greenhouse Gases and to withdraw the docu-
ments that are the basis for the current calculation of the social cost of carbon. That EPA
website has now been removed, although scientists have preserved the material (it can be found
at https://19january2017snapshot.epa.gov/climatechange/social-cost-carbon_.html).

While this order does not abandon the concept completely, it does signal a desire to use a
new approach to measuring and using the concept. What will this mean for future policies?
Stay tuned.

L EXAMPLES.2 2

Using the Social Cost of Capital: The DOE
Microwave Oven Rule

In 2013, the Department of Energy (DOE) announced new rules for energy efficiency
for microwave ovens in standby mode. By improving the energy efficiency of these
ovens, this rule would reduce carbon emissions. In the regulatory impact analysis
associated with this rule, it was necessary to value the reduced damages from this lower
level of emissions. The social cost of carbon was used to provide this information.

Using the 2010 social cost of carbon produced a present value of net benefits for the
microwave oven rule over the next 30 years of $4.2 billion. Since this value is positive,
it means that implementing this rule would increase efficiency.

We know that using the revised 2013 number would increase the present value of net
benefits, but by how much? According to the DOE, using the 2013 instead of the 2010
social cost of carbon increases the present value of net benefits to $4.6 billion. In this
case the net benefits were large enough both before and after the new SCC estimates to
justify implementing the rule, but it is certainly possible that in other cases these new
estimates would justify rules that prior to the change would not have been justified.

Note that microwave purchasers will bear the cost of this set of rules (as prices rise to
reflect the higher production costs), but they will not receive all of the benefits (those
reflecting a reduction in external costs). However, the DOE notes that due to the increased
energy efficiency of the appliances subject to these rules (and the resulting lower energy
costs for purchasers), the present value of savings to consumers is estimated to be $3.4
billion over the next 30 years (DOE 2013), an amount that is larger than the costs. In this
case the rules represent a win for both microwave consumers and the planet.

Sources: http://energy.gov/articles/new-energy-efficiency-standards-microwave-ovens-save-consumers-energy-

bills; Technical Update of the Social Cost of Carbon for Regulatory Impact Analysis—Under Executive Order
K 12866, https://obamawhitehouse.archives.gov/sites/default/files’omb/inforeg/scc-tsd-final-july-2015.pdf J
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Issues in Benefit Estimation

The analyst charged with the responsibility for performing a benefit-cost analysis encounters
many decision points requiring judgment. If we are to understand benefit-cost analysis, the
nature of these judgments must be clear in our minds.

Primary versus Secondary Effects. Environmental projects usually trigger both primary and
secondary consequences. For example, the primary effect of cleaning a lake will be an increase
in recreational uses of the lake. This primary effect will cause a further ripple effect on services
provided to the increased number of users of the lake. Are these secondary benefits to be
counted?

The answer depends upon the employment conditions in the surrounding area. If this
increase in demand results in employment of previously unused resources, such as labor, the
value of the increased employment should be counted. If, on the other hand, the increase
in demand is met by a shift in previously employed resources from one use to another, it is a
different story. In general, secondary employment benefits should be counted in high
unemployment areas or when the particular skills demanded are underemployed at the time
the project is commenced. They should not be counted when the project simply results in a
rearrangement of productively employed resources.

Accounting Stance. The accounting stance refers to the geographic scale or scope at which
the benefits are measured. Scale matters because in a benefit-cost analysis only the benefits or
costs affecting that specific geographic area are counted. Suppose, for example, that the
federal government picks up many of the costs, but the benefits are received by only one
region. Even if the benefit-cost analysis shows this to be a great project for the region, that
will not necessarily be the case for the nation as a whole. Once the national costs are factored
in, the national project benefits may not exceed the national project costs. Debate 3.1 examines
this issue in relation to the social cost of carbon.

Aggregation. Related to accounting stance are challenges of aggregation. Estimates of
benefits and costs must be aggregated in order to derive total benefits and total costs. How
many people benefit and how many people incur costs are very important in any aggregation,
but, additionally, how they benefit might impact that aggregation. Suppose, for example, those
living closer to the project received more benefits per household than those living farther away.
In this case these differences should be accounted for.

With and Without Principle. The “with and without” principle states that only those
benefits that would result from the project should be counted, ignoring those that would have
accrued anyway. Mistakenly including benefits that would have accrued anyway would
overstate the benefits of the program.

Tangible versus Intangible Benefits. Tangible benefits are those that can reasonably be
assigned a monetary value. Intangible benefits are those that cannot be assigned a monetary
value, either because data are not available or reliable enough or because it is not clear how
to measure the value even with data.® Quantification of intangible benefits is the primary topic
of the next chapter.

How are intangible benefits to be handled? One answer is perfectly clear: they should not
be ignored. To ignore intangible benefits is to bias the results. That benefits are intangible does
not mean they are unimportant.
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DEBATE 3.1 ™\

What Is the Proper Geographic Scope for the Social Cost
of Carbon?

The Social Cost of Carbon is an estimate of the economic damages associated
with a small increase in carbon dioxide (CO,) emissions, conventionally
1 metric ton, in a given year. Any reduction in these damages resulting
from a proposed regulation is used to estimate the climate benefits of U.S.
rulemakings.

Because climate change is a global public good, the efficient damage
estimate must include all damages, not just damages to the United States.
Some critics argue that, because it is used in U.S. regulatory procedures, it
should include only U.S. damages; otherwise it might justify regulations that
impose costs on U.S. citizens for the purpose of producing benefits enjoyed
by citizens of other countries who do not bear the cost.

Proponents of the global metric point out that the measure is designed to
be a means of internalizing a marginal external cost and it cannot do that
accurately and efficiently if it leaves out some of the costs. Calculating it only
for U.S. damages would create a biased measure that would underestimate the
damages and raise the possibility of biased regulatory decisions based upon it.

Furthermore, they argue that the characterization of this measure as allow-
ing benefits created by American citizens to be enjoyed by foreign citizens is a
bit misleading. These benefits do not reflect goods and services purchased by
U.S. citizens that are enjoyed abroad. Rather they reflect a reduction in the
damages that U.S. citizens would otherwise be imposing on others. American
law typically does not allow someone to inflict damage on neighbors simply
because they are on the other side of some boundary. Reducing damages
imposed on others has a different moral context than spillover benefits.

Some regulatory analysts have now suggested that the “U.S.-only” measure
should not replace the existing measure, but complement it. Both should be
provided. What do you think?

Source: Dudley, Susan E., Fraas, Art, Gayer, Ted, Graham, John, Lutter, Randall,
Shogren, Jason F, & Viscusi, W. Kip. (2016). How much will climate change rules
benefit Americans? Forbes (February 9).

N\ J

Intangible benefits should be quantified to the fullest extent possible. One frequently used
technique is to conduct a sensitivity analysis of the estimated benefit values derived from less
than perfectly reliable data. We can determine, for example, whether or not the outcome is
sensitive, within wide ranges, to the value of this benefit. If not, then very little time has to be
spent on the problem. If the outcome is sensitive, the person or persons making the decision
bear the ultimate responsibility for weighing the importance of that benefit.
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Approaches to Cost Estimation

Estimating costs is generally easier than estimating benefits, but it is not easy. One major
problem for both derives from the fact that benefit-cost analysis is forward-looking and thus
requires an estimate of what a particular strategy will cost, which is much more difficult than
tracking down what an existing strategy does cost.

Two approaches have been developed to estimate these costs.

The Survey Approach. One way to discover the costs associated with a policy is to ask those
who bear the costs, and presumably know the most about them, to reveal the magnitude of
the costs to policymakers. Polluters, for example, could be asked to provide control-cost
estimates to regulatory bodies. The problem with this approach is the strong incentive not to
be truthful. An overestimate of the costs can trigger less stringent regulation; therefore, it is
financially advantageous to provide overinflated estimates.

The Engineering Approach. The engineering approach bypasses the source being regulated
by using general engineering information to catalog the possible technologies that could be
used to meet the objective and to estimate the costs of purchasing and using those technologies.
The final step in the engineering approach is to assume that the sources would use technologies
that minimize cost. This produces a cost estimate for a “typical,” well-informed firm.

The engineering approach has its own problems. These estimates may not approximate the
actual cost of any particular firm. Unique circumstances may cause the costs of that firm to
be higher, or lower, than estimated; the firm, in short, may not be typical.

The Combined Approach. To circumvent these problems, analysts frequently use a combi-
nation of survey and engineering approaches. The survey approach collects information on
possible technologies, as well as special circumstances facing the firm. Engineering approaches
are used to derive the actual costs of those technologies, given the special circumstances. This
combined approach attempts to balance information best supplied by the source with that
best derived independently.

In the cases described so far, the costs are relatively easy to quantify and the problem is
simply finding a way to acquire the best information. This is not always the case, however.
Some costs are not easy to quantify, although economists have developed some ingenious ways
to secure monetary estimates even for those costs.

Take, for example, a policy designed to conserve energy by forcing more people to carpool.
If the effect of this is simply to increase the average time of travel, how is this cost to be
measured?

For some time, transportation analysts have recognized that people value their time, and
a large amount of literature has now evolved to provide estimates of how valuable time
savings or time increases would be. The basis for this valuation is opportunity cost—how the
time might be used if it weren’t being consumed in travel. Although the results of these studies
depend on the amount of time involved, individual decisions seem to imply that travelers value
their travel time at a rate not more than half their wage rates.

The Treatment of Risk

For many environmental problems, it is not possible to state with certainty what consequences
a particular policy will have, because scientific estimates themselves often are imprecise.
Determining the efficient exposure to potentially toxic substances requires obtaining results
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at high doses and extrapolating to low doses, as well as extrapolating from animal studies to
humans. It also requires relying upon epidemiological studies that infer a pollution-induced
adverse human health impact from correlations between indicators of health in human
populations and recorded pollution levels.

For example, consider the potential damages from climate change. While scientists agree
on most of the potential impacts of climate change, such as sea level rise and species losses,
the timing and extent of those losses are not certain.

The treatment of risk in the policy process involves two major dimensions: (1) identifying
and quantifying the risks, and (2) deciding how much risk is acceptable. The former is
primarily scientific and descriptive, while the latter is more evaluative or normative.

Benefit-cost analysis grapples with the evaluation of risk in several ways. Suppose we have
a range of policy options A, B, C, D and a range of possible outcomes E, F, G for each of
these policies depending on how the economy evolves over the future. These outcomes, for
example, might depend on whether the demand growth for the resource is low, medium, or
high. Thus, if we choose policy A, we might end up with outcomes AE, AF, or AG. Each of
the other policies has three possible outcomes as well, yielding a total of 12 possible outcomes.

We could conduct a separate benefit-cost analysis for each of the 12 possible out-
comes. Unfortunately, the policy that maximizes net benefits for E may be different from
that which maximizes net benefits for F or G. Thus, if we only knew which outcome would
prevail, we could select the policy that maximized net benefits; the problem is that we do not.
Furthermore, choosing the policy that is best if outcome E prevails may be disastrous if
G results instead.

When a dominant policy emerges, this problem is avoided. A dominant policy is one that
confers higher net benefits for every outcome. In this case, the existence of risk concerning the
future is not relevant for the policy choice. This fortuitous circumstance is exceptional rather
than common, but it can occur.

Other options exist even when dominant solutions do not emerge. Suppose, for example,
that we were able to assess the likelihood that each of the three possible outcomes would occur.
Thus, we might expect outcome E to occur with probability 0.5, F with probability 0.3, and
G with probability 0.2. Armed with this information, we can estimate the expected present
value of net benefits. The expected present value of net benefits for a particular policy is defined
as the sum over outcomes of the present value of net benefits for that policy where each
outcome is weighted by its probability of occurrence. Symbolically this is expressed as

I
EPVNB, = ZPl.PVNBl_/, i=1,...,],

i=0
where

EPVNB;j = expected present value of net benefits for policy j,

Pi = probability of the ith outcome occurring,

PVNBij = present value of net benefits for policy j if outcome i prevails,
J = number of policies being considered,

I = number of outcomes being considered.

The final step is to select the policy with the highest expected present value of net benefits.
This approach has the substantial virtue that it weighs higher probability outcomes more
heavily. It also, however, makes a specific assumption about society’s preference for risk. This
approach is appropriate if society is risk-neutral. Risk-neutrality can be defined most easily by
the use of an example. Suppose you were to choose between being given a definite $50 or
entering a lottery in which you had a 50 percent chance of winning $100 and a 50 percent
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chance of winning nothing. (Notice that the expected value of this lottery is $50 = 0.5($100)
+0.5($0).) You would be said to be risk-neutral if you would be indifferent between these two
choices. If you view the lottery as more attractive, you would be exhibiting risk-loving behavior,
while a preference for the definite $50 would suggest risk-averse behavior. Using the expected
present value of net benefits approach implies that society is risk-neutral.

Is that a valid assumption? The evidence is mixed. The existence of gambling suggests that
at least some members of society are risk-loving, while the existence of insurance suggests
that, at least for some risks, others are risk-averse. Since the same people may gamble and
own insurance policies, it is likely that the type of risk may be important.

Even if individuals were demonstrably risk-averse, this would not be a sufficient condition
for the government to forsake risk-neutrality in evaluating public investments. One famous
article (Arrow & Lind, 1970) argues that risk-neutrality is appropriate since “when the risks
of a public investment are publicly borne, the total cost of risk-bearing is insignificant and,
therefore, the government should ignore uncertainty in evaluating public investments.” The
logic behind this result suggests that as the number of risk bearers (and the degree of diversifica-
tion of risks) increases, the amount of risk borne by any individual diminishes to zero.

When the decision is irreversible, as demonstrated by Arrow and Fisher (1974), considerably
more caution is appropriate. Irreversible decisions may subsequently be regretted, but the
option to change course will be lost forever. Extra caution also affords an opportunity to learn
more about alternatives to this decision and its consequences before acting. Isn’t it comforting
to know that occasionally procrastination can be optimal?

There is a movement in national policy in both the courts and the legislature to search for
imaginative ways to define acceptable risk. In general, the policy approaches reflect a case-by-
case method. We shall see that current policy reflects a high degree of risk aversion toward a
number of environmental problems.

Distribution of Benefits and Costs

Many agencies are now required to consider the distributional impacts of costs and benefits
as part of any economic analysis. For example, the U.S. EPA provides guidelines on distri-
butional issues in its “Guidelines for Preparing Economic Analysis.” According to the EPA,
distributional analysis “assesses changes in social welfare by examining the effects of a regula-
tion across different sub-populations and entities.” Distributional analysis can take two
forms: economic impact analysis and equity analysis. Economic impact analysis focuses on a
broad characterization of who gains and who loses from a given policy. Equity analysis exam-
ines impacts on disadvantaged groups or sub-populations. The latter delves into the normative
issue of equity or fairness in the distribution of costs and benefits. Loomis (2011) outlines
several approaches for incorporating distribution and equity into benefit-cost analysis. Some
issues of the distribution of benefits and costs related to energy efficiency rules for appliances
were highlighted in Example 3.2.

Choosing the Discount Rate

Recall that discounting allows us to compare all costs and benefits in current dollars, regardless
of when the benefits accrue or costs are charged. Suppose a project will impose an immediate
cost of $4,000,000 (today’s dollars), but the $5,500,000 benefits will not be earned until
5 years out. Is this project a good idea? On the surface it might seem like it is, but recall that
$5,500,000 in 5 years is not the same as $5,500,000 today. At a discount rate of 5 percent,
the present value of benefits minus the present value of costs is positive. However, at a 10 percent
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discount rate, this same calculation yields a negative value, since the present value of costs
exceeds the benefits. Can you reproduce the calculations that yield these conclusions?

As Example 3.3 indicates, this has been, and continues to be, an important issue. When
the public sector uses a discount rate lower than that in the private sector, the public sector

B EXAMPLES.S 2

The Importance of the Discount Rate

Let’s begin with an historical example. For years the United States and Canada had been
discussing the possibility of constructing a tidal power project in the Passamaquoddy
Bay between Maine and New Brunswick. This project would have heavy initial capital
costs, but low operating costs that presumably would hold for a long time into the
future. As part of their analysis of the situation, a complete inventory of costs and
benefits was completed in 1959.

Using the same benefit and cost figures, Canada concluded that the project should
not be built, while the United States concluded that it should. Because these conclusions
were based on the same benefit-cost data, the differences can be attributed solely to the
use of different discount rates. The United States used 2.5 percent while Canada used
4.125 percent. The higher discount rate makes the initial cost weigh much more heavily
in the calculation, leading to the Canadian conclusion that the project would yield a
negative net benefit. Since the lower discount rate weighs the lower future operating
costs relatively more heavily, Americans saw the net benefit as positive.

In a more recent illustration of why the magnitude of the discount rate matters, on
October 30, 2006, economist Nicholas Stern from the London School of Economics
issued a report using a discount rate of 0.1 percent that concluded that the benefits of
strong, early action on climate change would considerably outweigh the costs. Other
economists, such as William Nordhaus of Yale University, who preferred a discount rate
around 6 percent, found that optimal economic policies to slow climate change involve
only modest rates of emissions reductions in the near term, followed by sharp reductions
in the medium and long term.

In this debate, the desirability of strong current action is dependent (at least in part)
on the size of the discount rate used in the analysis. Higher discount rates reduce the
present value of future benefits from current investments in abatement, implying a
smaller marginal benefit. Since the costs associated with those investments are not
affected nearly as much by the choice of discount rate (remember that costs occurring in
the near future are discounted less), a lower present value of marginal benefit translates
into a lower optimal investment in abatement.

Far from being an esoteric subject, the choice of the discount rate is fundamentally
important in defining the role of the public sector, the types of projects undertaken, and
the allocation of resources across generations.

Sources: Stokey, E., & Zeckhauser, R. (1978). A Primer for Policy Analysis. New York: W. W. Norton,
164-165; Mikesell, R. (1977). The Rate of Discount for Evaluating Public Projects. Washington, D.C.:
The American Enterprise Institute for Public Policy Research, 3-5; the Stern Report: http://webarchive.

nationalarchives.gov.uk/20100407011151/http://www.hm-treasury.gov.uk/sternreview_index.htm;

Nordhaus, W. (2007). A review of the Stern Review on the economics of climate change.
Journal of Economic Literature, XLV (September), 686-702.
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will find more projects with longer payoff periods worthy of authorization. And, as we have
already seen, the discount rate is a major determinant of the allocation of resources among
generations as well.

The discount rate can be defined conceptually as the social opportunity cost of capital. This
cost of capital can be divided further into two components: (1) the riskless cost of capital, and
(2) the risk premium. Traditionally, economists have used long-term interest rates on government
bonds as one measure of the cost of capital, adjusted by a risk premium that would depend on
the riskiness of the project considered. Unfortunately, the choice of how large an adjustment
to make has been left to the discretion of the analysts. This ability to affect the desirability
of a particular project or policy by the choice of discount rate led to a situation in which
government agencies were using a variety of discount rates to justify programs or projects they
supported. One set of hearings conducted by Congress during the 1960s discovered that, at
one time, agencies were using discount rates ranging from 0 to 20 percent.

During the early 1970s, the Office of Management and Budget published a circular that
required, with some exceptions, all government agencies to use a discount rate of 10 percent
in their benefit-cost analysis. A revision issued in 1992 reduced the required discount rate to
7 percent. This circular also includes guidelines for benefit-cost analysis and specifies that
certain rates will change annually.” This standardization reduces biases by eliminating the
agency’s ability to choose a discount rate that justifies a predetermined conclusion. It also
allows a project to be considered independently of fluctuations in the true social cost of capital
due to cycles in the behavior of the economy. On the other hand, when the social opportunity
cost of capital differs from this administratively determined level, the benefit-cost analysis will
not, in general, define the efficient allocation.

Example 3.3 highlights a different aspect of the choice of the discount rate for decisions
involving long time horizons. It considers the question of whether or not discount rates should
decline over time. Debate 3.2 explores this question.

DEBATE 3.2 ™\

Discounting over Long Time Horizons:
Should Discount Rates Decline?

As you now recognize, the choice of the discount rate can significantly alter
the outcome of a benefit-cost analysis. This effect is exacerbated over long time
horizons and can become especially influential in decisions about spending
now to mitigate damages from climate change, which may be uncertain in
both magnitude and timing. What rate is appropriate? Recent literature and
some evidence argue for declining rates of discount over long time horizons.
Should a declining rate schedule be utilized? A blue-ribbon panel of experts
recently gathered to debate this and related questions (Arrow et al., 2012).
An unresolved debate in the economics literature revolves around the
question of whether discount rates should be positive (“descriptive”),
reflecting actual market rates, or normative (“prescriptive”), reflecting
ethical considerations. Those who argue for the descriptive approach prefer
to use market rates of return since expenditures to mitigate climate change
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are investment expenditures. Those who argue for the alternative prescriptive
approach argue for including judgments about intergenerational equity.
These rates are usually lower than those found in actual markets (Griffiths
et al. 2012).

In the United States, the Office of Management and Budget (OMB)
currently recommends a constant rate of discount for project analysis. The
recommendation is to use 3 percent and 7 percent real discount rates in
sensitivity analysis (OMB, 2003) with options for lower rates if future
generations are impacted. The United Kingdom and France utilize discount
rate schedules that decline over time. Is one of these methods better than
the other for discounting over long time horizons? If a declining rate is
appropriate, how fast should that rate decline?

The blue-ribbon panel agreed that theory provides strong arguments for a
"declining certainty-equivalent discount rate” (Arrow et al., 2012, p. 21).
Although the empirical literature also supports a rate that is declining over time
(especially in the presence of uncertainty about future costs and/or benefits),
the results from the empirical literature vary widely depending on the model
assumptions and underlying data. If a declining rate schedule were to be
adopted in the United States, this group of experts recommends that the EPA's
Science Advisory Board be asked to develop criteria that could be used as the
common foundation for determining what the schedule should look like.

Sources: Arrow, K., Maureen, J., Cropper, L., Gollier, C., Groom, B., Heal, G. M., et al.
(December 2012). How should benefits and costs be discounted in an intergenerational
context: The views of an expert panel. RFF DP 12-53; Griffiths, C., Kopits, E., Marten,
A., Moore, C., Newbold, S., & Wolverton, A. (2012). The social cost of carbon: Valuing
carbon reductions in policy analysis. In R. A. de Mooij, M. Keen, & I. W. H. Parry (Eds.).
Fiscal Policy to Mitigate Climate Change: A Guide for Policy Makers. Washington,
D.C.: IMF, 69-87; OMB (Office of Management and Budget). Circular A-4: Regulatory
Analysis. Washington, DC Executive Office of the President. www.whitehouse.gov/
omb/circulars_a004_a-4
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Divergence of Social and Private Discount Rates

Earlier we concluded that producers, in their attempt to maximize producer surplus, also
maximize the present value of net benefits under the “right” conditions, such as the absence of
externalities, the presence of properly defined property rights, and the presence of competitive
markets within which the property rights can be exchanged.

Now let’s consider one more condition. If resources are to be allocated efficiently, firms
must use the same rate to discount future net benefits as is appropriate for society at large. If
firms were to use a higher rate, they would extract and sell resources faster than would be
efficient. Conversely, if firms were to use a lower-than-appropriate discount rate, they would
be excessively conservative.

Why might private and social rates differ? As noted above the social opportunity cost of
capital can be separated into two components: the risk-free cost of capital and the risk
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premium. The risk-free cost of capital is the rate of return earned when there is absolutely no
risk of earning more or less than the expected return. The risk premium is an additional cost
of capital required to compensate the owners of this capital when the expected and actual
returns may differ. Therefore, because of differences in the risk premium, the cost of capital
is higher in risky industries than in no-risk industries.

Another difference between private and social discount rates may stem from a difference
in social and private risk premiums. If the risk of certain private decisions is different from
the risks faced by society as a whole, then the social and private risk premiums may differ.
One obvious example is the risk caused by the government.

If the firm is afraid its assets will be confiscated by the government, it may choose a higher
discount rate to make its profits before nationalization occurs. From the point of view of
society—as represented by government—this is not a risk and, therefore, a lower discount
rate is appropriate. When private rates exceed social rates, current production is higher than
is desirable to maximize the net benefits to society. Both energy production and forestry have
been subject to this source of inefficiency.

Another divergence in discount rates may stem from different underlying rates of time
preference. Such a divergence in time preferences can cause not only a divergence between
private and social discount rates (as when firms have a higher rate of time preference than the
public sector), but even between otherwise similar analyses conducted in two different countries.

Time preferences would be expected to be higher, for example, in a cash-poor, developing
country than in an industrialized country. Since the two benefit-cost analyses in these
two countries would be based upon two different discount rates, they might come to quite
different conclusions. What is right for the developing country may not be right for the
industrialized country and vice versa.

Although private and social discount rates do not always diverge, they may. When those
circumstances arise, market decisions are not efficient.

A Critical Appraisal

We have seen that it is sometimes, but not always, difficult to estimate benefits and costs.
When this estimation is difficult or unreliable, it limits the value of a benefit-cost analysis.
This problem would be particularly disturbing if biases tended to increase or decrease net
benefits systematically. Do such biases exist?

In the early 1970s, Robert Haveman (1972) conducted a major study that continues to shed
some light on this question. Focusing on Army Corps of Engineers water projects, such as flood
control, navigation, and hydroelectric power generation, Haveman compared the ex ante
(before the fact) estimate of benefits and costs with their ex post (after the fact) counterparts.
Thus, he was able to address the issues of accuracy and bias. He concluded that:

In the empirical case studies presented, ex post estimates often showed little relationship
to their ex ante counterparts. On the basis of the few cases and the a priori analysis pre-
sented here, one could conclude that there is a serious bias incorporated into agency ex
ante evaluation procedures, resulting in persistent overstatement of expected benefits.
Similarly in the analysis of project construction costs, enormous variance was found among
projects in the relationship between estimated and realized costs. Although no persistent
bias in estimation was apparent, nearly 50 percent of the projects displayed realized costs
that deviated by more than plus or minus 20 percent from ex ante projected costs.®

In the cases examined by Haveman, at least, the notion that benefit-cost analysis is purely
a scientific exercise was clearly not consistent with the evidence; the biases of the analysts were
merely translated into numbers.
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Does their analysis mean that benefit-cost analysis is fatally flawed? Absolutely not!
Valuation methods have improved considerably since the Haveman study, but problems
remain. This study does, however, highlight the enduring importance of calculating an accurate
value and of including all of the potential benefits and costs (e.g., nonmarket values). As
elementary as it might seem including both the benefits and the costs is necessary. As Example
3.4 illustrates, that is not always the case in practice.

R EXAMPLE .4 2

Is the Two for One Rule a Good Way to
Manage Regulatory Overreach?

Environmental regulations can be costly, but they also produce economic benefits.
Efficiency suggests that regulations whose benefits exceed their costs should be pursued
and that is the path followed by previous Executive Orders (EOs) from Presidents
Reagan (EO 12291), Clinton (EO 12866), and Obama (EO 13563).

In 2017, the Trump administration abandoned business as usual and issued EO
13771, mandating that for every new regulation issued, two must be thrown out.’ What
does economic analysis and, in particular, benefit-cost analysis have to say about this
one-in, two-out prescription?

Executive Order 13771 reads, in part: “(c) . . . any new incremental costs associated
with new regulations shall, to the extent permitted by law, be offset by the elimination
of existing costs associated with at least two prior regulations.”

In his attempt to reduce regulatory overreach President Trump’s approach seems to
suggest that only the costs are important when evaluating current and new regulations.
Benefits don’t matter. Since most of the current regulations were put into place based on
benefits and costs, removing them based solely on costs would be a “blunt instrument”—
one that is poorly targeted on making efficient choices.

Economist Robert Shiller further argues that regulation is in the public interest in
many areas and “the world is far too complex to make it possible to count up regulations
meaningfully and impose a two-for-one rule.”

Alan Krupnick, economist at Resources for the Future, points out that even if a “cost-
only” approach were justified, it would not be easy to implement. For example “what is
a cost? Is it a projected cost in the rule or actual costs as implemented? Is it present
discounted costs or something else to account for cost streams over time? Is it direct costs
or do indirect costs (say, to consumers) count? Is it private costs or costs to society?”

Regardless of the answer to those questions, however, benefits do matter. As Krupnick
notes, “How do we determine which regulations are ineffective and unnecessary without
considering their benefits? The answer is simple—we cannot.”

Imagine if we only saved endangered species that cost the least to save, or cleaned up
only the least expensive oil spills. Making decisions based solely on costs is misguided
economics.

Sources: www.rff.org/research/publications/trump-s-regulatory-reform-process-analytical-hurdles-and-
missing-benefits; www.nytimes.com/2017/02/17/upshot/why-trumps-2-for-1-rule-on-regulations-is-

no-quick-fix.html; www.env-econ.net/2017/02/two-for-one-too-blunt-an-instrument-for-good-
governance.html

65



Evaluating Trade-Offs

66

Haveman’s analysis also serves to remind us that benefit-cost analysis is not a stand-alone
technique. It should be used in conjunction with other available information. Economic
analysis including benefit-cost analysis can provide useful information, but it should not be
the only determinant for all decisions.

Benefit-cost analysis also limited in that it does not really address the question of who reaps
the benefits and who pays the cost. It is quite possible for a particular course of action to yield
high net benefits, but to have the benefits borne by one societal group and the costs borne by
another. This scenario serves to illustrate a basic principle—ensuring that a particular policy
is efficient provides an important, but not always the sole, basis for public policy. Other
aspects, such as who reaps the benefit or bears the burden, are also important considerations.
Distributional benefit-cost analysis can help illuminate potential inequities.

In summary, on the positive side, benefit-cost analysis is frequently a very useful part of
the policy process. Even when the underlying data are not strictly reliable, the outcomes may
not be sensitive to that unreliability. In other circumstances, the data may be reliable enough
to give indications of the consequences of broad policy directions, even when they are not
reliable enough to fine-tune those policies. Benefit-cost analysis, when done correctly, can
provide a useful complement to the other influences on the political process by clarifying what
choices yield the highest net benefits to society.

On the negative side, benefit-cost analysis has been attacked as seeming to promise more
than can actually be delivered, particularly in the absence of solid benefit information. This
concern has triggered two responses. First, regulatory processes have been developed that can
be implemented with very little information and yet have desirable economic properties. The
recent reforms in air pollution control, which we cover in Chapters 14 and 15, provide some
powerful examples.

The second involves techniques that supply useful information to the policy process without
relying on controversial techniques to monetize environmental services that are difficult to
value. The rest of this chapter deals with the two most prominent of these—cost-effectiveness
analysis and impact analysis.

Even when benefits are difficult or impossible to quantify, economic analysis has much to
offer. Policymakers should know, for example, how much various policy actions will cost and
what their impacts on society will be, even if the efficient policy choice cannot be identified
with any certainty.

Other Decision-Making Metrics

Cost-Effectiveness Analysis

What can be done to guide policy when the requisite valuation for benefit-cost analysis is
either unavailable or not sufficiently reliable? Without a good measure of benefits, making an
efficient choice is no longer possible.

In such cases, however, it is often possible to set a policy target on some basis other than
a strict comparison of benefits and costs. One example is pollution control. What level of
pollution should be established as the maximum acceptable level? In many countries, studies
of the effects of a particular pollutant on human health have been used as the basis for
establishing that pollutant’s maximum acceptable concentration. Researchers attempt to find
a threshold level below which no damage seems to occur. That threshold is then further
lowered to provide a margin of safety and that becomes the pollution target.
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Approaches could also be based upon expert opinion. Ecologists, for example, could be
enlisted to define the critical numbers of certain species or the specific critical wetlands
resources that should be preserved.

Once the policy target is specified, however, economic analysis can have a great deal to say
about the cost consequences of choosing a means of achieving that objective. The cost conse-
quences are important not only because eliminating wasteful expenditures is an appropriate
goal in its own right, but also to assure that they do not trigger a political backlash.

Typically, several means of achieving the specified objective are available; some will be
relatively inexpensive, while others turn out to be very expensive. The problems are frequently
complicated enough that identifying the cheapest means of achieving an objective cannot be
accomplished without a rather detailed analysis of the choices.

Cost-effectiveness analysis frequently involves an optimization procedure. An optimization
procedure, in this context, is merely a systematic method for finding the lowest-cost means
of accomplishing the objective. This procedure does not, in general, produce an efficient
allocation because the predetermined objective may not be efficient. All efficient policies are
cost-effective, but not all cost-effective policies are efficient.

Earlier in this chapter we introduced the concept of the efficiency equimarginal principle.
According to that principle, net benefits are maximized when the marginal benefit is equal to
the marginal cost.

A similar, and equally important, equimarginal principle exists for cost-effectiveness:

Second Equimarginal Principle (the Cost-Effectiveness Equimarginal Principle): The
least-cost means of achieving an environmental target will have been achieved when
the marginal costs of all possible means of achievement are equal.

Suppose we want to achieve a specific emissions reduction across a region, and several
possible techniques exist for reducing emissions. How much of the control responsibility
should each technique bear? The cost-effectiveness equimarginal principle suggests that the
techniques should be used such that the desired reduction is achieved and the cost of achieving
the last unit of emissions reduction (in other words, the marginal control cost) should be the
same for all sources.

To demonstrate why this principle is valid, suppose that we have an allocation of control
responsibility where marginal control costs are much higher for one set of techniques than for
another. This cannot be the least-cost allocation since we could lower cost while retaining the
same amount of emissions reduction. To be specific, costs could be lowered by allocating more
control to the lower marginal cost sources and less to the high marginal cost sources. Since it
is possible to find a way to lower cost while holding emissions constant, then clearly the initial
allocation could not have minimized cost. Once marginal costs are equalized, it becomes
impossible to find any lower-cost way of achieving the same degree of emissions reduction;
therefore, that allocation must be the allocation that minimizes costs.

In our pollution control example, cost-effectiveness can be used to find the least-cost means
of meeting a particular standard and its associated cost. Using this cost as a benchmark case,
we can estimate how much costs could be expected to increase from this minimum level if
policies that are not cost effective are implemented. Cost-effectiveness analysis can also be
used to determine how much compliance costs can be expected to change if the EPA chooses
a more stringent or less stringent standard. In Chapters 14 and 15, we shall examine in detail
the current movement toward cost-effective polices, a movement that was triggered in part
by studies showing that the cost reductions from reform could be substantial.
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Impact Analysis

What can be done when the information needed to perform a benefit-cost analysis or a cost-
effectiveness analysis is not available? The analytical technique designed to deal with this
problem is called impact analysis. An impact analysis, regardless of whether it focuses on
economic impact or environmental impact or both, attempts to quantify the consequences of
various actions.

In contrast to benefit-cost analysis, a pure impact analysis makes no attempt to convert all
these consequences into a one-dimensional measure, such as dollars, to ensure comparability.
In contrast to cost-effectiveness analysis, impact analysis does not necessarily attempt to
optimize. Impact analysis places a large amount of relatively undigested information at the
disposal of the policymaker. It is up to the policymaker to assess the importance of the various
predicted consequences and act accordingly.

On January 1, 1970, President Nixon signed the National Environmental Policy Act of
1969. This act, among other things, directed all agencies of the federal government to:

include in every recommendation or report on proposals for legislation and other major
Federal actions significantly affecting the quality of the human environment, a detailed
statement by the responsible official on—

i. the environmental impact of the proposed action;

ii. any adverse environmental effects which cannot be avoided should the proposal be
implemented;

iii. alternatives to the proposed action;

iv. the relationships between local short-term uses of man’s environment and the
maintenance and enhancement of long-term productivity; and

v. any irreversible and irretrievable commitments of resources which would be
involved in the proposed action should it be implemented. '

This was the beginning of the environmental impact statement, which is now a familiar, if
controversial, part of environmental policy making.

Current environmental impact statements are more sophisticated than their early predeces-
sors and may contain a benefit-cost analysis or a cost-effectiveness analysis in addition to
other more traditional impact measurements. Historically, however, the tendency has been
to issue huge environmental impact statements that are virtually impossible to comprehend
in their entirety.

In response, the Council on Environmental Quality, which, by law, administers the
environmental impact statement process, has set content standards that are now resulting
in shorter, more concise statements. To the extent that they merely quantify consequences,
statements can avoid the problem of “hidden value judgments” that sometimes plague benefit-
cost analysis, but they do so only by bombarding the policymakers with masses of noncomparable
information.

Summary

Finding a balance in the relationship between humanity and the environment requires many
choices. Some basis for making rational choices is absolutely necessary. If not made by design,
decisions will be made by default.
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Normative economics uses benefit-cost analysis for judging the desirability of the level and
composition of provided services. Cost-effectiveness analysis and impact analysis offer
alternatives to benefit-cost analysis. All of these techniques offer valuable information for
decision making and all have shortcomings.

A static efficient allocation is one that maximizes the net benefit over all possible uses of
those resources. The dynamic efficiency criterion, which is appropriate when time is an
important consideration, is satisfied when the outcome maximizes the present value of net
benefits from all possible uses of the resources. Later chapters examine the degree to which
our social institutions yield allocations that conform to these criteria.

Because benefit-cost analysis is both very powerful and very controversial, in 1996 a group
of economists of quite different political persuasions got together to attempt to reach some
consensus on its proper role in environmental decision making. Their conclusion is worth
reproducing in its entirety:

Benefit-cost analysis can play an important role in legislative and regulatory policy
debates on protecting and improving health, safety, and the natural environment.
Although formal benefit-cost analysis should not be viewed as either necessary or
sufficient for designing sensible policy, it can provide an exceptionally useful frame-
work for consistently organizing disparate information, and in this way, it can greatly
improve the process and, hence, the outcome of policy analysis. If properly done,
benefit-cost analysis can be of great help to agencies participating in the development
of environmental, health and safety regulations, and it can likewise be useful in
evaluating agency decision-making and in shaping statutes.!!

Even when benefits are difficult to calculate, however, economic analysis in the form of
cost-effectiveness can be valuable. This technique can establish the least expensive ways to
accomplish predetermined policy goals and to assess the extra costs involved when policies
other than the least-cost policy are chosen. What it cannot do is answer the question of
whether those predetermined policy goals are efficient.

At the other end of the spectrum is impact analysis, which merely identifies and quantifies
the impacts of particular policies without any pretense of optimality or even comparability of
the information generated. Impact analysis does not guarantee an efficient outcome.

All three of the techniques discussed in this chapter are useful, but none of them can stake
a claim as being universally the “best” approach. The nature of the information that is
available and its reliability make a difference.

Discussion Questions

1. Is risk-neutrality an appropriate assumption for benefit-cost analysis? Why or why not?
Does it seem more appropriate for some environmental problems than others? If so,
which ones? If you were evaluating the desirability of locating a hazardous waste
incinerator in a particular town, would the Arrow-Lind rationale for risk-neutrality be
appropriate? Why or why not?

2. Was the executive order issued by President George W. Bush mandating a heavier use
of benefit-cost analysis in regulatory rule making a step toward establishing a more
rational regulatory structure, or was it a subversion of the environmental policy process?
Why?
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Self-Test Exercises

Suppose a proposed public policy could result in three possible outcomes: (1) present
value of net benefits of $4,000,000, (2) present value of net benefits of $1,000,000, or
(3) present value of net benefits of —$10,000,000 (i.e., a loss). Suppose society is risk-
neutral and the probability of occurrence of each of these three outcomes are, respectively,
0.85, 0.10, and 0.035, should this policy be pursued or trashed? Why?

a. Suppose you want to remove ten fish of an exotic species that have illegally been
introduced to a lake. You have three possible removal methods. Assume that q,, q,,
and q, are, respectively, the amount of fish removed by each method that you choose
to use so that the goal will be accomplished by any combination of methods such
that q, + q, + q, = 10. If the marginal costs of each removal method are, respectively,
$10q,, $5q,, and $2.5q,, how much of each method should you use to achieve the
removal cost-effectively?

Why isn’t an exclusive use of method 3 cost-effective?

c.  Suppose that the three marginal costs were constant (not increasing as in the previous
case) such that MC, = $10, MC, = $§5, and MC, = $2.5. What is the cost-effective
outcome in that case?

Consider the role of discount rates in problems involving long time horizons such as
climate change. Suppose that a particular emissions abatement strategy would result in a
$500 billion reduction in damages 50 years into the future. How would the maximum
amount spent now to eliminate those damages change if the discount rate is 2 percent,
rather than 10 percent?

Notes

Actually if B = C, it wouldn’t make any difference if the action occurs or not; the benefits and
costs are a wash.

The monetary worth of the net benefit is the sum of two right triangles, and it equals (1/2)($5)
(5) + (1/2)($2.50)(5) or $18.75. Can you see why?

The mathematics of dynamic efficiency are presented in the appendix to Chapter 3.
Interagency Working Group on the Social Cost of Carbon, August 2016. www.epa.gov/sites/
production/files/2016-12/documents/sc_co2_tsd_august_2016.pdf (accessed November 18,
2017).

Hahn, Robert W., & and Ritz, Robert A. (2015). Does the social cost of carbon matter?
Evidence from US policy. The Journal of Legal Studies, 44(1) (January), 229-248.

The division between tangible and intangible benefits changes as our techniques improve.
Recreation benefits were, until the advent of the travel-cost model, treated as intangible. The
travel-cost model will be discussed in the next chapter.

Annual rates can be found at www.whitehouse.gov/omb/. 2010 rates can be found at www.
whitehouse.gov/omb/circulars_a094/a94_appx-c

A more recent assessment of costs (Harrington et al., 1999) found evidence of both overestima-
tion and underestimation, although overestimation was more common. The authors attributed
the overestimation mainly to a failure to anticipate technical innovation.

Executive Order 13371, “Reducing Regulation and Controlling Regulatory Cost.”

83 Stat. 853.

From Arrow, Kenneth, et al. (1996). Is there a role for benefit-cost analysis in environmental,
health and safety regulation? Science, 272 (April 12), 221-222. Reprinted with permission
from AAAS.
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Chapter 4

Valuing the Environment

Methods

For it so falls out / That what we have we prize not to the worth / Whiles we enjoy it, but
being lack’d and lost / Why, then we rack the value, then we find / The virtue that possession
would not show us / Whiles it was ours.

—William Shakespeare, Much Ado About Nothing

Introduction

Soon after the Exxon Valdez oil tanker ran aground on the Bligh Reef in Prince William Sound
off the coast of Alaska on March 24, 1989, spilling approximately 11 million gallons of crude
oil, the Exxon Corporation (now Exxon Mobil) accepted the liability for the damage caused
by the leaking oil. This liability consisted of two parts: (1) the cost of cleaning up the spilled
oil and restoring the site insofar as possible, and (2) compensation for the damage caused to
the local ecology. Approximately $2.1 billion was spent in cleanup efforts and Exxon also
spent approximately $303 million to compensate fishermen whose livelihoods were greatly
damaged for the 5 years following the spill.! Litigation on environmental damages settled with
Exxon agreeing to pay $900 million over 10 years. The punitive damages phase of this case
began in May 1994. In January 2004, after many rounds of appeals, the U.S. District Court
for the State of Alaska awarded punitive damages to the plaintiffs in the amount of $4.5
billion.? This amount was later cut almost in half to $2.5 billion and in 2008 the Supreme
Court ruled that even those punitive damages were excessive based on maritime law and
further argued that the punitive damages should not exceed the $507 million in compensatory
damages already paid.?

In the spring of 2010, the Deepwater Horizon, a BP well in the Gulf of Mexico, exploded
and began spewing an Exxon Valdez-sized oil spill every 4 to 5 days. By the time the leaking
well was capped in August 2010, an estimated 134 million gallons had been spread through
the Gulf of Mexico, almost 20 times greater than the Exxon Valdez spill, and the largest
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maritime spill in U.S. history. In 2016, a settlement was reached calling for total payments
of $20.8 billion; $8.8 billion of this was for natural resource damages.* This amount is over
and above the approximately $30 billion already spent on cleanup and other claims after
the spill.> How can the economic damages from oil spills, like these that caused substantial
economic and environmental harm, be calculated? Thousands of birds have been found
dead in the Gulf since the BP spill, for example. What are they “worth?” Interestingly, the
Exxon Valdez spill triggered pioneering work focused on providing monetary estimates of
environmental damages, setting the stage for what is today considered standard practice for
nonmarket valuation—the monetization of those goods and services without market prices.

In Chapter 3, we examined the basic concepts economists use to calculate these damages.
Yet implementing these concepts is far from a trivial exercise. While the costs of cleanup are
fairly transparent, estimating the damage is far more complex. For example, how were the
$900 million in damages in the Exxon case and the $20 billion in the BP case determined?

In this chapter, we explore how we can move from the general concepts to the actual
estimates of compensation required by the courts. A series of special techniques has been
developed to value the benefits from environmental improvement or, conversely, to value
the damage done by environmental degradation. Special techniques are necessary because
most of the normal valuation techniques that have been used over the years cannot be
applied to environmental resources. Benefit-cost analysis requires the monetization of all
relevant benefits and costs of a proposed policy or project, not merely those where the values
can be derived from market transactions As such, it is also important to monetize those
environmental goods and services that are not traded in any market. Even more difficult
to grapple with are those nonmarket benefits associated with values unrelated to use, topics
explored below.

Why Value the Environment?

While it may prove difficult, if not impossible, to place a completely accurate value on certain
environmental amenities, not making the attempt leaves us valuing them by default at $0.
Will valuing them at $0 lead us to the best policy decisions? Probably not, but that does not
prevent controversy from arising over attempts to replace $0 with a more appropriate value
(Debate 4.1).

Many federal agencies depend on benefit-cost analyses for decision-making. Ideally, the
goal is to choose the most economically desirable projects, given limited budgets. Estimation
of benefits and costs is used for such diverse actions as follows:

@ natural resources damage assessments, such as for oil spills (National Oceanic and
Atmospheric Administration);

@ the designation of critical habitat under the Endangered Species Act (U.S. Fish and Wildlife
Service);

@ dam relicensing applications (The Federal Energy Regulatory Commission);

@ estimating the costs and benefits of the Clean Air Act and the Clean Water Act.

These analyses, however, frequently fail to incorporate important nonmarket values. If
the analysis does not include all the appropriate values, the results will be flawed. Is this
exercise worth it?
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DEBATE 4.1 ™\

Should Humans Place an Economic Value on the
Environment?

Arne Naess, the late Norwegian philosopher, used the term deep ecology to
refer to the view that the nonhuman environment has “intrinsic” value, a
value that is independent of human interests. Intrinsic value is contrasted
with “instrumental” value, in which the value of the environment is derived
from its usefulness in satisfying human wants.

Two issues are raised by the Naess critique: (1) what is the basis for the
valuing of the environment? and (2) how is the valuation accomplished?
The belief that the environment may have a value that goes beyond its
direct usefulness to humans is in fact quite consistent with modern economic
valuation techniques. As we shall see in this chapter, economic valuation
techniques now include the ability to quantify a wide range of “nonuse”
values as well as the more traditional “use” values.

Controversies over how the values are derived are less easily resolved. As
described in this chapter, economic valuation is based firmly upon human
preferences. Proponents of deep ecology, on the other hand, would argue that
allowing humans to determine the value of other species would have no more
moral basis than allowing other species to determine the value of humans.
Rather, deep ecologists argue, humans should only use environmental resources
when necessary for survival; otherwise, nature should be left alone. And,
because economic valuation is not helpful in determining survival necessity,
deep ecologists argue that it contributes little to environmental management.

Those who oppose all economic valuation face a dilemma: when humans
fail to value the environment, it may be assigned a default value of zero in
calculations designed to guide policy. A value of zero, however derived, will
tend to justify a great deal of environmental degradation that could not be
justified with proper economic valuation. Support seems to be growing for
the proposition that economic valuation can be a very useful means of
demonstrating when environmental degradation is senseless, even when
judged from a limited anthropomorphic perspective.

Sources: Costanza, R., et al. (1998). The value of ecosystem services: Putting the issues
in perspective. Ecological Economics, 25(1), 67-72; Daily, Gretchen, & Ellison,
Katherine. (2003). The New Economy of Nature: The Quest to Make Conservation
Profitable. Washington, D.C.: Island Press.

_ J

Valuation

While the valuation techniques we shall cover can be applied to both the damage caused by
pollution and the services provided by the environment, each context offers its own unique
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aspects. We begin our investigation of valuation techniques by exposing some of the special
challenges posed by the first of those contexts, pollution control.

In the United States, damage estimates are not only used in the design of policies, but, as
indicated in the opening paragraphs of this chapter, they have also become important to the
courts, who need some basis for deciding the magnitude of liability awards.¢

The damage caused by pollution can take many different forms. The first, and probably
most obvious, is the effect on human health. Polluted air and water can cause disease when
ingested. Other forms of damage include loss of enjoyment from outdoor activities and
damage to vegetation, animals, and materials.

Assessing the magnitude of this damage requires (1) identifying the affected categories,
(2) estimating the physical relationship between the pollutant emissions (including natural
sources) and the damage caused to the affected categories, (3) estimating responses by the
affected parties toward mitigating some portion of the damage, and (4) placing a monetary
value on the unmitigated physical damages. Each step is often difficult to accomplish.

Because the data used to track down causal relationships do not typically come from
controlled experiments, identifying the affected categories is a complicated matter. Obviously,
we cannot run large numbers of people through controlled experiments. If people were
subjected to different levels of some pollutant, such as carbon monoxide, so that we could
study the short-term and long-term effects, some might become ill and even die. Ethical
concern precludes human experimentation of this type.

This leaves us essentially two choices. We can try to infer the impact on humans from
controlled laboratory experiments on animals, or we can do statistical analysis of differences
in mortality or disease rates for various human populations living in polluted environments
to see the extent to which they are correlated with pollution concentrations. Neither approach
is completely acceptable.

Animal experiments are expensive, and the extrapolation from effects on animals to effects
on humans is tenuous at best. Many significant exposure effects do not appear for a long time.
To determine these effects in a reasonable period of time, test animals are commonly subjected
to large doses for relatively short periods. The researcher then extrapolates from the results
of these high-dosage, short-duration experiments to estimate the effects of low-dose, long-
duration exposure to pollution on a human population. Because these extrapolations move
well beyond the range of experimental observations, many scientists disagree on how the
extrapolations should be accomplished. Ethical concerns also arise with animal experiments.

Statistical studies, on the other hand, deal with human populations exposed to low doses
for long periods, but, unfortunately, they have another set of problems—correlation does not
imply causation. To illustrate, the fact that death rates are higher in cities with higher pollution
levels does not prove that the higher pollution caused the higher death rates. Perhaps those
same cities averaged older populations or perhaps they had more smokers. Existing studies
have been sophisticated enough to account for many of these other possible influences but,
because of the relative paucity of data, they have not been able to cover them all.

The problems discussed so far arise when identifying whether a particular observed
effect results from pollution. The next step is to estimate how strong the relationship is
between the effect and the pollution concentrations. In other words, it is necessary not only
to discover whether pollution causes an increased incidence of respiratory disease, but also to
estimate how much reduction in respiratory illness could be expected from a given reduction
in pollution.

The nonexperimental nature of the data makes this a difficult task. It is not uncommon for
different researchers analyzing the same data to come to remarkably different conclusions.
Diagnostic problems are compounded when the effects are synergistic—that is, when the effect
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depends, in a nonadditive way, on contributing factors such as the victims’ smoking habits or
the presence of other harmful substances in the air or water.

Once physical damages have been identified, the next step is to place a monetary value on
them. It is not difficult to see how complex an undertaking this is. Think about the difficulties
in assigning a value to extending a human life by several years or to the pain, suffering, and
grief borne by both a cancer victim and the victim’s family.

How can these difficulties be overcome? What valuation techniques are available not only
to value pollution damage, but also to value the large number of services that the environment
provides?

Types of Values

Economists have decomposed the total economic value conferred by resources into three
main components: (1) use value, (2) option value, and (3) nonuse or passive-use values. Use
value reflects the direct use of the environmental resource. Examples include fish harvested
from the sea, timber harvested from the forest, water extracted from a stream for irrigation,
even the scenic beauty conferred by a natural vista. If you used one of your senses to experience
the resource—sight, sound, touch, taste, or smell—then you have used the resource. Pollution
can cause a loss of use value, such as when air pollution increases the vulnerability to illness,
an oil spill adversely affects a fishery, or smog enshrouds a scenic vista.

Option value reflects the value people place on a future ability to use the environment. It
reflects the willingness to pay to preserve the option to use the environment in the future even
if one is not currently using it. Whereas use value reflects the value derived from current use,
option value reflects the desire to preserve the potential for possible future use. Are you
planning to go to Yellowstone National Park next summer? Perhaps not, but would you like
to preserve the option to go someday?

Passive-use or nonconsumptive use values arise when the resource is not actually consumed
in the process of experiencing it. These types of values reflect the common observation that
people are more than willing to pay for improving or preserving resources that they will never
use. One type of nonuse value is a bequest value. Bequest value is the willingness to pay to
ensure a resource is available for your children and grandchildren. A second type of nonuse
value, a pure nonuse value, is called existence value. Existence value is measured by the
willingness to pay to ensure that a resource continues to exist in the absence of any interest
in future use. The term existence value was coined by economist John Krutilla in his now-
famous quote, “There are many persons who obtain satisfaction from mere knowledge
that part of wilderness North America remains even though they would be appalled by the
prospect of being exposed to it.”” These values are “independent of any present or future use
these people might make of those resources.”®

When the Bureau of Reclamation began looking at sites for dams near the Grand Canyon,
groups such as the Sierra Club rose up in protest of the potential loss of this unique resource.
When Glen Canyon was flooded by Lake Powell, even those who never intended to visit
recognized this potential loss. Because this value does not derive either from direct use or
potential use, it represents a very different category of value.

These categories of value can be combined to produce the total willingness to pay (TWP):

TWP = Use Value + Option Value + Nonuse Value

Since nonuse or passive-use values are derived from motivations other than personal use,
they are obviously less tangible than use values. Total willingness to pay estimated without
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nonuse values, however, will be less than the minimum amount that would be required to
compensate individuals if they are deprived of this environmental asset. Furthermore,
estimated nonuse values can be quite large. Therefore, it is not surprising that they are
controversial. Indeed when the U.S. Department of Interior drew up its regulations on the
appropriate procedures for performing natural resource damage assessment, it prohibited
the inclusion of nonuse values unless use values for the incident under consideration were
zero. A subsequent 1989 decision by the District of Columbia Court of Appeals (880 F. 2nd
432) overruled this decision and allowed nonuse values to be included as long as they could
be measured reliably.

Classifying Valuation Methods

Typically, the researcher’s goal is to estimate the total willingness to pay for the good or service
in question. This is the area under the demand curve up to the quantity consumed (recall
discussion from Chapter 2). For a market good, this calculation is relatively straight-
forward. However, nonmarket goods and services, the focus of this chapter, require the
estimation of willingness to pay either through examining behavior, drawing inferences from
the demand for related goods, or through responses to surveys. And, as highlighted above,
capturing all components of value is challenging.

This section will provide a brief overview of some of the methods available to estimate
these values and to convey some sense of the range of possibilities and how they are related.
Subsequent sections will provide more specific information about how they are actually used.

Valuation methods can be separated into two broad categories: stated preference and
revealed preference methods. Revealed preference methods are based on actual observable
choices that allow resource values to be directly inferred from those choices. For example, in
calculating how much local fishermen lost from the oil spill, the revealed preference method
might calculate how much the catch declined and the resulting diminished value of the catch.
In this case, prices are directly observable, and their use allows the direct calculation of the loss
in value. Or, more indirectly, in calculating the value of an occupational environmental risk
(such as some exposure to a substance that could pose some health risk), we might examine
the differences in wages across industries in which workers take on different levels of risk.

Compare this with the direct stated preference method that can be used when the value is
not directly observable, such as the value of preserving a species. Analysts derive this value
by using a survey that attempts to elicit the respondents’ willingness to pay (their “stated
preference”) for preserving that species.

Each of these broad categories of methods includes both indirect and direct techniques.
The possibilities are presented in Table 4.1. We start with an examination of stated preference
survey methods.

Stated Preference Methods

Stated preference methods use survey techniques to elicit willingness to pay for a marginal
improvement or for avoiding a marginal loss. These methods are typically of two types,
contingent valuation surveys and choice experiments. Contingent valuation, the most direct
approach, provides a means of deriving values that cannot be obtained in more traditional
ways. The simplest version of this approach merely asks respondents what they would be
willing to pay for a change in environmental quality (such as an improvement in wetlands or
reduced exposure to pollution) or on preserving the resource in its current state. Typically this
question is framed as, “What is the maximum you are willing to pay for the change?”



Valuing the Environment

Table 4.1 Economic Methods for Measuring Environmental and Resource

Values

Methods Revealed Preference Stated Preference

Direct Market Price Contingent Valuation
Simulated Markets

Indirect Travel Cost Choice Experiments
Hedonic Property Values Conjoint Analysis
Hedonic Wage Values Attribute-Based Models
Avoidance Expenditures Contingent Ranking

Source: Modified by the authors from Mitchell and Carson, 1989.

Alternative versions ask a “yes” or “no” question, such as whether or not the respondent
would pay $X to prevent the change or preserve the species. The answers reveal either an
upper bound (in the case of a “no” answer) or a lower bound (in the case of a “yes” answer).

Choice experiments, on the other hand, present respondents with a set of options. Each set
consists of various levels of attributes or characteristics of the good. One of the characteristics
will be the “price” of that bundle of attributes. Each choice set typically includes the status
quo bundle which includes a price of $0 since it represents no change. Respondents choose
their preferred option.

Contingent Valuation Method

The contingent valuation survey approach creates a hypothetical market and asks respondents
to consider a willingness-to-pay question contingent on the existence of this market. Contingent
valuation questions come with their own set of challenges. The major concern with the
use of the contingent valuation method has been the potential for survey respondents to
give biased answers. Six types of potential bias have been the focus of a large amount
of research: (1) strategic bias, (2) information bias, (3) starting-point bias, (4) hypothetical bias,
(5) payment vehicle bias (protest bids), and (6) the observed discrepancy between willingness
to pay (WTP) and willingness to accept (WTA).

Strategic bias arises when the respondent intentionally provides a biased answer in order to
influence a particular outcome. If a decision to preserve a stretch of river for fishing,
for example, depends on whether or not the survey produces a sufficiently large value for fishing,
the respondents who enjoy fishing may be tempted to provide an answer that ensures a high
value, rather than the lower value that reflects their true valuation. Another variation on strategic
bias is social desirability bias, which occurs when respondents try to present themselves in a
favorable light; one common example is when voters claim to have voted when they did not.

Information bias may arise whenever respondents are forced to value attributes with which
they have little or no experience. For example, the valuation by a recreationist of a loss in
water quality in one body of water may be based on the ease of substituting recreation on
another body of water. If the respondent has no experience using the second body of water,
the valuation could be based on an entirely false perception.

Visual aids have been shown to reduce uncertainty and unfamiliarity with the good or service
being valued, but the nature of the visual aid may affect the response. Labao et al. (2008) found
that colored photographs, as opposed to black-and-white photographs, influenced respondent
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willingness to pay for the Philippine Eagle. The colored photographs resulted in a higher willing-
ness to pay than black-and-white photos. Why? The authors suggest that the higher willingness
to pay could be explained by photographs in color simply providing more information or by
“enhancing respondents’ ability to assimilate information.” In any case, the nature of the visual
aide seems important for revealing preferences.

Starting-point bias may arise in those survey instruments in which a respondent is asked to
check off their WTP from a predefined range of possibilities. How that range is defined by the
designer of the survey may affect the resulting answers. A range of $0-$100 may produce a
valuation by respondents different from, for example, a range of $10-$100, even if no responses
are in the $0-$10 range. Ladenburg and Olsen (2008), in a study of willingness to pay to
protect nature areas in Denmark from new highway development, found that the starting-point
bias in their choice experiment was gender specific, with female respondents exhibiting the
greatest sensitivity to the starting point.

Hypothetical bias can enter the picture because the respondent is being confronted by a
contrived, rather than an actual, set of choices. Since he or she will not actually have to pay the
estimated value, the respondent may treat the survey casually, providing ill-considered answers.
One early survey (Hanemann, 1994) found ten studies that directly compared willingness-to-pay
estimates derived from surveys with actual expenditures. Although some of the studies found
that the willingness-to-pay estimates derived from surveys exceeded actual expenditures, the
majority of those found that the differences were not statistically significant. Subsequently,
Ehmke, Lusk, and List (2008) tested whether hypothetical bias depends on location and/or
culture. In a study based on student experiments in China, France, Indiana, Kansas, and Niger,
they found significant differences in bias across locations. Given that policymakers frequently
rely on existing benefits estimates from other locations when making decisions, this finding
should not be taken lightly. The strengths and weaknesses of using estimates derived in one
setting to infer benefits in another, a technique known as benefit transfer, are discussed below.

Increasingly, environmental economists are using these types of experiments to try to
determine the severity of some of these biases as well as to learn how to reduce bias. Some of
these experiments are conducted in a laboratory setting, such as a computer lab or a classroom
designed for this purpose. In one such experiment on voluntary provision of public goods
(donations), Landry et al. (2006) found that for door-to-door interviews, an increase in
physical attractiveness of the interviewer led to sizable increases in giving. Interestingly,
physical attractiveness also led to increases in response rates, particularly by male households.
Sometimes called interviewer bias, biases like these can be kept small through well-designed
and pretested surveys.

Another challenge, payment vebicle bias, can arise when respondents react negatively to the
choice of the payment vehicle. The payment vehicle represents how the stated WTP would be
collected. Common choices include donations, taxes or increases to utility bills. If a respondent
is averse to taxes or has a negative perception of the agency collecting the (hypothetical) payment,
they may state $0 for their willingness to pay. If their true willingness to pay is actually greater
than zero, but they are “protesting” the question or payment vehicle, this zero must be excluded
from the analysis. Determining which zero bids are valid and which are protests is important.

The final source of bias addresses observed gaps between two supposedly closely related
concepts—willingness to pay (WTP) and willingness to accept (WTA) compensation.
Respondents to contingent valuation surveys tend to report much higher values when asked
for their willingness to accept compensation for a specified loss of some good or service than
if asked for their willingness to pay for a specified increase of that same good or service.
Economic theory suggests the two should be equal. Debate 4.2 explores some of the reasons
offered for the difference.
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Measuring willingness to pay or willingness to accept in the presence of price changes
makes two new concepts relevant—compensating variation and equivalent variation.
Compensating variation is the amount of money it would take to compensate for a price
increase in order to make a consumer just as well off as she or he was before the price increase.
How much the consumer was “hurt” by the price increase can be measured by the compensating
variation. Equivalent variation, on the other hand, is the amount of money it would take to
make a consumer indifferent (same income) between the money and the price increase. In
other words, how much money would she or he pay to avoid the price increase?

If the compensating variation is greater than zero, that amount represents willingness
to pay. If it is negative, it represents willingness to accept. In other words, for increases
in environmental quality, compensating variation should be positive (WTP). For decreases in
environmental quality, it should be negative (WTA). Equivalent variation is just the opposite—
the amount of money the household would need to be given to be just as well off as before the
environmental change. Equivalent variation will be positive for increases in environmental
quality (WTA) and negative for decreases (WTP). In theory, in the absence of any income effects,
these measures (along with consumer surplus) should be equivalent.

Much experimental work has been done on contingent valuation to determine how serious a
problem biases may present. One early survey (Carson et al., 1994) uncovered 1,672 contingent
valuation studies., A much more recent one gives annotations for more than 7,500 studies in 130
countries (Carson, 2011)! Are the results from these surveys reliable enough for the policy process?

DEBATE 4.2 ™\

Willingness to Pay versus Willingness to Accept:
Why So Different?

Many contingent valuation studies have found that respondents tend to
report much higher values for questions that ask what compensation the
respondent would be willing to accept (WTA) to give something up than for
questions that ask for the willingness to pay (WTP) for an incremental
improvement in the same good or service. Economic theory suggests that
differences between WTP and WTA should be small, but experimental
findings both in environmental economics and in other microeconomic
studies have found large differences. Why?

Some economists have attributed the discrepancy to a psychological
endowment effect; the psychological value of something you own is greater
than something you do not. In other words, you would require more
compensation to be as well off without it than you would be willing to pay
to get that same good, and as such, you would be less willing to give it up
(WTA > WTP) (Kahneman, Knetsch, & Thaler, 1990). This is a form of what
behavioral economists call loss aversion—the psychological premise that
losses are more highly valued than gains.

Others have suggested that the difference may be explainable in terms of
the market context. In the absence of good substitutes, large differences
between WTA and WTP would be the expected outcome. In the presence of
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close substitutes, WTP and WTA should not be that different, but the
divergence between the two measures should increase as the degree of
substitution decreases (Hanemann, 1991; Shogren et al., 1994).

The characteristics of the good may matter as well. In their review of the
evidence provided by experimental studies, Horowitz and McConnell (2002)
find that for “ordinary goods” the ratio of WTA/WTP is smaller than the ratio
of WTA/WTP for public and nonmarket goods. Their results support the
notion that the nature of the property rights involved is not neutral.

The moral context of the valuation may matter as well. Croson et al. (Draft
2005) show that the amount of WTA compensation estimated in a damage
case increases with the culpability of the party causing the damage as long as
that party is also paying the damages. If, however, a third party is paying,
WTA is insensitive to culpability. This difference suggests that the valuation
implicitly includes an amount levied in punishment for the party who caused
the damage (the valuation becomes the lost value plus a sanction).

It may also be the case that, in dynamic settings, respondents are uncertain
about the value of the good. Zhao and Kling (2004) argue that in intertempo-
ral settings, the equivalence of compensating variation/equivalent variation
and WTP/WTA breaks down, in part because WTP and WTA have a behavioral
component and the timing of a decision will be impacted by the consumer’s
rate of time preference and willingness to take risks. A buyer or seller, by com-
mitting to a purchase or sale, must forgo opportunities for additional informa-
tion. These “commitment costs” reduce WTP and increase WTA. The larger the
commitment costs, the larger is the divergence between the two measures.

Ultimately, the choice of which concept to use in environmental valuation
comes down to how the associated property right is allocated. If someone
owns the right to the resource, asking how much compensation they would
require to give it up is the appropriate question. If the respondent does not
have the right, using WTP to estimate the value of acquiring it is the right
approach. However, as Horowitz and McConnell point out, since the holders
and nonholders of “rights” value them differently, the initial allocation
of property rights can have a strong influence on valuation decisions for
environmental amenities. And, as Zhao and Kling note, the timing of the
decision can also be an important factor.

Sources: Croson, R., Rachlinski, J. J., & Johnston, J. (Draft 2005). Culpability as an
explanation of the WTA-WTP discrepancy in contingent valuation; Hanemann,
W. M. (1991). Willingness to pay and willingness to accept: How much can they differ?
American Economic Review, 81, 635-647; Horowitz, J. K., & McConnell, K. E. (2002). A
review of WTA/WTP studies. Journal of Environmental Economics and Management, 44,
426-447; Kahneman, D., Knetsch, J., & Thaler, R. (1990). Experimental tests of the
endowment effect and the Coase theorem. Journal of Political Economy, 98, 1325-1348;
Shogren, J. F, Shin, Senung Y., Hayes, D. J., & Kliebenstein, J. B. (1994). Resolving
differences in willingness to pay and willingness to accept. American Economic Review,
84(1), 255-270; Zhao, Jinhua, & Kling, Catherine. (2004). Willingness to pay, compensating
variation, and the cost of commitment. Economic Inquiry, 42(3), 503-517.
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Faced with the need to compute damages from oil spills, the National Oceanic and Atmospheric
Administration (NOAA) convened a panel of independent economic experts (including two
Nobel prize laureates) to evaluate the use of contingent valuation methods for determining lost
passive-use or nonuse values. Their report, issued on January 15, 1993 (58 FR 4602), was
cautiously supportive.

The committee made clear that it had several concerns with the technique. Among those
concerns, the panel listed (1) the tendency for contingent valuation willingness-to-pay estimates
to seem unreasonably large; (2) the difficulty in assuring the respondents have understood and
absorbed the issues in the survey; and (3) the difficulty in assuring that respondents are
responding to the specific issues in the survey rather than reflecting general warm feelings about
public-spiritedness, known as the “warm glow” effect.’

But the panel also made clear its conclusion that suitably designed surveys could eliminate
or reduce these biases to acceptable levels and it provided, in an appendix, specific guidelines
for determining whether a particular study was suitably designed. The panel suggested that
when practitioners follow these guidelines, they:

can produce estimates reliable enough to be the starting point of a judicial process of
damage assessment, including lost passive-use values. . . . [A well-constructed contingent
valuation study] contains information that judges and juries will wish to use, in
combination with other estimates, including the testimony of expert witnesses.

Specifically, they suggested the use of referendum-type (yes/no) willingness-to-pay questions,
personal interviews when possible, clear scenario descriptions, and follow-up questions.

These guidelines have been influential in shaping subsequent studies. For example,
Example 4.1 shares the results of a large contingent valuation survey, designed to estimate the
value of preventing future spills. While influential, these guidelines have become dated, and, in
2017, new “contemporary guidelines” were published (Johnston et al., 2017). These guidelines
provide best practice recommendations for both contingent valuation and choice experiments
using what has been learned in the approximately 8000 stated preference studies published
since the NOAA guidelines were first published. The authors offer 23 recommendations
including designing a survey that clearly describes the status quo or baseline scenario, selecting
a random sample of the affected population and choosing an appropriate survey mode. They
also recommend pretesting of the survey instrument. They give extensive guidance on when to
choose contingent valuation over a choice experiment and vice versa as well recommendations
for reducing and addressing response bias.

Choice Experiments

Indirect hypothetical stated preference methods include several attribute-based methods.
Attribute-based methods, such as choice experiments, are useful when project options have
multiple levels of different attributes. Like contingent valuation, choice experiments are also
survey based, but instead of asking respondents to state a willingness to pay, they are asked
to choose among alternate bundles of goods. Each bundle has a set of attributes and the levels
of each attribute vary across bundles. Since one of the attributes in each bundle is a price
measure, willingness to pay can be identified.

Consider an example (Landry and Mires, 2017) that surveyed North Carolina residents
on their preferences and willingness to pay for marine cultural heritage sites (e.g., shipwrecks).
The choice experiment included five attributes including the preservation zone, the availability
of public programs and whether or not there was a walking, virtual, or diving trail. Table 4.2
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Leave No Behavioral Trace: Using
the Contingent Valuation Method to Measure
Passive-Use Values

Until the Exxon Valdez tanker spilled 11 million gallons of crude oil into Prince William
Sound in Alaska, the calculation of nonuse (or passive-use) values was not a widely
researched topic. However, following the 1989 court ruling in Obio v. U.S. Department
of the Interior that said lost passive-use values could now be compensated within
natural resources damages assessments and the passage of the Oil Pollution Act of 1990,
the estimation of nonuse and passive-use values became not only a topic of great debate,
but also a rapidly growing research area within the economics community.

One study (Carson et al., 2003) discusses the design, implementation, and results of
a large survey designed to estimate the passive-use values related to large oil spills. In
particular, the survey asked respondents their willingness to pay to prevent a similar
disaster in the future by funding an escort ship program that would help prevent and/or
contain a future spill. The survey was conducted for the State of Alaska in preparation
for litigation in the case against the Exxon Valdez.

The survey followed the recommendations made by the NOAA panel for conducting
contingent valuation surveys and for ensuring reliable estimates. It relied upon face-to-
face interviews and the sample was drawn from the national population. The study used
a binary discrete-choice (yes/no) question where the respondent was asked whether he or
she would be willing to pay a specific amount, with the amount varying across four
versions of the survey. A one-time increase in taxes was the chosen method of payment.
They also avoided potential embedding bias (where respondents may have difficulty
valuing multiple goods) by using a survey that valued a single good. The survey contained
pictures, maps, and background information to make sure the respondent was familiar
with the good he/she was being asked to value.

Using the survey data, the researchers were able, statistically, to estimate a valuation
function by relating the respondent’s willingness to pay to respondent characteristics.
After multiplying the estimate of the median willingness to pay by the population
sampled, they reported aggregate lost passive-use values at $2.8 billion (in 1990 dollars).
They point out that this number is a lower bound, not only because willingness to
accept compensation would be a more appropriate measure of actual lost passive-use
from the spill (see Debate 4.2), but also because their median willingness to pay was less
than the mean.

The Exxon Valdez spill sparked a debate about the measurement of nonuse and
passive-use values. Laws put into place after the spill now ensure that passive-use values
will be included in natural resource damage assessments. Should other parts of the
world follow suit?

Source: Carson, Richard T., Mitchell, Robert C., Hanemann, Michael, Kopp, Raymond J., Presser,

Stanley, & Ruud, Paul A. (2003). Contingent valuation and lost passive use: Damages from the
Exxon Valdez oil spill. Environmental and Resource Economics, 25, 257-286.

J




Valuing the Environment

[Table 4.2 Choice Experiment: Attributes and Levels ]
Attributes Levels
Preservation Zone e Status quo; 30 shipwrecks protected
e 38 more shipwrecks (68 total; 127% increase); 2192 m? of
bottomland
e 56 more shipwrecks (124 total; 313% increase); 13,498 m? of
bottomland
Public Programs ¢ No change

¢ Increase museum exhibits and provide educational workshops

¢ Increase museum exhibits and provide educational workshops,
plus public television series about shipwrecks and creation of
boating tours to shipwrecks

Walking Trail * Yes/No
Virtual Trail * Yes/No
Diving Trail * Yes/No

reproduces the attributes and levels. With three attributes with three levels and two with two
levels, there are 216 possible different profiles. Best practices suggests the use of a fractional
factorial design and the authors chose eight versions with three choice sets per version of the
survey, resulting in 24 choice sets.

Respondents were given a choice set of three different alternative management plans and
the status quo (no purchase). Table 4.3 demonstrates a sample survey question. The researchers
found a willingness to pay of $98 per household for a moderate level of public programs on
Maritime Archeology and Shipwrecks; $90/household for the Walking Trails for the Graveyard
of the Atlantic; and $84/household for Virtual Trails for the Graveyard of the Atlantic:
(Landry and Mires 2017).

Choice experiments have evolved from both contingent valuation and marketing studies.
This approach allows the respondent to make a familiar choice (choose a bundle) and allows
the researcher to derive marginal willingness to pay for an attribute from that choice.

In another example, Haefele et al. (2016) present the results of a choice experiment in
which they estimated the total economic value of U.S. National Parks (Example 4.2). Including
both visitation values and passive-use values for U.S. residents, the total value of U.S. National
Parks and Programs more than pays for itself at $92 billion dollars. This estimate is considered
a minimum bound since international visitation values were not included.

Contingent ranking, another survey method, also falls within this final category.
Respondents are given a set of hypothetical situations that differ in terms of the environmental
amenity available (instead of a bundle of attributes) and are asked to rank-order them. These
rankings can then be compared to see the implicit tradeoffs between more of the environmental
amenity and less of the other characteristics. When one or more of these characteristics is
expressed in terms of a monetary value, it is possible to use this information and the rankings
to impute a value to the environmental amenity.

Sometimes more than one of these techniques may be used simultaneously. In some cases,
using multiple techniques is necessary to capture the total economic value; in other cases, it
may be used to provide independent estimates of the value being sought as a check on the
reliability of the estimate. Chapter 13 will provide several additional examples.
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[Table 4.3 Sample Choice Experiment Question

I: Here is the first voting opportunity
(Please chose one of the four options below by putting an “X" in one of the empty boxes)

26. Program 1 Program 2 Program 3 Status Quo
Preservation Zone Yellow Zone Yellow Zone Red Zone Red Zone
Public Programs Large No Investment Large No Investment
Investment Investment
Walking Trails Yes No No No
Virtual Trails No Yes Yes No
SCUBA Diving Trails Yes No No No
One-time Tax $12 $55 $145 $0

putan “X” in one of
the boxes to the right

27. How confident are you about this choice from these options? (Please select one)
O Very Certain O Somewhat Certain O Somewhat Uncertain O Very Uncertain O Don’t Know

1I: Now consider another voting opportunity with different choices

(Please choose one of the four options below by putting an “X" in one of the empty boxes)

28. Program 4 Program 5 Program 6 Status Quo
Preservation Zone Orange Zone Orange Zone Yellow Zone Red Zone
Public Programs Large No Investment No Investment No Investment
Investment
Walking Trails No Yes No No
Virtual Trails No Yes No No
SCUBA Diving Trails Yes No Yes No
One-time Tax $145 $12 $55 $0

put on “X” in one of
the boxes to the right

29. How confident are you about this choice from these options? (Please select one)
O Very Certain O Somewhat Certain O Somewhat Uncertain O Very Uncertain O Don’t Know

IlI: Finally, consider this third opportunity with different choices

(Please chose one of the four options below by putting an “X" in one of the empty boxes)

30. Program 7 Program 8 Program 9 Status Quo
Preservation Zone Red Zone Red Zone Yellow Zone Red Zone
Public Programs No Investment Moderate Moderate No Investment
Investment Investment
Walking Trails Yes No Yes No
Virtual Trails Yes No Yes No
SCUBA Diving Trails No Yes No No
One-time Tax $12 $145 $55 $0

put on “X” in one of
the boxes to the right

31. How confident are you about this choice from these options? (Please select one)
O Very Certain O Somewhat Certain O Somewhat Uncertain O Very Uncertain O Don’t Know
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R EXAMPLES2 2

The Value of U.S. National Parks

In 2016, the National Park Service in the United States turned 100 years old. As federal
budget deficits loom, there has been some talk of selling off some of these sites. What is
the value of the National Park lands, waters, and historic sites? According to the first
ever comprehensive estimate, it is, at a minimum, valued at $92 billion.

Haefele et al. (2016) present the results of a survey of American households
focused on estimating the total economic value (TEV) of National Parks and Programs.
Previous studies have focused on the value of specific National Park or monument sites,

but none had attempted to estimate the value of all of these national treasures. The goal
was to calculate total economic value; visitation values and passive-use (or nonuse)
values.

Using the population of all U.S. households from which to draw a sample, researchers
used a mixed mode approach that utilized both mail and internet surveys with phone
call reminders. Two rounds of surveys were implemented between 2013 and 2015.

In the survey, participants were asked whether protecting National Parks was impor-
tant to them. Nearly 95 percent of the sample said they were, even if they did not visit
them. Moreover, 93.5 percent thought it was important to protect trails, parks, and open
spaces for current and future generations whether they use them or not. The language in
these questions suggests bequest and passive-use values. Only 6.2 percent thought the U.S.
should sell off some National Parks. The survey also included questions on respondents’
political point of view. The sample of respondents leaned to the conservative side of the
aisle.

The stated preference survey design was a choice experiment in which respondents
chose among bundles that included the size of cuts to programs as well as the percentages
of lands sold. Choice experiments typically allow respondents to choose a status quo
bundle for which the price is $0. In order to minimize hypothetical bias (respondents
stating a higher willingness to pay than they would actually pay), the choice question
was followed by reminders to consider their budgets. This “cheap talk” technique has
been shown to significantly reduce hypothetical bias.

Respondents were asked their willingness to pay a specific amount of money to pay for
the National Park Service Programs. The payment vehicle utilized was an increase in
federal income tax for each of the next 10 years. As we have discussed in this chapter,
protest responses must be omitted from the data since those answers do not represent
willingness to pay, instead representing a scenario (usually payment vehicle) protest. Since
the payment vehicle chosen was federal income tax, there was some initial concern that
protest zeros would be problematic, however, only 7.5 percent of the responses were
considered to be protests.

Using econometric analysis, the marginal willingness to pay (or implicit price) for
each type of National Park or National Park Service Program were estimated. These
values are reproduced in Table 4.4.
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Table 4.4 Per-household total economic value (TEV) for the
National Park system and NPS Programs

National Parks Estimated value
Nature-focused National Parks (79,096,632 acres) $1,113.24
History-focused National Parks (226 sites) $874.72
Water-focused National Parks (4,818,275 acres) $977.93
Per household value for all National Park acres/sites $2,967.00
NPS Programs

Historic sites and buildings protected each year (2000) $316.31
Acres transferred to communities each year (2700) $98.41
National landmarks protected each year (114) $347.98
Schoolchildren served by NPS educational programs $682.62
(4.1 million)

Per household value for all NPS programs $1,445.00

Source: Table 4 in Haefele et al. (2016)

These household values were then multiplied by the total number of households in
the population to determine the total economic value. In order to present a minimum
bound (or very conservative estimate), they assumed that households that did not return
a survey were willing to pay $0.

The final tally of $92 billion includes both use values for visitors and passive-use or
existence values, $62 billion of which (or two-thirds) is for the National Park Service
lands and waters and historic sites, with $30 billion for programs. Of the $62 billion,
the authors suggest that approximately half of that value is passive-use value. Of course,
these values do not even include the willingness to pay of the millions of international
tourists that visit U.S. National Parks each year or those who hold passive-use values
for these locations. Thus, the $92 billion TEV also represents “the minimum amount
that U.S. households are willing to pay to avoid the loss of the NPS and its programs”
(Haelfele et al., 2016, p. 25).

According to one of the authors of the study, Linda Bilmes at Harvard University, the
study shows that “Americans value the National Park Service at least 30 times more
than the government spends on them.” It is a happy 100th birthday indeed.

Sources: Haefele, Michelle, Loomis, John, & Bilmes, Linda. (2016). Total economic valuation of the
National Park Service Lands and Programs: Results of a survey of the American public. Faculty
Research Working Paper Series. RWP16-024 (June); Haefele, Michelle, Loomis, John, & and Bilmes,
Linda. (2016). Total economic valuation of US National Park Service estimated to be $92 billion:
Implications for policy. The George Wright Forum, 33(3): 335-345; National Park Foundation Press
Release. (June 30, 2016). National Park Foundation announces study determining value

of America’s National Parks to be $92 billion.
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Revealed Preference Methods

Revealed preference methods are “observable” because they involve actual behavior and
expenditures and “indirect” because they infer a value rather than estimate it directly. Suppose,
for example, a particular sport fishery is being threatened by pollution, and one of the damages
caused by that pollution is a reduction in sportfishing. How is this loss to be valued when
access to the fishery is free?

Travel-Cost Method. One way to derive this loss is through #ravel-cost methods. Travel-cost
methods may infer the value of a recreational resource (such as a sport fishery, a park, or a
wildlife preserve where visitors hunt with a camera) by using information on how much
visitors spend in getting to the site to construct a demand curve representing willingness to
pay for a “visitor day.”

Freeman et al. (2014) identify two variants of this approach. In the first, analysts examine
the number of trips visitors make to a site. In the second, the analysts examine whether people
decide to visit a site and, if so, which site. This second variant includes using a special class
of models, known as random utility models, to value quality changes.

The first variant allows the construction of a travel cost demand function. The value of the
flow of services from that site is the area under the estimated demand curve for those services
or for access to the site, aggregated over all who visit the site. Using this variant, individual
consumer surplus can be estimated. The area below the demand curve but above the travel
cost (price) is the consumer surplus.

The second variant enables an analysis of how specific site characteristics influence choice
and, therefore, indirectly how valuable those characteristics are. Knowledge of how the
value of each site varies with respect to its characteristics allows the analyst to value how
degradation of those characteristics (e.g., from pollution) would lower the value of the site.

Travel-cost models have been used to value National Parks, mountain climbing, recreational
fishing, and beaches. Travel-cost models have also been used to value losses from events such
as beach closures during oil spills, fish consumption advisories, and the cost of develop-
ment that has eliminated a recreation area. The methodology for both variants is detailed in
Parsons (2003).

In the random utility model, a person choosing a particular site takes into consideration
site characteristics and its price (trip cost). Characteristics affecting the site choice include ease
of access and environmental quality. Each site results in a unique level of utility and a person
is assumed to choose the site giving the highest level of utility to that person. Welfare losses
from an event such as an oil spill can then be measured by the resulting change in utility should
the person have to choose an alternate, less desirable site.

Example 4.3 looks at the use of travel cost methods to estimate the economic impacts of
beach closures due to oil spills in Minorca, Spain.

One interesting paradox that arises with the travel cost model is that those who live
closest to the site, and may actually visit frequently, will have low travel costs. These users
will appear to have a lower value for that site even if their (unmeasured) willingness to pay
for the experience is very high. Another challenge in this model is how to incorporate the
opportunity cost of time. Usually, this is represented by wages, but that approach is not
universally accepted.

Hedonic Property Value and Hedonic Wage Methods. Two other revealed preference

methods are the hedonic property value and hedonic wage methods. They share the
characteristic that they use a statistical technique, known as multiple regression analysis, to
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Using the Travel Cost Method to
Estimate Recreational Value:
Beaches in Minorca, Spain

Minorca, an island in the Mediterranean Sea, is a very popular tourist destination.
Minorca’s population doubles in the summer months from about 80,000 year-round
residents to between 150,000 and 175,000 in the summer. The island’s beaches are a
major attraction.

Just how valuable are those beaches? To provide an estimate, researchers considered
a hypothetical scenario in which an oil spill resulted in closure of certain beaches on the
island. The analysis involved using a random utility model based upon survey data to
estimate the economic impacts of these closures.

In 2008, 573 face-to-face individual surveys were conducted at 51 different beaches
on the island using a discrete choice travel-cost survey. Respondents were asked some
typical travel-cost survey questions such as where the trip originated, how they got to
the site, how many people they were traveling with and their ages, and some questions
to collect socio-economic demographics on the respondents. After being asked about
their attitudes toward different beach attributes, they completed a questionnaire on the
characteristics of the beach they were visiting. The characteristics included a measure of
how urban the area was, the type of sand, how clean the beach was, how crowded it
was, whether or not there was a toilet, presence of drink vendors, water temperature,
calmness of the water, environmental quality, presence of a life guard, the direction the
beach faced, and whether or not nudism was present on the beach. Travel costs included
the cost of fuel and tolls plus travel time. Travel time varied by mode of transportation—
using average walking and average driving speeds.

The random utility model allowed researchers to estimate the impacts on utility
of the various beach characteristics identified by the surveys. Those characteristics
positively affecting utility included north facing, presence of a life guard, presence of
toilets and drink vendors, thin sand, presence of nudism, warm water temperatures, and
good environmental quality. Characteristics negatively affecting utility included non-
northern beaches, urban beaches, crowding, algae, and calm water.

Because some beach attributes were more highly valued than others, the range of
estimates was dramatically affected by the details in the scenario. For example, for a
closure affecting beaches on the west coast, the willingness to pay to avoid this loss was
.24 euros (2008) per day per person with peak visitation of 25,000 visitors. Aggregating
the per-visitor value across visitors produced a daily welfare loss from these closures of
6,000 euros. On the other extreme, a spill forcing closure of the more valuable northern
beaches would cause the welfare loss to rise to 1.73 euros per day per person for a total
of 43,250 euros during peak visitation.

It is easy to take highly enjoyable recreational sites for granted since they are freely
provided by nature. As a result they may not be given their due when resources are
allocated for their protection and enhancement. The travel-cost method can help to
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inform policy not only by demonstrating how truly valuable they are, but also by

allowing useful distinctions to be made among various recreation resources.
Source: Pere, Riera, McConnell, Kenneth E., Giergiczny, Marek, & Mahieu, Pierre-Alexandre. (2011).
Applying the travel-cost method to Minorca beaches: Some policy results. In Jeff Bennett (Ed.),

International Handbook on Non-Market Environmental Valuation. Cheltenham, U.K.:
Edward Elgar, 60-73.
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“tease out” the environmental component of value in a related market. For example, it is
possible to discover that, all other things being equal, property values are lower in polluted
neighborhoods than in clean neighborhoods. (Property values fall in polluted neighborhoods
because they are less desirable places to live.)

Hedonic property value models use market data (house prices) and then break down the
house sales price into its attributes, including the house characteristics (e.g., number of
bedrooms, lot size, and features), the neighborhood characteristics (e.g., crime rates, school
quality, and so on), and environmental characteristics (e.g., air quality, percentage of open
space nearby, distance to a local landfill, etc.).

Hedonic models allow for the measurement of the marginal willingness to pay for discrete
changes in an attribute. Numerous studies have utilized this approach to examine the effect
on property value of things such as distance to a hazardous waste site (Michaels & Smith,
1990), large farm operations (Palmquist et al., 1997), open space and land use patterns
(Bockstael, 1996; Geoghegan et al., 1997; Acharya & Bennett, 2001), dams and rivers (Bohlen
& Lewis, 2009; Lewis and Landry, 2017), brownfields (Mihaescu & vom Hofe, 2012), and
shale oil production facilities (Gopalakrishnan & Klaiber, 2013). This approach has become
commonplace with the use of geographic information systems (discussed below).!

Hedonic wage approaches are similar except that they attempt to isolate the environmental
risk component of wages, which serves to isolate the amount of compensation workers require
in order to work in risky occupations. It is well known that workers in high-risk occupations
demand higher wages in order to be induced to undertake the risks. When the risk is
environmental (such as exposure to a toxic substance), the results of the multiple regression
analysis can be used to construct a willingness to pay to avoid this kind of environmental risk.
Additionally, the compensating wage differential can be used to calculate the value of a
statistical life (Taylor, 2003). Techniques for valuing reductions in life-threatening risks will
be discussed later in this chapter.

Benefit Transfer and Meta-Analysis

The NOAA panel report has created an interesting dilemma. Although it legitimized the use
of contingent valuation for estimating passive-use (nonconsumptive use) and nonuse values,
the panel has also set some rather rigid guidelines that reliable studies should follow. The cost
of completing an “acceptable” contingent valuation study could well be so high that they will
only be useful for large incidents, those for which the damages are high enough to justify their
use. Yet, due to the paucity of other techniques, the failure to use contingent valuation may,
by default, result in passive-use values of zero. That is not a very appealing alternative. "
One key to resolving the dilemma created by the possible expense of implementing the
NOAA panel’s recommendations may be provided by a technique called benefit transfer. Since
original studies are time consuming and expensive, benefit transfer allows the estimates for
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the site of interest to be based upon estimates from other sites or from an earlier time period
to provide the foundation for a current estimate.

Benefit transfer methods can take one of three forms: value transfers, benefit function
transfers, or meta-analysis. Sometimes the actual benefit values derived from point estimates
can simply be directly transferred from one context to another, usually adjusted for differences
between the study site and the policy site. Function transfer involves using a previously
estimated benefit function that relates site characteristics to site values. In this case, the
differentiating characteristics of the site of interest are entered into the previously derived
benefit function in order to derive newer, more site-specific values (Johnston et al., 2006).

Most recently, meta-analysis has been utilized. Meta-analysis, sometimes called the
“analysis of analyses,” takes empirical estimates from a sample of studies, statistically relates
them to the characteristics of the studies, and calculates the degree to which the reported
differences can be attributed to differences in location, subject matter, or methodology. For
example, meta-analysis has been used with cross sections of contingent valuation studies
as a basis for isolating and quantifying the determinants of nonuse value. Once these deter-
minants have been isolated and related to specific policy contexts, it may be possible to
transfer estimates from one context to another by finding the value consistent with the new
context without incurring the time and expense of conducting new surveys each time.

Benefit transfer methods have been widely used in situations for which financial, time, or
data constraints preclude original analysis. Policymakers frequently look to previously
published studies for data that could inform a prospective decision. Benefit transfer has the
advantage of being quick and inexpensive, but the accuracy of the estimates deteriorates as
the new context tends to deviate (either temporally or spatially) the further it is from the
context used to derive the estimates. Benefit transfer has not escaped controversy. Johnston
and Rosenberger (2010) and Johnston et al. (2015) provide a comprehensive discussion of
benefit transfer and outline some of the potential problems with the use of benefit transfer,
including a lack of studies that are both of sufficiently high quality and policy relevant.
Additionally, many of the published studies do not provide enough information on the
attributes to allow an assessment of how they might have affected the derived value.

In response to some of these concerns, a valuation inventory database has emerged. The
Environmental Valuation Reference Inventory (EVRI) is an online searchable database of over
4000 empirical studies on the economic value of environmental benefits and human health
effects. It was specifically developed as a tool for use in benefit transfer.'?

Benefit transfers are also subject to large errors. A few studies have tested the validity of
environmental value transfer across sites. In those that have, the transfer errors have been
sizable and wide ranging, sometimes over 100 percent for stated preference survey transfers
(Brouwer, 2000, and Rosenberg and Stanley, 2006). Using meta-data from 31 empirical
studies, Kaul et al. (2013) find a median transfer error of 39 percent. Lewis and Landry (2017)
compare original hedonic property value model results to a test of transferring those results
via benefit function transfer and find errors ranging from 29 percent to 1000 percent! These
results suggest caution with the use of benefit transfer.

Using Geographic Information Systems to Enhance Valuation

Geographic information systems (GIS) are computerized mapping models and analysis tools.
A GIS map is made up of layers such that many variables can be visualized simultaneously
using overlays. GIS offers a powerful collection of tools for depicting and examining spatial
relationships. Most simply, GIS can be used to produce compelling measurements and graphics
that communicate the spatial structure of data and analytic results with a force and clarity
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otherwise impossible. But the technology’s real value lies in the potential it brings to ask novel
questions and enrich our understanding of social and economic processes by explicitly
considering their spatial structure. Models that address environmental externalities have,
almost by definition, a strong spatial component.'3

Fundamentally spatial in nature, use of GIS in hedonic property models is a natural fit.
Housing prices vary systematically and predictably from neighborhood to neighborhood.
Spatial characteristics, from air quality to the availability of open space, can influence property
values of entire neighborhoods; if one house enjoys abundant open space or especially good
air quality, it is highly likely that its neighbors do as well.

In a 2008 paper, Lewis, Bohlen, and Wilson used GIS and statistical analysis to evaluate
the impacts of dams and dam removal on local property values. In a unique “experiment,”
they collected data on property sales for 10 years before and after the Edwards Dam on the
Kennebec River in Maine was removed. The Edwards Dam was the first federally licensed
hydropower dam in the United States to be removed primarily for the purpose of river
restoration. They also collected data on property sales approximately 20 miles upstream
where two dams were still in place. GIS technology enhanced this study by facilitating the
calculation of the distance from each home to both the river and the nearby dams. Lewis
et al., 2008 found that homeowners pay a price penalty for living close to a dam. In other
words, willingness to pay for identical housing is higher the further away from the dam the
house is located. They also found that the penalty near the Edwards Dam site dropped to
nearly zero after the dam was removed. Interestingly, the penalty upstream also dropped
significantly. While a penalty for homes close to the dams upstream remains, it fell after the
downstream dam was removed. Can you think of reasons why?'

Example 4.4 shows how the use of GIS can enable hedonic property value models to
investigate how the view from a particular piece of property might affect its value.

Averting Expenditures. A final example of an indirect observable method involves examining
“averting” or “avoidance” expenditures. Averting expenditures are those designed to reduce the
damage caused by pollution by taking some kind of averting or defensive action. Examples
include installing indoor air purifiers in response to an influx of polluted air or relying on
bottled water as a response to the pollution of local drinking water supplies. Since people would
not normally spend more to prevent a problem than would be caused by the problem itself,
averting expenditures can provide a lower-bound estimate of the damage caused by pollution.
They also cause a disproportionate hardship on poor households that cannot afford such coping
expenditures. Dickie (2016) argues that ignoring averting expenditures or behavior may under-
estimate damages. He offers a simple example using contaminated drinking water. Suppose
contaminated drinking water increases waterborne illness by 4 percent. If half the population
avoids the contamination by some form of averting action such as using an alternate source of
water, frequency of illness will drop to 2 percent. Only half the population is now exposed, thus
reducing damages. However, the avoidance expenses must be included in the damage estimate.
If they are not, the damages will be underestimated (Dickie, 2016). Example 4.5 illustrates the
impact of coping or averting expenditures on residents of Kathmandu, Nepal.

Challenges

Aggregation. As you have probably figured out by now, nonmarket valuation faces several
challenges. One challenge involves the aggregation of estimated values into a total value that
can be used in benefit-cost analysis. How large is the relevant population? Do benefits change
with distance to the resource in question? Debate 4.3 explores some of these challenging issues.
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EXAMPLE 4.4 ~

Using GIS to Inform Hedonic Property Values:
Visualizing the Data

GIS offers economists and others powerful tools for analyzing spatial data and spatial
relationships. For nonmarket valuation, GIS has proven to be especially helpful in
enhancing hedonic property value models by incorporating both the proximity of
environmental characteristics and their size or amount. GIS studies have also allowed
for the incorporation of variables that reflect nearby types and diversity of land use.

Geo-coding housing transactions assign a latitude and longitude coordinate to each
sale. GIS allows other spatial data, such as land use, watercourses, and census data, to
be “layered” on top of the map. By drawing a circle of the desired circumference around
each house, GIS can help us to calculate the amount of each amenity that is in that circle
as well as the density and types of people who live there. Numerous census data are
available on variables such as income, age, education, crime rates, and commuting
time. GIS also makes it relatively easy to calculate straight-line distances to desired (or
undesired) locations, such as parks, lakes, schools, or landfills.

In a 2002 paper entitled “Out of Sight, Out of Mind? Using GIS to Incorporate
Visibility in Hedonic Property Value Models,” Paterson and Boyle use GIS to measure
the extent to which visibility measures affect house prices in Connecticut. In their study,
visibility is measured as the percentage of land visible within one kilometer of the
property, both in total and broken out for various land use categories. Finally, they added
variables that measured the percentage of area in agriculture or in forest, or covered by
water within one kilometer of each house.

They find that visibility is indeed an important environmental variable in explaining
property values, but the nature of the viewshed matters. While simply having a view is
not a significant determinant of property values, viewing certain types of land uses is.
Proximity to development reduces property values only if the development is visible, for
example, suggesting that out of sight really does mean out of mind! They conclude that
any analysis that omits variables that reflect nearby environmental conditions can lead
to misleading or incorrect conclusions about the impacts of land use on property values.
GIS is a powerful tool for helping a researcher include these important variables.

Source: Paterson, Robert, & Boyle, Kevin. (2002). Out of sight, out of mind? Using GIS to incorporate
visibility in hedonic property value models. Land Economics, 78(3), 417-425.
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Partial Values. Another large challenge for nonmarket valuation is that most studies only
capture a portion of the total value of an environmental good or service. For example,
ecosystems are bundles of values, but the methods outlined in this chapter are only capable
of capturing a portion of the value.

Figure 4.1 illustrates the different methods environmental economists use to capture
different types of value. Each of these methods relies on different data and, many times,
different experts. Rarely is the available time or money sufficient to apply all methods to a
particular question.

Debate 4.4 illustrates the challenges and importance of attempts to capture the total
economic value by examining a specific case study—polar bears in Canada.
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R EXAMPLESS 2

Valuing the Reliability of Water Supplies:
Coping Expenditures in Kathmandu
Valley, Nepal

Nepal, like many other poor developing countries, experiences chronic shortages of
safe drinking water. The Kathmandu Valley is no exception. The National Water Supply
Corporation serves 70 percent of the population, but the public water supply is neither
reliable nor safe. Shortages are frequent and the water quality is frequently contaminated
with fecal coliform and nitrogen-ammonia (Pattanayak et al., 2005).

How much should be invested in improving water quality depends on how valuable
clean water is to this population. Quantifying those benefits requires establishing how
much residents would be willing to pay for cleaner water. One pathway for quantifying
willingness to pay in this context can be found in analyzing how much households
spend to cope with the unreliable water supply. It turns out they purchase water from
water vendors, collect water from public taps, invest in wells or storage tanks, purchase
filtration systems, and/or boil water. All of these coping mechanisms have both a
financial cost and a cost associated with the time devoted to coping. Using coping costs
as a proxy for willingness to pay can serve as the basis for constructing a lower-bound
estimate of the demand curve for water provision in settings where other more direct
valuation strategies are simply not practical to implement.

In a survey of 1500 households in five municipalities, researchers found that for
households in the Kathmandu Valley, coping or averting behaviors cost the average
household about 1 percent of monthly income, most of this attributed to the time spent
collecting water. The authors note that these coping costs are almost twice as much as
the current monthly bills paid to the water utility.

Some demographic factors were found to have influenced household coping
expenditures.

® Wealthier households were found to have higher coping expenditures. As the authors
note, this confirms the intuition that relatively rich households have more resources
and therefore invest more in water treatment, storage, and purchases.

® More educated respondents also had higher coping costs, perhaps because these
households better understood the risks of contaminated water.

If, as suggested by these two findings, the poor face higher financial and educational
barriers in their quest for cleaner water, water policy in this region faces an environmental
justice issue as well as an efficiency issue.

Even though averting expenditures represent only a lower bound of willingness to
pay for water supply, they can provide valuable information for the estimation of
benefits of water provision. In addition, these data imply that the common assertion
that in poor countries the costs of supplying clean water are so high that they necessarily
exceed the benefits received by water users may be a misconception—the value of water
in this valley was found to be at least twice the current per unit charge even when the
lower bound estimating technique was used.

Source: Pattanayak, Subhrendu K., Yang, Jui-Chen, Whittington, Dale, & Bal Kumar, K. C. (2005). Coping

with unreliable public water supplies: Averting expenditures by households in Kathmandu, Nepal.
Water Resources Research, 41(2), doi:10.1029/2003WR002443.

N\ J
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FIGURE 4.1 Different Methods, Different Experts, Different Data

Source: Courtesy of James Boyd, Resources for the Future

DEBATE 4.3

Distance Decay in Willingness to Pay: When and How
Much Does Location Matter?

One challenge in performing benefit-cost analysis is accurately choosing the
“extent of the market.” The extent of the market refers to who benefits from
the resource in question. Loomis (1996) argues that not accounting for the full
extent of the market (i.e., including everyone who gains some benefit) can
lead to underestimates of willingness to pay and aggregate value.

On the other hand, a more inclusive design might include respondents
with vastly lower willingness to pay simply because of their location. For
some resources, distant respondents have a lower willingness to pay for its
improvement. It seems reasonable to expect, for example, that the benefits
from a reduction in river pollution to an individual household would
probably depend on its proximity to the river. Those closest to the river
place the highest value on the improvement. In other words, since it seems
reasonable to expect that some types of values do experience a “distance
decay,” in aggregating benefits this deterioration should certainly be taken
into account.

Bateman et al. (2006) argue that not accounting for distance decay can
lead to overestimates of willingness to pay. Those who are further away still
benefit and should be counted, but at some kind of decreasing rate. Recently,
the number of stated preference studies (contingent valuation and choice




Valuing the Environment

experiments) that focus on distance decay has increased so we have learned
more about it.

What do these studies say about the circumstances that give rise to distance
decay?

Interestingly, the empirical evidence suggests that both the type of value
being measured (use or nonuse value) as well as the type of willingness to
pay question (compensating versus equivalent variation) matter. Hanley
et al. (2003) and Bateman et al. (2006) both find that distance decay does
arise for use value, but very little or not at all for nonuse values. If, however,
some of the current nonusers become users under the proposed scenario,
their valuation would experience some distance decay. This result follows the
intuition that if the willingness to pay question is framed as a marginal
improvement in quality (compensating variation), then some of the nonusers
might become users and that possibility would be reflected in their valuations.
If the question is framed as equivalent variation (willingness to pay to avoid
loss), nonuser valuations experience no distance decay, since they will remain
nonusers.

These studies suggest that spatial patterns in nonmarket values have
important implications not only for how benefit-cost analysis should be
conducted and interpreted but also for how that analysis affects the policy
evaluations. Different design choices as to the extent of the market and
whether to aggregate across particular political or economic jurisdiction can
lead to very different results. As Schaafsma et al. (2012) suggest, these spatial
patterns should be taken into account both when drawing samples for
willingness to pay surveys, and when aggregating the results.

Sources: Bateman, lan, Day, Brett H., Georgiou, Stavros, & Lake, lan. (September 2006).
The aggregation of environmental benefit values: Welfare measures, distance decay
and total WTP. Discussion paper; Hanley, Nick, Schlapfer, Felix, & Spurgeon, James.
(2003). Aggregating the benefits of environmental improvements: Distance-decay
functions for use and nonuse values. Journal of Environmental Management, 68, 297-
304; Loomis, John B. (1996). How large is the extent of the market for public goods:
Evidence from a nationwide contingent valuation survey. Applied Economics, 28, 779-
782; Schaafsma, Marije, Brouwer, Roy, & Rose, John. (2012). Directional heterogeneity
in WTP models for environmental valuation. Ecological Economics, 79(1), 21-31.

Valuing Human Life

One fascinating public policy area where these various approaches have been applied is in the
valuation of human life. Many government programs, from those controlling hazardous
pollutants in the workplace or in drinking water, to those improving nuclear power plant
safety, are designed to save human life as well as to reduce illness. How resources should be
allocated among these programs depends crucially on the value of human life. In order to
answer this question, an estimate of the value of that life to society is necessary and federal
regulations require such estimates for benefit-cost analysis. How is life to be valued?
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DEBATE 4.4

~

What Is the Value of a Polar Bear?

Because polar bears are such a charismatic species, they have obviously
attracted lots of popular support, but exactly how valuable are they? In
2011, the Canadian government issued a report in which it attempted to
estimate the different socio-economic values of polar bears in Canada.

They commissioned the study in part to determine the economic impact of
adding the polar bear to a list of at-risk species. This study represents one of
the few studies to try to estimate the value of polar bears and the only one
that tries to do it in a comprehensive fashion.

The authors tried to capture active use values (subsistence and sport
hunting, polar bear viewing, and value in scientific research), as well as
passive-use values (existence and bequest values). Multiple nonmarket
valuation methods were used in this study including travel cost (viewing),
market prices (hunting), meta-analysis, and benefit transfer (passive-use
values). Time and budgetary constraints precluded the use of stated
preference methods such as contingent valuation or choice experiments. The
summary of their findings is reproduced in Figure 4.2. Note that the direct
use values actually comprise a relatively small portion of the total value.

An effort to document the value of a species like this produces a value that
is no doubt much closer to the truth than the default value of zero, but how
close are these numbers to the true value? There are several caveats to consider:

@ Consider the calculation for the value of polar bear meat. For this the
cost, the next best substitute, which in this case was beef (for humans)
and dog food was used. One could certainly argue for alternatives.

@ Sportvalues were estimated using the benefit transfer method. Recall the
challenges for using benefit transfer, in particular for a unique species like
the polar bear. The study closest to this one was conducted in 1989 and
focused on big game and grizzly bear hunting. For the polar bear study,
the 1989 values were translated into 2009 dollars. The authors suggest
their number might be an underestimate since hunting for a polar bear is
such a unique experience. On the other hand, they also acknowledge that
the number could just as easily be an overestimate if the charismaticimage
of the polar bear reduces willingness to pay for hunting.

@ Finally, passive-use values were also calculated using benefit transfer. Since
no study has been done on the preservation value of the polar bear in
Canada, the researchers used a meta-analysis of species at risk (Richardson
& Loomis 2009). While that study calculated a total economic value, for
the polar bear study the benefit transfer was specifically designed to
capture only preservation value. It was relatively straightforward
to remove direct uses (visitors) from the transferred value, but not the
indirect use benefits such as scientific value.
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Values associated to polar bears

Non-anthropocentric

Anthropocentric values
values

$6,320 million

( N\
FIGURE 4.2 Monetary Values Associated with Polar Bears in Canada,
by Value Category (Aggregate Amounts for Canada)

Source: EcoRessources Consultants, for Environment Canada, 2011, p- 32
\ Y,

Using any of these values as inputs into others creates a potential to double
count, a common mistake that will be discussed further in Chapter 13. In fact,
scientific values were calculated separately for the polar bear study as well
as being included in the preservation value estimated via benefit transfer.
As such, these numbers could overestimate the value.

What would you be willing to pay to protect the polar bear? As we have
seen in this chapter, these types of questions are challenging to answer.

Source: EcoRessources Consultants. (2011). Evidence of the socio-economic importance
of Polar bears for Canada. Report for Environment Canada. Full report is accessible
at http://publications.gc.ca/site/archivee-archived.html?url=http:/publications.gc.ca/
collections/collection_2012/ec/CW66-291-2011-eng.pdf; Richardson, Leslie, & Loomis,
John. (2009). Total economic valuation of endangered species: A summary and
comparison of the United States and the rest of the world estimates. In K. N. Ninan
(Ed.), Conserving and Valuing Ecosystem Services and Biodiversity: Economic,
Institutional and Social Challenges. London: Earthscan, 25-46.
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The simple answer, of course, is that life is priceless, but that turns out to be not very
helpful. Because the resources used to prevent loss of life are scarce, choices must be made.
The economic approach to valuing lifesaving reductions in environmental risk is to calculate
the change in the probability of death resulting from the reduction in environmental risk
and to place a value on the change. Thus, it is not life itself that is being valued, but rather a
reduction in the probability that some segment of the population could be expected to die
earlier than others. This value of statistical life (VSL) represents an individual’s willingness to
pay for small changes in mortality risks. It does not represent a willingness to pay to prevent
certain death. It is measured as the “marginal rate of substitution between mortality risk and
money (i.e., other goods and services)” (Cameron, 2010) and as such is also called mortality
risk valuation. Debate 4.5 examines the controversy associated with valuing changes in these
mortality risks.

DEBATE 4.5 ™

Is Valuing Human Life Immoral?

In 2004, economist Frank Ackerman and lawyer Lisa Heinzerling teamed up
to write a book that questions the morality of using benefit-cost analysis to
evaluate regulations designed to protect human life. In Priceless: On Knowing
the Price of Everything and the Value of Nothing (2004), they argue that
benefit-cost analysis is immoral because it represents a retreat from the
traditional standard that all citizens have an absolute right to be free from
harm caused by pollution. When it justifies a regulation that will allow some
pollution-induced deaths, benefit-cost analysis violates this absolute right.

Economist Maureen Cropper responds that it would be immoral not to con-
sider the benefits of lifesaving measures. Resources are scarce and they must
be allocated so as to produce the greatest good. If all pollution were reduced
to zero, even if that were possible, the cost would be extremely high and the
resources to cover that cost would have to be diverted from other beneficial
uses. Professor Cropper also suggests that it would be immoral to impose costs
on people about which they have no say—for example, the costs of additional
pollution controls—without at least trying to consider what choices people
would make themselves. Like it or not, hard choices must be made.

Cropper also points out that people are always making decisions that
recognize a trade-off between the cost of more protection and the health
consequences of not taking the protection. Thinking in terms of trade-offs
should be a familiar concept. She points out that people drive faster to save
time, thereby increasing their risk of dying. They also decide how much
money to spend on medicines to lower their risk of disease or they may take
jobs that pose morbidity or even mortality risks.

In her response to Ackerman and Heinzerling, Cropper acknowledges that
benefit-cost analysis has its flaws and that it should never be the only decision-
making guide. Nonetheless, she argues that it does add useful information to
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the process and throwing that information away could prove to be detrimen-
tal to the very people that Ackerman and Heinzerling seek to protect.

Sources: Ackerman, Frank, & Heinzerling, Lisa. (2004). Priceless: On Knowing the Price
of Everything and the Value of Nothing. New York: The New Press; Ackerman, Frank.
(2004). Morality, cost-benefit and the price of life. Environmental Forum, 21(5), 46-47;
Cropper, Maureen. (2004). Immoral not to weigh benefits against costs. Environmental
Forum, 21(5), 47-48. j

It is possible to translate the value derived from this procedure into an “implied value of
statistical life.” This is accomplished by dividing the amount each individual is willing to
pay for a specific reduction in the probability of death by the probability reduction. Suppose,
for example, that a particular environmental policy could be expected to reduce the average
concentration of a toxic substance to which 1 million people are exposed. Suppose further
that this reduction in exposure could be expected to reduce the risk of death from 1 out of
100,000 to 1 out of 150,000. This implies that the number of expected deaths would fall from
10 to 6.67 in the exposed population as a result of this policy. If each of the 1 million persons
exposed is willing to pay $5 for this risk reduction (for a total of $5 million), then the implied
value of a statistical life is approximately $1.5 million ($5 million divided by 3.33).
Alternatively, the VSL can be calculated using the change in WTP divided by the change in
risk. For this example, that would be $5 divided by the change in risk of death (1/100,000~
1/150,000), or $1.5 million. Thus, the VSL is capturing the rate of trade-off between money
and a very small risk of death.

What actual values have been derived from these methods? One early survey (Viscusi,
1996) of a large number of studies examining reductions in a number of life-threatening risks
found that most implied values for human life (in 1986 dollars) were between $3 million and
$7 million. This same survey went on to suggest that the most appropriate estimates were
probably closer to the $5 million estimate. In other words, all government programs resulting
in risk reductions costing less than $5 million per life saved would be justified in benefit-cost
terms. Those costing more might or might not be justified, depending on the appropriate value
of a life saved in the particular risk context being examined.

In a meta-analysis, Mrozek and Taylor (2002) found much lower values for VSL. Using
over 40 labor market studies, their research suggests that a range of $1.5 million to $2.5
million for VSL is more appropriate. What about age? Does the VSL change with age?
Apparently so. Viscusi (2008) finds an inverted U-shape relationship between VSL and age.
Specifically, using the hedonic wage model, they estimate a VSL of $3.7 million for persons
ages 18-24, $9.7 million for persons ages 35-44, and $3.4 million for persons ages 55-62.
According to their study, VSL rises with age, peaks, and then declines.

What about the value of statistical life across populations or countries with different
incomes? Most agencies in the United States use VSLs between $5 million and $8 million."
These estimates are based largely on hedonic wage studies that have been conducted in the
United States or in other high-income countries.'* How might those results be translated into
settings featuring populations with lower incomes?

Adjustments for income are typically derived using an estimate of the income elasticity
of demand. Recall that income elasticity is the percent change in consumption given a
1 percent change in income. Hammitt and Robinson (2011) note that applying income
elasticities, derived for countries like the United States, might result in nonsensical VSL
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estimates if blindly applied to lower-income countries. While U.S. agencies typically assume
a 0.4 to 0.6 percent change in VSL for a 1 percent change in real income over time, elasticities
closer to 1.0 or higher are more realistic for transfers of these values between high- and low-
income countries. Using the higher income elasticity number is merited since willingness to
pay for mortality risk reduction as a percentage of income drops at very low incomes; what
limited income is available in poorer households is reserved for basic needs.

Summary: Nonmarket Valuation Today

In this chapter, we have examined the most prominent, but certainly not the only, techniques
available to supply policymakers with the information needed to implement efficient policy.
Finding the total economic value of the service flows requires estimating three components of
value: (1) use value, (2) option value, and (3) nonuse or passive-use values.

Our review of these various techniques included direct observation, contingent valuation,
contingent choice experiments, travel cost, hedonic property and wage studies, and averting
or defensive expenditures. When time or funding precludes original research, benefit transfer or
meta-analysis provide alternate methods for the estimation of values. In January 2011, a panel
of experts gathered at the annual meeting of the American Economics Association to reflect on
nonmarket valuation 20 years after the Exxon Valdez spill and, unknown to any of them when
the panelists were asked to participate, 8 months after the Deepwater Horizon spill. The
panelists had all worked on estimation of damages from the Exxon Valdez spill. The consensus
among panelists was that while many of the issues with bias have been addressed in the literature,
many unanswered questions remain and some areas still need work. While they all agreed that
it is “hard to underestimate the powerful need for values” (i.e., some number is definitely better
than no number), and we now have in place methods that can be easily utilized by all researchers,
they also emphasized several problem areas. First, the value of time in travel cost models has
not been resolved. What is the opportunity cost of time if you are unemployed, for example?

Second, in discussing other revealed preference methods, they asked the question, “How
do the recent numerous foreclosures in the real estate market affect hedonic property value
model assumptions?”'” Third, choice experiments do not resolve all of the potential problems
with contingent valuation. While choice experiments do seem to better represent actual
market choices, some of the issues that arise in contingent valuation, such as the choice of the
payment vehicle, also arise with choice experiments. In addition, some new challenges, such
as how the sequencing of choices in choice experiments might affect outcomes, arise. The
panel highlighted how this area of research has been enhanced by the field of behavioral
economics, an emerging research area that combines economics and psychology to examine
human behavior. And finally, they suggested that the NOAA panel recommendations be
updated to reflect the new body of research. In 2017, a new set of guidelines was published
to do just that. The 23 recommendations in those guidelines address these questions regarding
stated preference surveys and attempt to synthesize the now large body of research that
informs nonmarket valuation (Johnston et al., 2017).

Some of these same experts, along with several others, implemented a nationwide survey
following the BP spill to assess what U.S. households would pay to avoid damages from
another spill. Using state of the art techniques for stated preference surveys, they found that
U.S. households would be willing to pay $17.2 billion to avoid the damages from another
spill (Bishop et al., 2017). One author claimed, “this is proof that our natural resources have
an immense monetary value to citizens of the United States who visit the Gulf and to those
who simply care that this valuable resource is not damaged.”
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Discussion Question

1. Certain environmental laws prohibit the EPA from considering the costs of meeting
various standards when the levels of the standards are set. Is this a good example of
appropriately prioritizing human health or simply an unjustifiable waste of resources?
Why?

Self-Test Exercises

1. In Mark A. Cohen, “The Costs and Benefits of Oil Spill Prevention and Enforcement,”
Journal of Environmental Economics and Management Vol. 13 (June 1986), an attempt
was made to quantify the marginal benefits and marginal costs of U.S. Coast Guard
enforcement activity in the area of oil spill prevention. His analysis suggests (p. 185) that
the marginal per-gallon benefit from the current level of enforcement activity is $7.50,
while the marginal per-gallon cost is $5.50. Assuming these numbers are correct, would
you recommend that the Coast Guard increase, decrease, or hold at the current level their
enforcement activity? Why?

2. Professor Kip Viscusi estimated that the cost per life saved by current government
risk-reducing programs ranges from $100,000 for unvented space heaters to $72 billion
for a proposed standard to reduce occupational exposure to formaldehyde.

a. Assuming these values to be correct, how might efficiency be enhanced in these two
programs?

b. Should the government strive to equalize the marginal costs per life saved across all
lifesaving programs?

3. a. Suppose that hedonic wage studies indicate a willingness to pay $50 per person for
a reduction in the risk of a premature death from an environmental hazard of
1/100,000. If the exposed population is 4 million people, what is the implied value
of a statistical life?

b. Suppose that an impending environmental regulation to control that hazard is
expected to reduce the risk of premature death from 6/100,000 to 2/100,000 per year
in that exposed population of 4 million people. Your boss asks you to tell her what
is the maximum this regulation could cost and still have the benefits be at least as
large as the costs. What is your answer?

Notes

U.S. District Court for the State of Alaska, Case Number A89-0095CV, January 28, 2004.

Ibid.

Exxon Shipping Company v. Baker.

Bishop et al. (2017).

In 2017, the United States Department of the Interior released the Deepwater Horizon

Response and Restoration Administrative Record, which included an estimate of the total

value of damages (see Example 18.4).

6 The rules for determining these damages are defined in Department of Interior regulations. See
40 Code of Federal Regulations 300:72-74.

7 Krutilla, John V. (1967). Conservation reconsidered. American Economic Review, 57(4),
777-786.

8 Ibid. p. 779.
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9 A more detailed description of the methodological issues and concerns with contingent
valuation with respect to the actual Exxon Valdez contingent valuation survey can be found in
Mitchell (2002).

10 There are many examples in this category. These are just a few.

11 Whittington (2002) examines the reasons why so many contingent valuation studies in
developing countries are unhelpful. Poorly designed or rapidly implemented surveys could
result in costly policy mistakes on topics that are very important in the developing world. The
current push for cheaper, quicker studies is risky and researchers need to be very cautious.

12 www.evri.ca

13 For examples see Bateman et al. (2002), who describe the contributions of GIS in incorporat-
ing spatial dimensions into economic analysis, including benefit-cost analysis; and Clapp
et al. (1997), who discuss the potential contributions GIS can make for urban and real estate
economics.

14 Interestingly, after this study was complete, one of the two upstream dams, the Fort Halifax
Dam, was removed in July 2008 after years of litigation about its removal.

15 See, for example, www.epa.gov/environmental-economics/mortality-risk-valuation

16 Many labor market estimates of VSL average near $7 million (Viscusi, 2008).

17 This question was taken up by another panel of experts at the 2012 Association of Environmental
and Resource Economics annual conference and later published by Boyle et al. (2012).
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Dynamic Efficiency and
Sustainable Development

We usually see only the things we are looking for—so much so that we sometimes see them
where they are not.
—Eric Hoffer, The Passionate State of Mind (1993)

Introduction

In previous chapters, we have developed two specific criteria for identifying allocation problems.
The first, static efficiency, allows us to evaluate those circumstances where time is not a crucial
aspect of the allocation problem. Typical examples might include allocating resources such as
an annually replenished water supply or solar energy, where next year’s flow is independent of
this year’s choices. The second, more complicated criterion, dynamic efficiency, is suitable for
those circumstances where time is a crucial aspect and subsequent choices are dependent on
earlier choices. The combustion of depletable energy resources such as oil would be a typical
example, since supplies used now are unavailable for future generations.

After defining these criteria and showing how they could be operationally invoked, we
demonstrated how helpful they can be. They are useful not only in identifying the misuse of
environmental resources and ferreting out their behavioral sources, but also in providing a
basis for identifying different types of remedies. These criteria even help design optimal policy
instruments for restoring some sense of balance between the economy and the environment.

But the fact that these are powerful and useful tools in the quest for a sense of balance does
not imply that they are the only criteria in which we should be interested. In a general sense,
the efficiency criteria are designed to prevent wasteful use of environmental and natural
resources. That is a desirable attribute, but it is not the only possible desirable attribute. We
might care, for example, not only about the value of the environment (the size of the pie), but
also how this value is shared (the size of each piece to recipients). In other words, fairness or
justice concerns should accompany efficiency considerations.

107



Dynamic Efficiency and Sustainability

108

In this chapter, we investigate one particular fairness concern—the treatment of future
generations. We begin by considering a specific, ethically challenging situation—the allocation
of a depletable resource over time.

Specifically, we trace out the temporal allocation of a depletable resource that satisfies the
dynamic efficiency criterion and show how this allocation is affected by changes in the
discount rate. To lay the groundwork for our evaluation of fairness, we define what we mean
by a just allocation among generations. Finally, we consider not only how this theoretical
definition can be made operationally measurable, but also how it relates to dynamic efficiency.
To what degree is dynamic efficiency compatible with intergenerational fairness?

A Two-Period Model

Dynamic efficiency balances present and future uses of a depletable resource by maximizing
the present value of the net benefits derived from its use. This implies a particular allocation
of the resource across time. We can illustrate the properties of this allocation with the aid of
a simple numerical example. We begin with the simplest of models—deriving the dynamic
efficient allocation across two time periods. In subsequent chapters, we show how these
conclusions generalize to longer time periods and to more complicated situations.

Assume that we have a fixed supply of a depletable resource to allocate between two
periods. Assume further that the demand function is the same in each of the two periods, the
marginal willingness to pay is given by the formula P = 8 — 0.4q, and the marginal cost of
supplying that resource is constant at $2 per unit (see Figure 5.1).

Note that if the total supply (Q) were 30 or greater, and we were concerned only with these
two periods, an efficient allocation would allocate 15 units to each period, regardless of the
discount rate. Thirty units would be sufficient to cover the demand in both periods;

Price Price
(dollars (dollars
per unit) per unit)
8 8

MC MC
2 2
0 5 10 15 20 0 5 10 15 20
Quantity Quantity
(a) (units) (b) (units)

Figure 5.1 The Allocation of an Abundant Depletable Resource: (a) Period
1 and (b) Period 2
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the consumption in Period 1 would not reduce the consumption in Period 2. In this case the
static efficiency criterion is sufficient because the allocations are not temporally interdependent—
abundance eliminates the scarcity.

Consider, however, what happens when the available supply is less than 30. Suppose it
equals 20. How do we determine the efficient allocation? According to the dynamic efficiency
criterion, the efficient allocation is the one that maximizes the present value of the net benefit.
The present value of the net benefit for both periods is simply the sum of the present values in
each of the two periods. To take a concrete example, consider the present value of a particular
allocation—135 units in the first period and five in the second. How would we compute the
present value of that allocation?

The present value in the first period would be that portion of the geometric area under the
demand curve that is over the supply curve—$45.00." The present value in the second period
is that portion of the area under the demand curve that is over the supply curve from the origin
to the five units received, multiplied by 1/(1 + 7). If we use r = 0.10, then the present value of
the net benefit received in the second period is $22.73,> and the present value of the net
benefits for the 2 years is $67.73.

Having learned how to find the present value of net benefits for any allocation, how does
one find the allocation that maximizes present value? One way, with the aid of a computer, is
to try all possible combinations of g, and g, that sum to 20. The one yielding the maximum
present value of net benefits can then be selected. That is tedious and, for those who have the
requisite mathematics, unnecessary.

It turns out that the dynamically efficient allocation of this resource has to satisfy the
condition that the present value of the marginal net benefit from the last unit in Period 1
equals the present value of the marginal net benefit from the last unit in Period 2 (see appendix
at the end of this chapter for the derivation). Even without the mathematics, this principle is
easy to understand, as can be demonstrated with the use of a simple graphical representation
of the two-period allocation problem.

Figure 5.2 depicts the present value of the marginal net benefit for each of the two periods.
The net benefit curve for Period 1 is to be read from left to right. The net benefit curve
intersects the vertical axis at $6; demand would be zero at $8 and the marginal cost is $2, so
the difference (marginal net benefit) is $6. The marginal net benefit for the first period goes
to zero at 15 units because, at that quantity, the marginal willingness to pay for that unit
exactly equals its marginal cost. Can you verify those numbers?

The only challenging aspect of drawing the graph involves constructing the curve for the
present value of net benefits in Period 2. Two aspects of Figure 5.2 are worth noting. First,
the zero axis for the Period 2 net benefits is on the right, rather than the left, side. Therefore,
increases in Period 2 are recorded from right to left. By drawing the two periods this way, all
points along the horizontal axis yield a total of 20 units allocated between the two periods.
Any point on that axis picks a unique allocation between the two periods.3

Second, the present value of the marginal net benefit curve for Period 2 intersects the
vertical axis at a different point than does the comparable curve in Period 1. Can you see why?
This intersection is lower because the marginal benefits in the second period need to be
discounted (multiplied by 1/(1 + 7)) to convert them into present value. This follows from the
fact that they are received one year later. Thus, with the 10 percent discount rate we are using,
the marginal net benefit on the right hand axis is $6 and its present value is $6/1.10 = $5.45.
Note that larger discount rates (r > .10) would rotate the Period 2 marginal benefit curve
around the point of zero net benefit (g, = 5, g, = 15) toward the right-hand axis. We shall use
this fact in a moment.
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[ Figure 5.2 The Dynamically Efficient Allocation ]

The efficient allocation is now readily identifiable as the point where the two curves
representing present value of marginal net benefits cross (since that is the allocation where the
two marginal present values of net benefits for the two periods are equal). The total present
value of net benefits is then the area under the marginal net benefit curve for Period 1 up to
the efficient allocation, plus the area under the present value of the marginal net benefit curve
for Period 2 from the right-hand axis up to its efficient allocation. Because we have an efficient
allocation, the sum of these two areas is maximized.*

Since we have developed our efficiency criteria independent of an institutional context, these
criteria are equally appropriate for evaluating resource allocations generated by markets,
government rationing, or even the whims of a dictator. While any efficient allocation method
must take scarcity into account, the details of precisely how that is done depend on the context.

Intertemporal scarcity imposes an opportunity cost that we henceforth refer to as the
marginal user cost. When resources are scarce, greater current use diminishes future oppor-
tunities. The marginal user cost is the present value of these forgone future opportunities at
the margin. To be more specific, uses of those resources, which would have been appropriate
in the absence of scarcity, may no longer be appropriate once scarcity is present.

Consider a practical example. Using large quantities of water to keep lawns lush and green
may be wholly appropriate for an area with sufficiently large replenishable water supplies,
but quite inappropriate when it denies drinking water to future generations. Failure to take
the higher future scarcity value of water into account in the present would lead to inefficiency
due to the additional cost resulting from the increased scarcity imposed on the future. This
additional marginal value created by scarcity is the marginal user cost.

We can illustrate this concept by returning to our numerical example. With 30 or more
units, each period would be allocated 15 units, the resource would not be scarce, and the
marginal user cost would therefore be zero.

With 20 units, however, scarcity emerges. No longer can 15 units be allocated to each
period; each period will have to be allocated less than would be the case with abundance.
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Due to this scarcity, the marginal user cost for this case is not zero. As can be seen from
Figure 5.2, the present value of the marginal user cost—the additional value created by
scarcity—is graphically represented by the vertical distance between the quantity (horizontal)
axis and the intersection of the two present-value curves. Notice that the present value of the
marginal net benefit for Period 1 is equal to the present value of the marginal net benefit for
Period 2. This common value can either be read off the graph or determined more precisely,
as demonstrated in the chapter appendix, to be $1.905.

We can make this concept of marginal user cost even more concrete by considering its use
in a market context. An efficient market would have to consider not only the marginal cost
of extraction for this resource but also the marginal user cost. Whereas in the absence of
scarcity, the price would equal only the marginal cost of extraction, with scarcity, the price
would equal the sum of marginal extraction cost and marginal user cost.

To see this, solve for the prices that would prevail in an efficient market facing scarcity over
time. Inserting the efficient quantities for the two periods (10.238 and 9.762, respectively)
into the willingness-to-pay function (P = 8 — 0.4q) yields P, = 3.905 and P, = 4.095. The
corresponding supply-and-demand diagrams are given in Figure 5.3. Compare Figure 5.3 with
Figure 5.1 to see the impact of scarcity on price.

Note that marginal user cost is zero in Figure 5.1, as expected from the absence of scarcity.
In an efficient allocation involving scarcity, the marginal user cost for each period is the
difference between the price and the marginal cost of extraction. Notice that it takes the value
$1.905 in the first period and $2.095 in the second. In both periods, the present value of
the marginal user cost is $1.903. In the second period, the actual marginal user cost is $1.905
(I + 7). Since = 0.10 in this example, the actual (as opposed to present value) marginal user
cost for the second period is $2.095.° Thus, while the present value of marginal user cost is
equal in both periods, the actual marginal user cost rises over time.

Price Price
(dollars (dollars
per unit) per unit)
8 8
4,
3.905F i 083 :
2,000 Mc 2,000 i Ve
1 J: J\D 1 al J\D
0 10.238 20 0 9.762 20
Quantity Quantity
(a) (units) (b) (units)

Figure 5.3 The Efficient Market Allocation of a Depletable Resource: The
Constant-Marginal-Cost Case: (a) Period 1 and (b) Period 2
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Both the size of the marginal user cost and the allocation of the resource between the
two periods are affected not only by the degree of scarcity, but also by the discount rate.
In Figure 5.2, because of discounting, the efficient allocation allocates somewhat more to
Period 1 than to Period 2. A discount rate larger than 0.10 would be incorporated in this
diagram by rotating (not shifting) the Period 2 curve an appropriate amount toward the right-
hand axis, holding fixed the point at which it intersects the horizontal axis. (Can you see
why?) The larger the discount rate, the greater the amount of rotation required.

The implication is clear—the amount allocated to the second period would be necessarily
smaller with larger discount rates. The general conclusion, which holds for all models we
consider, is that higher discount rates tend to skew resource extraction toward the present
because they give the future less weight in balancing the relative value of present and future
resource use. The choice of what discount rate to use, then, becomes a very important
consideration for decision makers.

Defining Intertemporal Fairness

While no generally accepted standards of fairness or justice exist, some have more prominent
support than others. One such standard concerns the treatment of future generations. What
legacy should earlier generations leave to later ones? This is a particularly difficult issue
because, in contrast to other groups for which we may want to ensure fair treatment, future
generations cannot articulate their wishes, much less negotiate with current generations.
(“We’ll accept your radioactive wastes if you leave us plentiful supplies of titanium.”)

One starting point for intergenerational equity is provided by philosopher John Rawls in
his monumental work A Theory of Justice. Rawls suggests that one way to derive general
principles of justice is to place, hypothetically, all people into an original position behind a
“veil of ignorance.” This veil of ignorance would prevent them from knowing their eventual
position in society. Once behind this veil, people would be asked to decide on rules to govern
the society that they would, after the decision, be forced to inhabit.

In our context, this approach would suggest a hypothetical meeting of all members of
present and future generations to decide on rules for allocating resources among generations.
Because these members are prevented by the veil of ignorance from knowing the generation
to which they will belong after the rules are defined, they will not be excessively conservationist
(lest they turn out to be a member of an earlier generation) or excessively exploitative (lest
they become a member of a later generation).

What kind of rule would emerge from such a meeting? One possibility is the sustainability
criterion. The sustainability criterion suggests that, at a minimum, future generations should
be left no worse off than current generations. Allocations that impoverish future generations
in order to enrich current generations are, according to this criterion, patently unfair.

In essence, the sustainability criterion suggests that earlier generations are at liberty to use
resources that would thereby be denied to future generations as long as the well-being of
future generations remains just as high as that of all previous generations. On the other hand,
diverting resources from future use would violate the sustainability criterion if it reduced the
well-being of future generations below the level enjoyed by preceding generations.

One of the implications of this definition of sustainability is that it is possible for the
current generation to use resources (even depletable resources) as long as the interests of
future generations could be protected. Do our institutions provide adequate protection
for future generations? We begin with examining the conditions under which efficient
allocations satisfy the sustainability criterion. Are all efficient allocations sustainable?
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Are Efficient Allocations Fair?

In the numerical example we have constructed, it certainly does not appear that the efficient
allocation satisfies the sustainability criterion. In the two-period example, more resources
are allocated to the first period than to the second. Therefore, net benefits in the second
period are lower than in the first. Sustainability does not allow earlier generations to profit at
the expense of later generations, and this example certainly appears to be a case where that
is happening.

Yet appearances can be deceiving. Choosing this particular extraction path does not prevent
those in the first period from saving some of the net benefits for those in the second period.
If the allocation is dynamically efficient, it will always be possible to set aside sufficient net
benefits accrued in the first period for those in the second period, so that those in both periods
will be at least as well off as they would have been with any other extraction profile and one
of the periods will be better off.

We can illustrate this point with a numerical example that compares a dynamic efficient
allocation with sharing to an allocation where resources are committed equally to each
generation. Suppose, for example, you believe that setting aside half (10 units) of the available
resources for each period would be a better allocation than the dynamic efficient allocation.
The net benefits to each period from this alternative scheme would be $40. Can you see why?

Now let’s compare this to an allocation of net benefits that could be achieved with the
dynamic efficient allocation. For the dynamic efficient allocation to satisfy the sustainability
criterion, we must be able to show that it can produce an outcome such that each generation
would be at least as well off as it would be with the equal allocation and one will be better
off. Can that be demonstrated?

In the dynamic efficient allocation with no sharing, the net benefits to the first period were
40.466, while those for the second period were 39.512.° Clearly, in the absence of sharing
between the periods, this example would violate the sustainability criterion; the second
generation is worse off than it would be with equal sharing. (While it would receive 40.00
from equal resource allocation across the two periods, it receives only 39.512 from the
dynamic efficient allocation in the absence of any benefit sharing.)

But suppose the first generation was willing to share some of the net benefits from the
extracted resources with the second generation. If the first generation keeps net benefits of
$40 (thereby making it just as well off as if equal amounts were extracted in each period) and
saves the extra $0.466 (the $40.466 net benefits earned during the first period in the dynamic
efficient allocation minus the $40 reserved for itself) at 10 percent interest for those in the
next period, this saving would grow to $0.513 by the second period [0.466(1.10)]. Add this
to the net benefits received directly from the dynamic efficient allocation ($39.512), and the
second generation would receive $40.025. Those in the second period would be better off by
accepting the dynamic efficient allocation with sharing than they would if they demanded that
resources be allocated equally between the two periods.

This example demonstrates that, although dynamic efficient allocations do not automatically
satisfy sustainability criteria, they could be compatible with sustainability, even in an economy
relying heavily on depletable resources. The possibility that the second period can be better off
is not a guarantee; the required degree of sharing must take place. Example 5.1 points out that
under some conditions this sharing does take place, although, as we shall see, such sharing is
more likely to be the exception rather than the norm. In subsequent chapters, we shall examine
both the conditions under which we could expect the appropriate degree of sharing to take
place and the conditions under which it would not.
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The Alaska Permanent Fund

One interesting example of an intergenerational sharing mechanism currently exists in
the state of Alaska. Extraction from Alaska’s oil fields generates significant income, but
it also depreciates one of the state’s main environmental assets. To protect the interests
of future generations as the Alaskan pipeline construction neared completion in 1976,
Alaska voters approved a constitutional amendment that authorized the establishment
of a dedicated fund: the Alaska Permanent Fund. This fund was designed to capture
a portion of the rents received from the sale of the state’s oil to share with future
generations. The amendment requires:

At least 25 percent of all mineral lease rentals, royalties, royalty sales proceeds,
federal mineral revenue-sharing payments and bonuses received by the state be
placed in a permanent fund, the principal of which may only be used for income-
producing investments.

The principal of this fund cannot be used to cover current expenses without a majority
vote of Alaskans.

The fund is fully invested in capital markets and diversified among various asset
classes. It generates income from interest on bonds, stock dividends, real estate rents,
and capital gains from the sale of assets. To date, the legislature has used some of these
annual earnings to provide dividends to every eligible Alaska resident, while retaining
the rest in the fund in order to increase the size of the endowment, thereby assuring that
it is not eroded by inflation. As of 2015, the market value of the fund was $52.8 billion
and the dividend to every resident in that year was $2,072.00.

Although this fund does preserve some of the revenue for future generations, two
characteristics are worth noting. First, the principal could be used for current expendi-
tures if a majority of current voters agreed. To date, that has not happened, but it has
been discussed. Second, only 25 percent of the oil net revenue is placed in the fund;
assuming that net revenue reflects scarcity rent, full sustainability would require dedicat-
ing 100 percent of it to the fund. Because the current generation not only gets its share of
the income from the permanent fund, but also receives 75 percent of the proceeds from
current oil sales, this sharing arrangement falls short of full sustainability.

Source: The fund is managed by the Alaska Permanent Fund Corporation, www.apfc.org/home/Content/

home/index.cfm (accessed January 19, 2017); The Alaska Permanent Fund Website: www.pfd.
state.ak.us/ (accessed January 19, 2017).
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Applying the Sustainability Criterion

One of the difficulties in assessing the fairness of intertemporal allocations using this version
of the sustainability criterion is that it is so difficult to apply. Discovering whether the well-
being of future generations would be lower than that of current generations requires us
not only to know something about the allocation of resources over time, but also to know
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something about the preferences of future generations (in order to establish how valuable
various resource streams are to them). That is a tall (impossible?) order!

Is it possible to develop a version of the sustainability criterion that is more operational?
Fortunately it is, thanks to what has become known as the “Hartwick Rule.” In an early
article, John Hartwick (1977) demonstrated that a constant level of consumption could be
maintained perpetually from an environmental endowment if all the scarcity rent derived from
resources extracted from that endowment were invested in capital. That level of investment
would be sufficient to assure that the value of the total capital stock would not decline.

Two important insights flow from this reinterpretation of the sustainability criterion.
First, with this version, it is possible to judge the sustainability of an allocation by examining
whether or not the value of the total capital stock is declining—a declining capital stock
violates the rule. That test can be performed each year without knowing anything about
future allocations or preferences. Second, this analysis suggests the specific degree of sharing
that would be necessary to produce a sustainable outcome, namely, all scarcity rent must be
invested.

Let’s pause to be sure we understand what is being said and why it is being said. Although
we shall return to this subject later in the book, it is important now to have at least an intuitive
understanding of the implications of this analysis. Consider an analogy. Suppose a grandparent
left you an inheritance of $10,000 and you put it in a bank where it earns 10 percent interest.

What are the choices for allocating that money over time and what are the implications of
those choices? If you withdrew exactly $1,000 per year, the amount in the bank would remain
$10,000 and the income would last forever; you would be spending only the interest, leaving
the principal intact. If you spend more than $1,000 per year, the principal would necessarily
decline over time and eventually the balance in the account would go to zero. In the context
of this discussion, spending $1,000 per year or less would satisfy the sustainability criterion,
while spending more would violate it.

What does the Hartwick Rule mean in this context? It suggests that one way to tell whether
an allocation (spending pattern) is sustainable or not is to examine what is happening to the
value of the principal over time. If the principal is declining, the allocation (spending pattern)
is not sustainable. If the principal is increasing or remaining constant, the allocation (spending
pattern) is sustainable.

How do we apply this logic to the environment? In general, the Hartwick Rule suggests
that the current generation has been given an endowment. Part of the endowment consists of
environmental and natural resources (known as “natural capital”) and another part consists
of physical capital (such as buildings, equipment, schools, and roads). Sustainable use of
this endowment implies that we should keep the principal (the value of the natural and
physical endowment) intact and live off only the flow of services provided. We should not, in
other words, chop down all the trees and use up all the oil, leaving future generations to fend
for themselves. Rather, we need to assure that the value of the total capital stock is maintained,
not depleted.

The desirability of this version of the sustainability criterion depends crucially on how
substitutable the two forms of capital are. If physical capital can readily substitute for
natural capital, then maintaining the value of the sum of the two is sufficient. If, however,
physical capital cannot completely substitute for natural capital, investments in physical
capital alone may not be enough to assure sustainability.

How tenable is the assumption of complete substitutability between physical and natural
capital? Clearly, it is untenable for certain essential categories of environmental resources.
Although we can contemplate the replacement of natural breathable air with universal air-
conditioning in domed cities, both the expense and the artificiality of this approach make it an

115



Dynamic Efficiency and Sustainability

116

R EXAMPLES.2 2

Nauru: Weak Sustainability in
the Extreme

The weak sustainability criterion is used to judge whether the depletion of natural
capital is offset by sufficiently large increases in physical or financial capital so as to
prevent total capital from declining. It seems quite natural to suppose that a violation of
that criterion does demonstrate unsustainable behavior. But does fulfillment of the weak
sustainability criterion provide an adequate test of sustainable behavior? Consider the
case of Nauru.

Nauru is a small Pacific island that lies some 3000 kilometers northeast of Australia.
It contains one of the highest grades of phosphate ever discovered. Phosphate is a prime
ingredient in fertilizers.

Over the course of a century, first colonizers and then, after independence, the
citizens of Nauru decided to extract massive amounts of this deposit. This decision has
simultaneously enriched the remaining inhabitants (including the creation of a trust
fund believed to contain over $1 billion) and destroyed most of the local ecosystems.
Local needs are now mainly met by imports financed by the sales of the phosphate.

However wise or unwise the choices made by the people of Nauru were, they could
not be replicated globally. An entire population cannot subsist solely on imports
financed with trust funds; every import must be exported by someone! The story of
Nauru demonstrates the value of complementing the weak sustainability criterion with
other, more demanding criteria. Satisfying the weak sustainability criterion may be a
necessary condition for sustainability, but it is not always sufficient.

Source: Gowdy, J. W., & McDaniel, C. N. (1999). The physical destruction of Nauru: An example
of weak sustainability. Land Economics, 75(2), 333-338.
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absurd compensation device. Obviously, intergenerational compensation must be approached
carefully (see Example 5.2).

Recognizing the weakness of the constant total capital definition in the face of limited
substitution possibilities has led some economists to propose a new, additional definition.
According to this new definition, an allocation is sustainable if it maintains the value of
the stock of natural capital. This definition assumes that it is natural capital that drives
future well-being and further assumes that little or no substitution between physical and
natural capital is possible. To differentiate these two definitions, the maintenance of the
value of total capital is known as the “weak sustainability” (less restrictive) definition,
while maintaining the value of natural capital is known as the “strong sustainability” (more
restrictive) definition.

A final, additional definition, known as “environmental sustainability,” requires that
certain physical flows of certain key individual resources be maintained. This definition
suggests that it is not sufficient to maintain the value of an aggregate. For a fishery, for
example, this definition would require catch levels that did not exceed the growth of the
biomass for the fishery. For a wetland, it would require the preservation of specific ecological
functions.
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Implications for Environmental Policy

In order to be useful guides to policy, our sustainability and efficiency criteria must be neither
synonymous nor incompatible. Do these criteria meet that test?

They do. As we shall see later in the book, not all efficient allocations are sustainable and
not all sustainable allocations are efficient. Yet some sustainable allocations are efficient
and some efficient allocations are sustainable. Furthermore, market allocations may be either
efficient or inefficient and either sustainable or unsustainable.

Do these differences have any policy implications? Indeed they do. In particular they
suggest a specific strategy for policy. Among the possible uses for resources that fulfill the
sustainability criterion, we choose the one that maximizes either dynamic or static efficiency
as appropriate. In this formulation the sustainability criterion acts as an overriding constraint
on social decisions. Yet, by itself, the sustainability criterion is insufficient because it fails to
provide any guidance on which of the infinite number of sustainable allocations should be
chosen. That is where efficiency comes in. It provides a means for maximizing the wealth
derived from all the possible sustainable allocations.

This combination of efficiency with sustainability turns out to be very helpful in guiding
policy. Many unsustainable allocations are the result of inefficient behavior. Correcting the
inefficiency can either restore sustainability or move the economy a long way in that direction.
Furthermore, and this is important, correcting inefficiencies can frequently produce win-win
situations. In win-win changes, the various parties affected by the change can all be made
better off after the change than before. This contrasts sharply with changes in which the gains
to the gainers are smaller than the losses to the losers.

Win-win situations are possible because moving from an inefficient to an efficient allocation
increases net benefits. The increase in net benefits provides a means for compensating those
who might otherwise lose from the change. Compensating losers reduces the opposition to
change, thereby making change more likely. Do our economic and political institutions
normally produce outcomes that are both efficient and sustainable? In upcoming chapters we
will provide explicit answers to this important question.

Summary

Both efficiency and ethical considerations can guide the desirability of private and social choices
involving the environment. Whereas the former is concerned mainly with eliminating waste in
the use of resources, the latter is concerned with assuring the fair treatment of all parties.

Previous chapters have focused on the static and dynamic efficiency criteria. Chapter 19
will focus on the environmental justice implications of environmental degradation and
remediation for members of the current generation. The present chapter examines one globally
important characterization of the obligation previous generations owe to generations that
follow, and the policy implications that flow from acceptance of that obligation.

The specific obligation examined in this chapter—sustainable development—is based upon
the notion that earlier generations should be free to pursue their own well-being as long as in
so doing they do not diminish the welfare of future generations. This notion gives rise to three
alternative definitions of sustainable allocations:

Weak Sustainability. Resource use by previous generations should not exceed a level that

would prevent subsequent generations from achieving a level of well-being at least as great.
One operational implication of this definition is that the value of the capital stock (natural
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plus physical capital) should not decline. Individual components of the aggregate could decline
in value as long as other components were increased in value (normally through investment)
sufficiently to leave the aggregate value unchanged.

Strong Sustainability. According to this interpretation, the value of the remaining stock
of natural capital should not decrease. This definition places special emphasis on preserving
natural (as opposed to total) capital under the assumption that natural and physical capital
offer limited substitution possibilities. This definition retains two characteristics of the
previous definition: it preserves value (rather than a specific level of physical flow) and it
preserves an aggregate of natural capital (rather than any specific component).

Environmental Sustainability. Under this definition, the physical flows of individual
resources should be maintained, not merely the value of the aggregate. For a fishery, for
example, this definition would emphasize maintaining a constant fish catch (referred to as a
sustainable yield), rather than a constant value of the fishery. For a wetland, it would involve
preserving specific ecological functions, not merely their aggregate value.

It is possible to examine and compare the theoretical conditions that characterize various
allocations (including market allocations and efficient allocations) to the necessary conditions
for an allocation to be sustainable under these definitions. According to the theorem that is
now known as the “Hartwick Rule,” if all of the scarcity rent from the use of scarce resources
is invested in capital, the resulting allocation will satisfy the first definition of sustainability.

In general, not all efficient allocations are sustainable and not all sustainable allocations
are efficient. Furthermore, market allocations can be (1) efficient, but not sustainable;
(2) sustainable, but not efficient; (3) inefficient and unsustainable; and (4) efficient and sustain-
able. One class of situations, known as “win-win” situations, provides an opportunity to
increase simultaneously the welfare of both current and future generations.

We shall explore these themes much more intensively as we proceed through the book.
In particular, we shall inquire into when market allocations can be expected to produce
allocations that satisfy the sustainability definitions and when they cannot. We shall also see
several specific examples of how the skillful use of economic incentives can allow policymakers
to exploit “win-win” situations to promote a transition onto a sustainable path for the future.

Discussion Question

1. The environmental sustainability criterion differs in important ways from both strong
and weak sustainability. Environmental sustainability frequently means maintaining a
constant physical flow of individual resources (e.g., fish from the sea or wood from the
forest), while the other two definitions call for maintaining the aggregate value of those
service flows. When might the two criteria lead to different choices? Why?

Self-Test Exercises

1. Inthe numerical example given in the text, the inverse demand function for the depletable
resource is P = 8 — 0.4q and the marginal cost of supplying it is $2. (a) If 20 units are to
be allocated between two periods, in a dynamic efficient allocation how much would be
allocated to the first period and how much to the second period when the discount rate
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is zero? (b) Given this discount rate, what would be the efficient price in the two periods?
(c) What would be the marginal user cost in each period?

2. Assume the same demand conditions as stated in Problem 1, but let the discount rate be
0.10 and the marginal cost of extraction be $4. How much would be produced in
each period in an efficient allocation? What would be the marginal user cost in each
period? Would the static and dynamic efficiency criteria yield the same answers for this
problem? Why?

3. Compare two versions of the two-period depletable resource model that differ only in the
treatment of marginal extraction cost. Assume that in the second version the constant
marginal extraction cost is lower in the second period than the first (perhaps due to the
anticipated arrival of a new, superior extraction technology). The constant marginal
extraction cost is the same in both periods in the first version and is equal to the marginal
extraction cost in the first period of the second version. In a dynamic efficient allocation,
how would the extraction profile in the second version differ from the first? Would
relatively more or less be allocated to the second period in the second version than in the

first version? Would the marginal user cost be higher or lower in the second version?
Why?

4. a. Consider the general effect of the discount rate on the dynamic efficient allocation
of a depletable resource across time. Suppose we have two versions of the two-period
model discussed in this chapter. The two versions are identical except for the fact that
the second version involves a higher discount rate than the first version. What effect
would the higher discount rate have on the allocation between the two periods and
the magnitude of the present value of the marginal user cost?

b. Explain the intuition behind your results.

5. a. Consider the effect of population growth on the allocation on the dynamic efficient
allocation of a depletable resource across time. Suppose we have two versions of the
two-period model, discussed in this chapter, that are identical except for the fact that
the second version involves a higher demand for the resource in the second period
(e.g., the demand curve shifts to the right due to population growth) than the first
version. What effect would the higher demand in the second period have on the
allocation between the two periods and the magnitude of the present value of
the marginal user cost?

b. Explain the intuition behind your results.

Notes

1 The height of the triangle is $6 [$8 — $2] and the base is 15 units. The area is therefore (1/2)
($6)(15) = $45.

2 The undiscounted net benefit is $25. The calculation is ((6 —=2) x 5) + (1/2 x (8 = 6) x §) = $25.
The discounted net benefit is therefore 25/1.10 = 22.73.

3 Note that the sum of the two allocations in Figure 5.2 is always 20. The left-hand axis repre-
sents an allocation of all 20 units to Period 2 and the right-hand axis represents an allocation
entirely to Period 1.

4 Demonstrate that this point is the maximum by first allocating slightly more to Period 2 (and

therefore less to Period 1) and showing that the total area decreases. Conclude by allocating

slightly less to Period 2 and showing that, in this case as well, total area declines.

You can verify this by taking the present value of $2.095 and showing that it equals $1.905.

The supporting calculations are (1.905)(10.238) + 0.5(4.095)(10.238) for the first period and

(2.095)(9.762) + 0.5(3.905)(9.762) for the second period.

o\ “»n
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Appendix

The Simple Mathematics of Dynamic Efficiency

Assume that the demand curve for a depletable resource is linear and stable over time. Thus,
the inverse demand curve in year ¢ can be written as

P,=a-bq,

The total benefits from extracting an amount ¢, in year ¢ are then the integral of this
function (the area under the inverse demand curve):

qt
(Total benefits)z= f(a—bq)dq
0

b 2
=aq,~ eq
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Further assume that the marginal cost of extracting that resource is a constant ¢ and
therefore the total cost of extracting any amount g, in year ¢ can be given by

(Total cost), = cq,

If the total available amount of this resource is Q, then the dynamic allocation of a resource
over 7 years is the one that satisfies the maximization problem:

aq,- bq?/2 - cq,
Max Z—
=1

ﬂk) E:q]

Assuming that Q is less than would normally be demanded, the dynamic efficient allocation
must satisfy

a-bqg,-c 1=
W— 20,121,...,71
Q_;qi =0

An implication of the first of these two equations is that (P — MC) increases over time at
rate 7. This difference, which is known as the marginal user cost, will play a key role in our
thinking about allocating depletable resources over time.

An exact solution to the two-period model can be illustrated using these solution equations
and some assumed values for the parameters.

The following parameter values are assumed by the two-period example:
a=8,¢c=2,b=0.4,0=20,and r= 0.10.
Inserting these parameters into the two equations (one for each period), we obtain

8-0.49,-2-A=0,

8-0.4q,-2
10 A0
q,+49,=20

It is now readily verified that the solution (accurate to the third decimal place) is
q,=10.238,9,=9.762, A = 1.905.

We can now demonstrate the propositions discussed in this text.

1. Verbally, in a dynamic efficient allocation, the present value of the marginal net benefit
in Period 1 (8 — 0.4q, — 2) has to equal L. In addition, the present value of the marginal

net benefit in Period 2 should also equal A. Therefore, they must equal each other. This
demonstrates the proposition shown graphically in Figure 5.2.
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2.

The present value of marginal user cost is represented by A. Thus, the price in the first
period (8 — 0.4g,) should be equal to the sum of marginal extraction cost ($2) and
marginal user cost ($1.905). Multiplying A by 1 + 7, it becomes clear that price in the
second period (8 — 0.44,) is equal to the marginal extraction cost ($2) plus the higher
marginal user cost [A (1 + 7) = (1.905)(1.10) = $2.095] in Period 2. These results show
why the graphs in Figure 5.3 have the properties they do. They also illustrate the point
that, in this case, marginal user cost rises over time.
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The Role of Longer Time Horizons,
Substitutes, and Extraction Cost

The whole machinery of our intelligence, our general ideas and laws, fixed and external
objects, principles, persons, and gods, are so many symbolic, algebraic expressions. They
stand for experience; experience which we are incapable of retaining and surveying in its
multitudinous immediacy. We should flounder hopelessly, like the animals, did we not keep
ourselves afloat and direct our course by these intellectual devices. Theory helps us to bear
our ignorance of fact.

—George Santayana, The Sense of Beauty (1896)

Introduction

How do societies react when finite stocks of depletable resources become scarce? Is it reason-
able to expect that self-limiting feedbacks would facilitate the transition to a sustainable,
steady state? Or is it more reasonable to expect that self-reinforcing feedback mechanisms
would cause the system to overshoot the resource base, possibly even precipitating a societal
collapse?

We begin to seek answers to these questions by studying the implications of both efficient
and profit-maximizing decision making. What kinds of feedback mechanisms are implied by
decisions motivated by efficiency and by profit maximization? Are they compatible with a
smooth transition or are they more likely to produce overshoot and collapse?

We approach these questions in several steps, beginning by defining and discussing a simple
but useful resource taxonomy (classification system), as well as explaining the dangers of
ignoring the distinctions made by this taxonomy. We initiate the analysis by defining an
efficient allocation of an exhaustible resource over time in the absence of any renewable
substitute and explore the conditions any efficient allocation must satisfy. Numerical examples
illustrate the implications of these conditions.

Renewable resources are integrated into the analysis by relying on the simplest possible
case—the resource is assumed to be supplied at a fixed, abundant rate and can be accessed at
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a constant marginal cost. Solar energy and replenishable surface water are two examples that
seem roughly to fit this characterization. Integrating a renewable resource backstop into our
basic depletable resource model allows us to characterize efficient extraction paths for both
types of resources, assuming that they are perfect substitutes. We also explore how these
efficient paths are affected by changes in the nature of the cost functions as well as by the
presence or absence of externalities. Succeeding chapters will use these principles to examine
the allocation of such diverse resources as energy, minerals, land, and water and to provide a
basis for developing more elaborate models of renewable biological populations, such as
fisheries and forests.

A Resource Taxonomy

Three separate concepts are used to classify the stock of depletable resources: (1) current
reserves, (2) potential reserves, and (3) resource endowment. The U.S. Geological Survey
(USGS) has the official responsibility for keeping records of the U.S. resource base and has
developed the classification system described in Figure 6.1.

Note the two dimensions—one economic and one geological. A movement from top to
bottom represents movement from cheaply extractable resources to those extracted at
substantially higher costs. By contrast, a movement from left to right represents increasing
geological uncertainty about the size of the resource base.

Current reserves (shaded area in Figure 6.1) are defined as known resources that can profit-
ably be extracted at current prices. The magnitude of these current reserves can be expressed
as a number.

Potential reserves, on the other hand, are most accurately defined as a function rather than
a number. The amount of reserves potentially available depends upon the price people are
willing to pay for those resources—the higher the price, the larger the potential reserves.
Higher prices enable not only more expensive measures to recover more of the resource
from conventional sources, but also measures to extract resources from previously untapped
unconventional sources.

The resource endowment represents the natural occurrence of resources in the earth’s crust.
Since prices have nothing to do with the size of the resource endowment, it is a geological,
rather than an economic, concept. This concept is important because it represents a physical
upper limit on the availability of terrestrial resources.

The distinctions among these three concepts are significant. One common mistake in failing
to respect these distinctions is using data on current reserves as if they represented the
maximum potential reserves. This fundamental error can cause a huge understatement of
the time until exhaustion.

A second common mistake is to assume that the entire resource endowment can be made
available as potential reserves at a price people would be willing to pay. Clearly, if an infinite
price were possible, the entire resource endowment could be exploited, but don’t hold your
breath until the arrival of infinite prices.

Other distinctions among resource categories are also useful. The first category includes
all depletable, recyclable resources, such as copper. A depletable resource is one for which the
natural replenishment feedback loop can safely be ignored. The rate of replenishment for these
resources is so low that it does not offer a potential for augmenting the stock in any reasonable
time frame.

A recyclable resource is one that, although currently being used for some particular
purpose, exists in a form allowing its mass to be recovered once that original purpose is no
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Figure 6.1 A Categorization of Resources

Terms

Identified resources: specific bodies of mineral-bearing material whose location,
quality, and quantity are known from geological evidence, supported by engineering
measurements.

Measured resources: material for which quantity and quality estimates are within a
margin of error of less than 20 percent, from geologically well-known sample sites.
Indicated resources: material for which quantity and quality have been estimated
partly from sample analyses and partly from reasonable geological projections.
Inferred resources: material in unexplored extensions of demonstrated resources based
on geological projections.

Undiscovered resources: unspecified bodies of mineral-bearing material surmised to
exist on the basis of broad geological knowledge and theory.

Hypothetical resources: undiscovered materials reasonably expected to exist in a
known mining district under known geological conditions.

Speculative resources: undiscovered materials that may occur in either known types of
deposits in favorable geological settings where no discoveries have been made, or in
yet unknown types of deposits that remain to be recognized.

Source: U.S. Bureau of Mines and the U.S. Geological Survey. (1976). Principles of the
Mineral Resource Classification System of the U.S. Bureau of Mines and the U.S.
Geological Survey. Geological Survey Bulletin, 1450-A.
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longer necessary or desirable. For example, copper wiring from an automobile can be recovered
after the car has been shipped to the junkyard. The degree to which a recyclable resource is
actually recycled is determined by economic conditions, a subject covered in Chapter 8.

The current reserves of a depletable, recyclable resource can be augmented by economic
replenishment, as well as by recycling. Economic replenishment takes many forms, all sharing
the characteristic that they turn previously unrecoverable resources into recoverable ones. One
obvious stimulant for this replenishment is price. As price rises, producers find it profitable
to explore more widely, dig more deeply, and use lower-concentration ores.

Higher prices also stimulate technological progress. Technological progress simply refers
to an advancement in the state of knowledge that allows us to expand the set of feasible
possibilities. Harnessing nuclear power and the advent of both horizontal drilling and
hydraulic fracturing are two obvious examples. (Both are discussed in Chapter 7.)

The potential reserves of depletable, recyclable resources, however, can be exhausted. The
depletion rate is affected by the demand for and the durability of the products built with
the resource, and the ability to reuse the products. Except where demand is totally price-
inelastic (i.e., insensitive to price), higher prices tend to reduce the quantity demanded.
Durable products last longer, reducing the need for newer ones. Reusable products (e.g.,
rechargeable batteries or products sold at flea markets) provide a substitute for new products.

For some resources, the size of the potential reserves depends explicitly on our ability to
store the resource. For example, helium is generally found commingled with natural gas in
common fields. As the natural gas is extracted and stored, unless the helium is simultaneously
captured and stored, it diffuses into the atmosphere. This diffusion results in such low
atmospheric concentrations that extraction of helium from the air is not economical at current
or even likely future prices. Thus, the useful stock of helium depends crucially on how much
we decide to store.

Not all depletable resources can be recycled or reused. Depletable energy resources such
as coal, oil, and gas are irreversibly transformed when they are combusted. Once turned into
heat energy, the heat dissipates into the atmosphere and becomes nonrecoverable.

The endowment of depletable resources is of finite size. Current use of depletable,
nonrecyclable resources precludes future use; hence, the issue of how they should be shared
among generations is raised in the starkest, least forgiving form.

Depletable, recyclable resources raise this same issue, though somewhat less starkly, since
recycling and reuse make the useful stock last longer, all other things being equal. It is tempting
to suggest that depletable, recyclable resources could last forever with 100 percent recycling,
but unfortunately the physical theoretical upper limit on recycling is less than 100 percent—an
implication of a version of the entropy law defined in Chapter 2. Some of the mass is always
lost during recycling or use.

Because less than 100 percent of the mass is recycled, the useful stock must eventually
decline to zero. Therefore, even for recyclable, depletable resources, the cumulative useful
stock is finite, and current consumption patterns still have some effect on future generations.

Renewable resources are differentiated from depletable resources primarily by the fact that
natural replenishment augments the flow of renewable resources at a non-negligible rate. Solar
energy, water, and biological populations are all examples of renewable resources. For this
class of resources it is possible, though not inevitable, that a flow of these resources could be
maintained perpetually.'

For some renewable resources, the continuation and volume of their flow depend
crucially on humans. Soil erosion and nutrient depletion reduce the flow of food. Excessive
fishing reduces the stock of fish, which in turn reduces the rate of natural increase of the fish
population. What other examples can you come up with?
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For other renewable resources, such as solar energy, the flow is independent of humans.
The amount consumed by one generation does not reduce the amount that can be consumed
by subsequent generations.

Some renewable resources can be stored; others cannot. For those that can, storage provides
an additional way to manage the allocation of the resource over time. We are not left simply
at the mercy of natural ebbs and flows. Food, without proper care, perishes rapidly, but under
the right conditions stored food can be used to feed the hungry in times of famine. Unstored
solar energy radiates off the earth’s surface and dissipates into the atmosphere. While solar
energy can be stored in many forms, the most common natural form of storage occurs when
it is converted to biomass by photosynthesis.

Storage of renewable resources usually provides a different service than storage of deplet-
able resources. Storing depletable resources prolongs their economic life; storing renewable
resources, on the other hand, can serve as a means of smoothing out the cyclical imbalances of
supply and demand. Surpluses can be stored for use during periods when deficits occur. Familiar
examples include food stockpiles and the use of dams to store water to use for hydropower.

Managing renewable resources presents a different challenge from managing depletable
resources, although an equally significant one. The challenge for depletable resources involves
allocating dwindling stocks among generations while meeting the ultimate transition to
renewable resources. In contrast, the challenge for managing renewable resources involves
the maintenance of an efficient, sustainable flow. Chapters 7 through 13 deal with how the
economic and political sectors have responded to these challenges for particularly significant
types of resources.

Efficient Intertemporal Allocations

If we are to judge the efficiency of market allocations, we must define what is meant by
efficiency in relation to the management of depletable and renewable resources. Because
allocation over time is the crucial issue, dynamic efficiency becomes the core concept. The
dynamic efficiency criterion assumes that society’s objective is to maximize the present value
of net benefits coming from the resource. For a depletable, nonrecyclable resource, this
requires a balancing of the current and subsequent uses of the resource. In order to refresh
our memories about how the dynamic efficiency criterion defines this balance, we shall begin
with recalling and elaborating on the very simple two-period model developed in Chapter 5.
We can then proceed to demonstrate how conclusions drawn from that model generalize to
longer planning horizons and more complicated situations.

The Two-Period Model Revisited

In Chapter 5, we defined a situation involving the allocation, over two periods, of a finite
resource that could be extracted at constant marginal cost. With a stable demand curve for the
resource, an efficient allocation involved allocating more than half of the resource to the first
period and less than half to the second period. How the resources were divided between
the two periods was affected by the marginal cost of extraction, the marginal user cost and the
discount rate.

Due to the fixed and finite nature of depletable resources, use of a unit today precludes
use of that unit tomorrow. Therefore, production decisions today must take forgone future
net benefits into account. Marginal user cost is the opportunity cost measure that allows
intertemporal balancing to take place.
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In our two-period model, the marginal cost of extraction is assumed to be constant, but the
value of the marginal user cost was shown to rise over time. In fact, as was demonstrated
mathematically in the appendix to Chapter 5, when the demand curve is stable over time and
the marginal cost of extraction is constant, the rate of increase in the current value of the
marginal user cost is equal to 7, the discount rate. Thus, in Period 2, the marginal user cost
would be 1 + r times as large as it was in Period 1.2 Marginal user cost rises at rate 7 in an
efficient allocation in order to preserve the balance between present versus future production.

In summary, our two-period example suggests that an efficient allocation over time of a
finite resource with a constant marginal cost of extraction involves rising marginal user cost
and falling quantities consumed. How can we generalize to longer time periods and different
extraction circumstances?

The N-Period Constant-Cost Case

We begin this generalization by retaining the constant-marginal-extraction-cost assumption
while extending the time horizon within which the resource is allocated. In the numerical
example shown in Figures 6.2a and 6.2b, the demand curves and the marginal cost curve from
the two-period case are retained. The only changes in this numerical example from the two-
period case involve spreading the allocation over a larger number of years and increasing the
total recoverable supply from 20 to 40. (The specific mathematics behind this and subsequent
examples is presented in the appendix at the end of this chapter, but we shall guide you
through the intuition that follows from that analysis in this section.)

Figure 6.2a demonstrates how the efficient quantity extracted varies over time, while
Figure 6.2b shows the behavior of the marginal user cost and the marginal cost of extraction.
We shall use the term “total marginal cost” to refer to the sum of the two. The marginal cost
of extraction is represented by the lower line, and the marginal user cost is depicted as the
vertical distance between the marginal cost of extraction and the total marginal cost. To avoid
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Figure 6.2 (a) Constant Marginal Extraction Cost with No Substitute
Resource: Quantity Profile (b) Constant Marginal Extraction
Cost with No Substitute Resource: Marginal Cost Profile
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confusion, note that the horizontal axis is defined in terms of time, not the more conventional
designation—quantity.

Several trends are worth noting. First of all, in this case, as in the two-period case, the
efficient marginal user cost rises steadily in spite of the fact that the marginal cost of extraction
remains constant. This rise in the efficient marginal user cost reflects increasing scarcity and
the resulting rise in the opportunity cost of current consumption (reflecting forgone future
opportunities) as the remaining stock dwindles.

In response to these rising costs over time, the extracted quantity falls over time until it
finally becomes zero, which occurs precisely at the moment when the total marginal cost
becomes $8. At this point, total marginal cost is equal to the highest price anyone is willing
to pay, so demand and supply simultaneously equal zero. Thus, even in this challenging case
involving no increase in the cost of extraction, an efficient allocation envisions a smooth
transition to the exhaustion of a resource. The resource does not “suddenly” run out (because
prices have signaled the increasing scarcity), although in this case it does run out.

Transition to a Renewable Substitute

So far we have discussed the allocation of a depletable resource when no substitute is available
to take its place. Suppose, however, we consider the nature of an efficient allocation when a
substitute renewable resource is available at constant marginal cost. This case, for example,
could describe the efficient allocation of oil or natural gas with a solar or wind substitute or
the efficient allocation of exhaustible groundwater with a surface-water substitute. How could
we define an efficient allocation in this circumstance?

Since this problem is very similar to the one already discussed, we can use what we have
already learned as a foundation for mastering this new situation. Just as in the previous
case, the depletable resource would also be exhausted in this case, but now the exhaustion
will pose less of a problem, since we’ll merely switch to the renewable substitute at the
appropriate time.

For the purpose of our numerical example, assume the existence of a perfect substitute
for the depletable resource that is infinitely available at a cost of $6 per unit. The transition
from the depletable resource to this renewable resource would ultimately transpire because
the renewable resource marginal cost ($6) is less than the maximum willingness to pay ($8).
(Can you figure out what the efficient allocation would be if the marginal cost of this substitute
renewable resource was $9, instead of $6?)

The total marginal cost for the depletable resource in the presence of a $6 perfect substitute
would never exceed $6, because society could always substitute the renewable resource
whenever it was cheaper. Thus, while the maximum willingness to pay ($8, the choke price)
sets the upper limit on total marginal cost when no substitute is available, the marginal cost
of extraction of the substitute ($6 in our example) sets the upper limit in this new case as long
as the perfect substitute is available at a marginal cost lower than the choke price. The efficient
path for this situation is given in Figures 6.3a and 6.3b.

In this efficient allocation, the transition is once again smooth. Quantity extracted per unit
of time is gradually reduced as the marginal user cost rises until the switch is made to the
substitute. No abrupt change is evident once again in either marginal cost or quantity profiles.

What about the timing of the extraction of the depletable resource? When a renewable
resource is available, more of the depletable resource would be extracted in the earlier periods
than was the case without a renewable resource. Do you see why?

In this example, the switch is made during the sixth period, whereas in the previous example
(involving no renewable substitute) the last units were exhausted at the end of the eighth
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Figure 6.3 (a) Constant Marginal Extraction Cost with Substitute Resource:
Quantity Profile (b) Constant Marginal Extraction Cost with
Substitute Resource: Marginal Cost Profile

period. That seems consistent with common sense. When a substitute is available, the need to
save some of the depletable resource for the future is certainly less pressing. The opportunity
cost is lower.

At the switch point, consumption of the renewable resource begins. Prior to the switch
point, only the depletable resource is consumed, while after the switch point only the renew-
able resource is consumed. This sequencing of consumption patterns results from the costs
of the choices. Prior to the switch point, the depletable resource is cheaper. At the switch point,
the total marginal cost of the depletable resource (including marginal user cost) rises to
meet the marginal cost of the substitute, and the transition occurs. Due to the availability of
the substitute resource, after the switch point consumption never drops below five units in
any time period.

Why five? Five is the amount that maximizes the net benefit when the marginal cost equals
$6 (the price of the substitute). (Convince yourself of the validity of this statement by
substituting $6 into the willingness-to-pay function and solving for the quantity demanded.)

We shall not show the numerical example here, but it is not difficult to see how an efficient
allocation would be defined when the transition is from one constant marginal-cost deplet-
able resource to another depletable resource with a constant, but higher, marginal cost (see
Figure 6.4). The total marginal cost of the first resource would rise over time until it equaled
that of the second resource at the time of transition (T7). In the period of time prior to transition,
only the cheapest resource would be consumed; all of it would have been consumed by T".

A close examination of the total-marginal-cost path reveals two interesting characteristics
worthy of our attention. First, even in this case, the transition is a smooth one; total marginal
cost never jumps to the higher level. Second, the slope of the total marginal cost curve over
time is flatter after transition.

The first characteristic is easy to explain. The total marginal costs of the two resources have
to be equal at the time of transition. If they weren’t equal, the net benefit could be increased
by switching to the lower-cost resource from the more expensive resource. Total marginal
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Figure 6.4 The Transition from One Constant-Cost Depletable Resource to
Another

costs are not equal in the other periods. In the period before transition, the first resource is
cheaper and therefore used exclusively, whereas after transition the first resource is exhausted,
leaving only the second resource.

The slope of the marginal cost curve over time is flatter after transition simply because
the component of total marginal cost that is growing (the marginal user cost) represents a
smaller portion of the total marginal cost of the second resource than of the first. The total
marginal cost of each resource is determined by the marginal extraction cost plus the marginal
user cost. In both cases the marginal user cost is increasing at rate r, and the marginal cost of
extraction is constant. As you can see in Figure 6.4, the marginal cost of extraction, which is
constant, constitutes a much larger proportion of total marginal cost for the second resource
than for the first. Hence, total marginal cost rises more slowly for the second resource, at least
initially.

Increasing Marginal Extraction Cost

We have now expanded our examination of the efficient allocation of depletable resources to
include longer time horizons and the availability of other depletable or renewable resources
that could serve as perfect substitutes. As part of our trek toward increasing realism, we will
now consider a situation in which the marginal cost of extracting the depletable resource rises
with the cumulative amount extracted. This is commonly the case, for example, with minerals,
where the higher-grade ores are extracted first, followed by an increasing reliance on lower-
grade, higher marginal cost ones.

Analytically, this case is handled in the same manner as the previous case, except that the
function describing the marginal cost of extraction is slightly more complicated’>—it increases
with the cumulative amount extracted. The dynamic efficient allocation of this resource is
once again found by maximizing the present value of the net benefits, but in this case using
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Figure 6.5 (a) Increasing Marginal Extraction Cost with Substitute Resource:
Quantity Profile (b) Increasing Marginal Extraction Cost with
Substitute Resource: Marginal Cost Profile

this modified cost of extraction function. The results of that maximization are portrayed in
Figures 6.5a and 6.5b.

The most significant difference between this case and those that preceded it lies in the
behavior of marginal user cost. In the constant marginal cost cases we noted that marginal
user cost rose over time at rate 7. When the marginal cost of extraction increases with the
cumulative amount extracted, as in this case, marginal user cost declines over time until, at
the time of transition to the renewable resource, it goes to zero. Can you figure out why?

Remember that marginal user cost is an opportunity cost reflecting forgone future
marginal net benefits. In contrast to the constant marginal-cost case, in the increasing marginal-
cost case every unit extracted now raises the cost of future extraction. Therefore, as the current
marginal cost rises over time, the sacrifice made by future generations diminishes as an
additional unit is consumed earlier; the net benefit that would be received by a future generation,
if a unit of the resource were saved for them, gets smaller and smaller as the marginal extraction
cost of that resource gets larger and larger. By the last period, the marginal extraction cost is
so high that earlier consumption of one more unit imposes no sacrifice at all. At the switch
point, the opportunity cost of current extraction (as reflected in the marginal user cost) drops
to zero, and total marginal cost equals the marginal extraction cost.*

The increasing-cost case differs from the constant-cost case in another important way
as well. In the constant-cost case, the depletable resource reserve is ultimately completely
exhausted. In the increasing-cost case, however, the reserve is not exhausted; some is left in
the ground because it is more expensive than the substitute.

Up to this point in our analysis, we have examined what an efficient allocation would look
like in a number of circumstances. First, we examined a situation in which a finite amount of
a resource is extracted at constant marginal cost. Despite the absence of increasing extraction
cost, an efficient allocation involves a smooth transition to a substitute, when one is available,
or to abstinence, when one is not. The complication of increasing marginal cost changes the
time profile of the marginal user cost, but it does not alter the basic finding of declining
consumption of depletable resources coupled with rising total marginal cost.



Depletable Resource Allocation

Can this analysis be used as a basis for judging whether current extraction profiles are
efficient? As a look at the historical record reveals, the consumption patterns of most depletable
resources have involved increases, not decreases, in consumption over time. Is this prima facie
evidence that the resources are not being allocated efficiently?

Exploration and Technological Progress

Using the historical patterns of increasing consumption to conclude that depletable resources
are not being allocated efficiently would not represent a valid conclusion. As we have noted
earlier, the conclusions of any model depend on the structure of that model. The models
considered to this point have not yet included a consideration of the role of population and
income growth, which could cause demand to shift upward over time, or of the exploration
for new resources or technological progress. These are historically significant factors in the
determination of actual consumption paths.’

Consider how these factors might influence the efficient extraction profile. The search for
new resources is expensive. As easily discovered resources are exhausted, searches are initiated
in less rewarding, more costly, environments, such as the bottom of the ocean or locations
deep within the earth. This suggests the marginal cost of exploration, which is the marginal
cost of finding additional units of the resource, should be expected to rise over time, just as
the marginal cost of extraction does.

As the total marginal cost for a resource rises over time, society should actively explore
possible new sources of that resource. Larger increases in the marginal cost of extraction for
known sources trigger larger potential increases in net benefits from finding new sources that
previously would have been unprofitable to extract.

Some of this exploration would be successful: new sources of the resource would be discov-
ered. If the marginal extraction cost of the newly discovered resources is low enough, these
discoveries could lower, or at least delay, the increase in the total marginal cost of production.
As a result, the new finds would tend to encourage more consumption and more extraction.
Compared to a situation with no exploration possible, the model with exploration would show
a smaller and slower decline in consumption, while the rise in total marginal cost would be
dampened.

It is also not difficult to expand our concept of efficient resource allocations to include
technological progress, the general term economists give to advances in the state of knowledge.
In the present context, technological progress would be manifested as reductions over time in
the cost of extraction. For a resource that can be extracted at constant marginal cost, a one-
time breakthrough lowering the marginal cost of extraction would hasten the time of
transition. Furthermore, for an increasing-cost resource, more of the total available resource
would be recovered in the presence of technological progress than would be recovered without
it. (Why?)

The most pervasive effects of technological progress involve continuous downward shifts
in the cost of extraction over some time period. The total marginal cost of the resource could
actually fall over time if the cost-reducing nature of technological progress became so potent
that, in spite of increasing reliance on inferior ore, the marginal cost of extraction decreased
(see Example 6.1). With a finite amount of this resource, the fall in total marginal cost would
be transitory, since ultimately it would have to rise. As we shall see in the next few chapters,
however, this period of transition can last quite a long time.
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Historical Example of Technological Progress in
the Iron Ore Industry

The term technological progress plays an important role in the economic analysis of
mineral resources. Yet, at times, it can appear abstract, even mystical. It shouldn’t! Far
from being a blind faith detached from reality, technological progress refers to a host of
ingenious ways in which people have reacted to impending shortages with sufficient
imagination that the available supply of resources has been expanded by an order of
magnitude and at reasonable cost. An interesting case from economic history illustrates
how concrete a notion technological progress is.

In 1947, the president of Republic Steel, C. M. White, calculated the expected life of
the Mesabi Range of northern Minnesota (the source of some 60 percent of iron ore
consumed during World War II) as being in the range from 5 to 7 years. By 1955, only
8 years later, U.S. News and World Report concluded that worry over the scarcity of
iron ore could be forgotten. The source of this remarkable transformation of a problem
of scarcity into one of abundance was the discovery of a new technique of preparing
iron ore, called pelletization.

Prior to pelletization, the standard ores from which iron was derived contained from
50 to more than 65 percent iron in crude form. A significant percentage of taconite ore
containing less than 30 percent iron in crude form was available, but no one knew how
to produce it at reasonable cost.

Pelletization, a process by which these ores are processed and concentrated at the
mine site prior to shipment to the blast furnaces, allowed the profitable use of the taconite
ores. While expanding the supply of iron ore, pelletization reduced its cost in spite of its
inferior grade.

There were several sources of the cost reduction. First, substantially less energy was
used; the shift in ore technology toward pelletization produced net energy savings of
17 percent in spite of the fact that the pelletization process itself required more energy.
The reduction came from the discovery that the blast furnaces could be operated much
more efficiently using pelletized inputs. The process also reduced labor requirements
per ton by some 8.2 percent while increasing the output of the blast furnaces. A blast
furnace owned by Armco Steel in Middletown, Ohio, which had a rated capacity of
approximately 1500 tons of molten iron per day, was able, by 1960, to achieve produc-
tion levels of 2700-2800 tons per day when fired with 90 percent pellets. Pellets nearly
doubled the blast furnace productivity!

Sources: Kakela, P. J. (1978). Iron ore: Energy labor and capital changes with technology.

Science, 202 (December 15), 1151-1157; Kakela, P. J. (1981). Iron ore: From depletion to abundance.
Science, 212 (April 10), 132-136.

N J

Market Allocations of Depletable Resources

In the preceding sections, we have examined in detail how the efficient allocation of
substitutable, depletable, and renewable resources over time would be defined in a variety
of circumstances. We must now address the question of whether actual markets can be
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expected to produce an efficient allocation. Can the private market, involving millions of
consumers and producers, each reacting to his or her own unique preferences, ever result in
a dynamically efficient allocation? Is profit maximization compatible with dynamic efficiency?

Appropriate Property Rights Structures

The most common misconception of those who believe that even a perfect market could never
achieve an efficient allocation of depletable resources is based on the idea that producers
want to extract and sell the resources as fast as possible, since that is how they derive the value
from the resource. This misconception makes people see markets as myopic and unconcerned
about the future.

As long as the property rights governing natural resources have the characteristics of
exclusivity, transferability, and enforceability (Chapter 2), the markets in which those resources
are bought and sold will not necessarily lead to myopic choices for the simple reason that
myopia would reduce profits. By taking marginal user cost into account, the producer
maximizes profits by acting efficiently.

A resource in the ground has two potential sources of value to its owner: (1) a use value
when it is sold (the only source considered by those diagnosing inevitable myopia) and (2) an
asset value when it remains in the ground. As long as the price of a resource continues to rise,
the resource in the ground is becoming more valuable. The owner of this resource accrues this
capital gain, however, only if the resource is conserved for later sale. A producer who sells all
resources in the earlier periods loses the chance to take advantage of higher prices in the
future.

A profit-maximizing producer attempts to balance present and future production in order
to maximize the value of the resource and, hence, profits. Since higher prices in the future
provide an incentive to conserve, a producer who ignores this incentive would not be
maximizing the value of the resource. Resources sold by a myopic producer would be bought
by someone willing to delay extraction in order to maximize its value. As long as social and
private discount rates coincide, property rights structures are well defined (no externalities),
and reliable information about future prices is available, a producer who pursues maximum
profits simultaneously provides the maximum present value of net benefits for society.

The implication of this analysis is that, in competitive resource markets, the price of the
resource equals the total marginal cost of extracting and using the resource. Thus, Figures
6.2a through 6.5b can illustrate not only an efficient allocation but also the allocation
produced by an efficient market. When used to describe an efficient market, the total marginal
cost curve describes the time path that prices could be expected to follow.

Environmental Costs

Not all actual situations, however, satisfy the conditions necessary for this harmonious
outcome. One of the most important situations in which property rights structures may not
be well defined occurs when the extraction of a natural resource imposes an environmental
cost on society that is not internalized by the producers. The aesthetic costs of strip mining,
the health risks associated with uranium tailings, and the acids leached into streams from mine
operations are all examples of associated environmental costs. The presence of environmental
costs is both empirically and conceptually important, since it forms one of the bridges between
the traditionally separate fields of environmental economics and natural resource economics.

Suppose, for example, that the extraction of a depletable resource caused some damage to
the environment that was not adequately reflected in the costs faced by the extracting firms.
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This would be, in the context of discussion in Chapter 2, an external cost. The cost of getting
the resource out of the ground, as well as processing and shipping it, is borne by the resource
owner and considered in the calculation of how much of the resource to extract. The
environmental damage, however, may not be borne by the owner and, in the absence of
any outside attempt to internalize that external cost, will not normally be part of the extrac-
tion decision. How would the market allocation, based on only the costs borne by the owner,
differ from the efficient allocation, which is based on all costs, regardless of who ultimately
bears them?

We can examine this issue by modifying the numerical example used earlier in this chapter.
Assume the environmental damage can be represented by increasing the marginal cost by $1.¢
The additional dollar reflects the cost of the environmental damage caused by producing
another unit of the resource. What effect do you think this external cost would have on the
efficient time profile for quantities extracted?

The answers are given in Figures 6.6a and 6.6b. The result of including environmental cost
in the timing of the switch point is especially interesting because it involves two different
effects that work in opposite directions. On the demand side, the internalization of environ-
mental costs results in higher prices, which tend to dampen demand. This lowers the rate of
consumption of the resource, which, all other things being equal, would make it last longer.

All other things are not equal, however. The higher marginal cost also means that a smaller
cumulative amount of the depletable resource would be extracted in an efficient allocation.
(Can you see why?) As shown in Figures 6.6a and 6.6b, the efficient cumulative amount
extracted would be 30 units instead of the 40 units extracted in the case where environmental
costs were not included. This supply-side effect tends to hasten the time when a switch to the
renewable resource is made, all other things being equal.

Which effect dominates—the rate-of-consumption effect or the supply effect? In our
numerical example, the supply-side effect dominates and, as a result, the time of transition
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Figure 6.6 (a) Increasing Marginal Extraction Cost with Substitute Resource
in the Presence of Environmental Costs: Quantity Profile
(b) Increasing Marginal Extraction Cost with Substitute
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for an efficient allocation is sooner than for the market allocation. In general, the answer
depends on the shape of the marginal-extraction-cost function. With constant marginal cost,
for example, there would be no supply-side effect and the market would unambiguously
transition later. If the environmental costs were associated with the use of the renewable
resource, rather than the depletable resource, the time of transition for the efficient allocation
would have been later than the market allocation. Can you see why?

What can we learn from this analysis of the increasing cost case about the allocation of
depletable resources over time when environmental side effects are not borne by the agent
determining the extraction rate? Ignoring external costs leaves the market price of the
depletable resource too low, too much of the resource would be extracted, and the rate at
which it would be extracted would be too high relative to an efficient extraction profile.

Since policies that internalize these external costs can affect both the quantity extracted
and price profiles, they can sometimes produce unexpected outcomes (see Example 6.2).

L EXAMPLES2 2

The Green Paradox

Common sense indicates that when pollution taxes to promote nonpolluting technology
are imposed, they would lower emissions and improve welfare as long as the taxes
weren’t excessive. In an intriguing article, Sinn (2008) argues that in the case of global
warming these demand-reducing policies could trigger (under certain conditions) price
effects that could actually reduce welfare. Because this analysis suggests that polices
designed to internalize an externality could actually result in lower economic welfare,
this outcome was labeled “the green paradox.”

The basic logic behind this finding is easily explained in terms of the depletable resource
models developed in this chapter. The specific policy case examined by Sinn was a carbon
tax rate that rises over time faster than the rate of interest. This carbon tax design changes
the relative prices between current and future sales, increasing the relative profitability of
earlier extraction. (Remember, one reason for delaying extraction was the higher prices
extractors would gain in the future. With this specific tax profile the after-tax return is
falling, not rising.) This policy would not only change the profit-maximizing extraction
profile so that more is extracted earlier, but the present value of net benefits could fall.

Notice that this result depends on earlier, not larger, cumulative damages. In the
constant MEC model, cumulative extraction (and hence, cumulative damages) is fixed
so these polices would affect the timing, but not the magnitude, of the cumulative
emissions. In the increasing cost MEC case, however, the cumulative emissions would
actually be less; the imposition of the carbon tax would ultimately result in more of the
depletable resource being left in the ground.

Is the Green Paradox a serious obstacle to climate policy? The early verdict seems to
be no (van der Ploeg, 2013; Jensen et al., 2015), but the dearth of empirical evidence
pointing either one way or the other leaves the door ajar.

Sources: Sinn, H.-W. (2008). Public policies against global warming: A supply side approach. International Tax
and Public Finance, 15, 360-394; van der Ploeg, F. (2013). Cumulative carbon emissions and the green
paradox. Annual Review of Resource Economics, 5, 281-300; Jensen, Svenn, Mohliny, Kristina, Pittelz,
Karen, & Sterner, Thomas. (2015). An introduction to the green paradox: The unintended consequences of
climate policies. Review of Environmental Economics and Policy, 9, 246-265. doi:10.1093/reep/rev010
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This once again demonstrates the interdependencies among the various decisions we have
to make about the future. Environmental and natural resource decisions are intimately and
inextricably linked.

Summary

The efficient extraction profiles for depletable and renewable resources depend on the circum-
stances. In the standard treatments when the resource can be extracted at a constant marginal
cost, the efficient quantity of the depletable resource extracted declines over time. If no substi-
tute is available, the quantity declines smoothly to zero. If a renewable constant-cost substitute
is available, the quantity of the depletable resource extracted will decline smoothly to the
quantity available from the renewable resource. In each case, all of the available depletable
resource would be eventually used up and marginal user cost would rise over time, reaching a
maximum when the last unit of depletable resource was extracted.

The efficient allocation of an increasing marginal-cost resource is similar in that the quantity
extracted declines over time, but differs with respect to the behavior of marginal user cost and
the cumulative amount extracted. Whereas marginal user cost typically rises over time when
the marginal cost of extraction is constant, it declines over time when the marginal cost of
extraction rises with the cumulative amount extracted. Furthermore, in the constant-cost case
the cumulative amount extracted is equal to the available supply; in the increasing-cost case it
depends on the relationship between the marginal extraction cost function and the cost of the
substitute; some of the resource may be left in the ground unused.

Introducing technological progress and exploration activity into the model tends to delay
the transition to renewable resources. Exploration expands the size of current reserves, while
technological progress keeps marginal extraction cost from rising as fast as it otherwise would.
If these effects are sufficiently potent, marginal cost could actually decline for some period of
time, causing the quantity extracted to rise.

In the absence of environmental costs when property rights structures are properly defined,
market allocations of depletable resources can be efficient. In this case profit maximization
and efficiency can be compatible.

When the extraction of resources imposes an external environmental cost, however, generally
market allocations will not be efficient. The market price of the depletable resource would be
too low, the rate of extraction would be excessive, and too much of the resource would ultimately
be extracted. (Think of this model when you read about the effects of fracking in Chapter 7.)

In an efficient market allocation, the transition from depletable to renewable resources is
smooth and exhibits no overshoot-and-collapse characteristics. Whether the actual market
allocations of these various types of resources are efficient remains to be seen. To the extent
markets negotiate an efficient transition, a laissez-faire policy would represent an appropriate
response by the government. On the other hand, when the market is not capable of yielding
an efficient allocation, then some form of government intervention may be necessary. In the
next few chapters, we shall examine these questions for a number of different types of depletable
and renewable resources.

Discussion Question

1. One current practice is to calculate the years remaining for a depletable resource by taking
the prevailing estimates of current reserves and dividing it by current annual consumption.
How useful is that calculation? Why?
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Self-Test Exercises

1. To anticipate subsequent chapters where more complicated renewable resource models
are introduced, consider a slight modification of the two-period depletable resource
model. Suppose a biological resource is renewable in the sense that any of it left unex-
tracted after Period 1 will grow at rate k. Compared to the case where the total amount
of a constant-MEC resource is fixed, how would the efficient allocation of this resource
over the two periods differ? (Hint: It can be shown that MNB /MNB, = (1 + k)/(1 + 7),
where MNB stands for marginal net benefit.)

2. Consider an increasing marginal-cost depletable resource with no effective substitute.
(a) Describe, in general terms, how the marginal user cost for this resource in the earlier
time periods would depend on whether the demand curve for that resource was stable or
shifting outward over time. (b) How would the allocation of that resource over time be
affected?

3. Many states are now imposing severance taxes on resources being extracted within their
borders. In order to understand the effect of these taxes on the allocation of the mineral
over time, assume a stable demand curve. (a) How would the competitive allocation of
an increasing marginal-cost depletable resource be affected by the imposition of a per-unit
tax (e.g., $4 per ton) if there exists a constant-marginal-cost substitute? (b) Comparing
the allocation without a tax to one with a tax, in general terms, what are the differences
in cumulative amounts extracted and the price paths?

4. For the increasing marginal-extraction-cost model of the allocation of a depletable
resource, how would the ultimate cumulative amount taken out of the ground be affected
by (a) an increase in the discount rate, (b) the extraction by a monopolistic, rather than
a competitive, industry, and (c) a per-unit subsidy paid by the government for each unit
of the abundant substitute used?

5. Suppose you wanted to hasten the transition from a depletable fossil fuel to solar energy.
Compare the effects of a per-unit tax on the depletable resource to an equivalent per-unit
subsidy on solar energy. Would they produce the same switch point? Why or why not?

6. Suppose a tax on the extraction of a depletable resource is enacted and it will first take
effect 10 years in the future. This resource is assumed to have a renewable, constant MEC
substitute that will remain untaxed.

a. For a depletable resource characterized by a constant MEC how would, if at all, this
pending law affect the extraction profile over time in terms of both the timing of the
extraction and the cumulative amount extracted. Why?

b. If the depletable resource is characterized by an increasing MEC, how would your
answer in (a) change, if at all. Why?

Notes

1 Even renewable resources are ultimately finite because their renewability depends on energy
from the sun and the sun is expected to serve as an energy source for only the next 5 or 6
billion years. Because the finiteness of renewable resources is sufficiently far into the future, the
distinction between depletable and renewable resources remains useful as a practical matter.

2 The condition that marginal user cost rises at rate 7 turns out to be true only when the marginal
cost of extraction is constant. Later in this chapter we show how the marginal user cost is
affected when marginal extraction cost is not constant. Remember in Chapter 1 how we noted
that the outcome of any model depends upon the assumptions that undergird it? This is one
example of that point.
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3 The new marginal cost of extraction is MCt = $2 + 0.1Q, where Q, is cumulative extraction to
date.

4 Total marginal cost cannot be greater than the marginal cost of the substitute. Yet, in the
increasing marginal extraction cost case, at the time of transition the marginal extraction cost
must also equal the marginal cost of the substitute. If that weren’t true, it would imply that
some of the resource that was available at a marginal cost lower than the substitute would
remain unused. This would clearly be inefficient, since net benefits could be increased by simply
using it instead of the more expensive substitute. Hence, at the switch point, in the rising
marginal-cost case, the marginal extraction cost has to equal total marginal cost, implying a
zero marginal user cost.

5 To derive how a rising demand curve over time due to either rising income or population
growth would affect the extraction profile, complete self-test exercise (2) at the end of this
chapter.

6 Including environmental damage, the marginal cost function would be raised to $3 + 0.1Q
instead of $2 + 0.10.
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Appendix

Extensions of the Constant Extraction Cost Depletable
Resource Model: Longer Time Horizons and the Role
of an Abundant Substitute

In the appendix to Chapter 5, we derived a simple model to describe the efficient allocation
of a constant-marginal-cost depletable resource over time and presented the numerical solution
for a two-period version of that model. In this appendix, the mathematical derivations for the
extension to that basic model will be documented, and the resulting numerical solutions for
these more complicated cases will be explained.

The N-Period, Constant-Cost, No-Substitute Case
The first extension involves calculating the efficient allocation of the depletable resource
over time when the number of time periods for extraction is unlimited. This is a more difficult
calculation because how long the resource will last is no longer predetermined; the time
of exhaustion must be derived as well as the extraction path prior to exhaustion of the
resource.

The equations describing the allocation that maximizes the present value of net benefits
are

a-bq-c
W—/’L:O,t:L...,T (1)
2.4-0 2)

The parameter values assumed for the numerical example presented in the text are
a=9%$8,b=0.4,c=%2,O0=40,andr = 0.10
The allocation that satisfies these conditions is

q,=8.004  q,=5.689  q,=2607  T=9
4,=7.305  q,=4758  g,=1368  A=2.7983
4,=6.535  ¢,=3733  g,=0.000

The optimality of this allocation can be verified by substituting these values into the above
equations. (Due to rounding, these add to 39.999, rather than 40.000.)

Practically speaking, solving these equations to find the optimal solution is not a trivial
matter, but neither is it very difficult. One method of finding the solution for those without
the requisite mathematics involves developing a computer algorithm (computation procedure)
that converges on the correct answer. One such algorithm for this example can be constructed
as follows: (1) assume a value for A; (2) using Equation set (1) solve for all g’s based upon this
A; (3) if the sum of the calculated ¢’s exceeds O, adjust A upward or if the sum of the
calculated ¢’s is less than O, adjust A downward (the adjustment should use information
gained in previous steps to ensure that the new trial will be closer to the solution value);
(4) repeat steps (2) and (3) using the new A; (5) when the sum of the ¢’s is sufficiently close to
O stop the calculations. As an exercise, those interested in computer programming might
construct a program to reproduce these results.
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Constant Marginal Cost with an Abundant Renewable Substitute

The next extension assumes the existence of an abundant, renewable, perfect substitute,
available in unlimited quantities at a cost of $6 per unit. To derive the dynamically efficient
allocation of both the depletable resource and its substitute, let g, be the amount of a constant-
marginal-cost depletable resource extracted in year ¢ and g, the amount used of another
constant-marginal-cost resource that is perfectly substitutable for the depletable resource.
The marginal cost of the substitute is assumed to be $d.

With this change, the total benefit and cost formulas become

T
Total benefit :Za(qﬁ qs,)—g(Qﬁqs,)z (3)
t=1

T

Total cost= Z (cq,+dq,) (4)

The objective function is thus

b
alq,+4q,)-5 g/ +4q;+29,9,) - cq,- dq,,

PVNB=) P (5)

subject to the constraint on the total availability of the depletable resource

T

_—;%20 (6)

Necessary and sufficient conditions for an allocation maximizing this function are expressed
in Equations (7), (8), and (9):

a-b(g+q,)-c

Tar ~A<0,t=1,..,T (7)

Any member of Equation set (7) will hold as an equality when g, > 0 and will be negative
when

a-b(q,+q,)-d=<0,t=1,..,T (8)

Any member of Equation set (8) will hold as an equality when g_,> 0 and will be negative
when g, =0

T

_—2%20 9)

For the numerical example used in the text, the following parameter values were assumed:
a=%$8,b=0.4,c=%2,d=9%6,Q =40,and r = 0.10. It can be readily verified that the optimal
conditions are satisfied by



Depletable Resource Allocation

3,=8.798 q,=7.495 q.=5.919
3,=8.177 q,=6.744
5.000 for t> 6

=2.137 =
T s { O0for t<6
q,=2.863 A=2.481

The depletable resource is used up before the end of the sixth period and the switch is made
to the substitute resource at that time. From Equation set (8), in competitive markets the
switch occurs precisely at the moment when the resource price rises to meet the marginal cost
of the substitute.

The switch point in this example is earlier than in the previous example (the sixth period
rather than the ninth period). Since all characteristics of the problem except for the availability
of the substitute are the same in the two numerical examples, the difference can be attributed
to the availability of the renewable substitute.

143



Taylor & Francis
Taylor & Francis Group

http://taylorandfrancis.com


http://taylorandfrancis.com

Chapter 7

Energy

The Transition from Depletable
to Renewable Resources

If it ain’t broke, don’t fix it!
—OId Maine proverb

Introduction

Energy is one of our most critical resources; without it life would cease. We derive energy from
the food we eat. Through photosynthesis, the plants we consume—Dboth directly and indirectly
when we eat meat—depend on energy from the sun. The materials we use to build our houses
and produce the goods we consume are extracted from the earth’s crust, and then transformed
into finished products with expenditures of energy.

Currently, many industrialized countries depend on oil and natural gas for the majority of
their energy needs. According to the International Energy Agency (IEA), these resources
together supply 59 percent of all primary energy consumed worldwide. (Adding coal, another
fossil fuel resource, increases the share to 86 percent of the total.) Fossil fuels are depletable,
nonrecyclable sources of energy.

According to depletable resource models, oil and natural gas would be used until the
marginal cost of further use exceeded the marginal cost of more abundant and/or renewable
substitute resources. In an efficient market path, the transition to these alternative sources
would be smooth and harmonious. Have the allocations of the last several decades been
efficient or not? Is the market mechanism flawed in its allocation of depletable resources?
If so, is it a fatal flaw? If not, what caused the inefficient allocations? Are the problems
correctable?

In this chapter we shall examine some of the major issues associated with the allocation of
energy resources over time and explore how economic analysis can clarify our understanding
of both the sources of the problems and their solutions.
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Natural Gas: From Price Controls to Fracking

Some Early History

In the United States, during the winter of 1974 and early 1975, serious shortages of natural
gas developed. Customers who had contracted for and were willing to pay for natural gas
were unable to get as much as they wanted. The shortage (or curtailments, as the Federal
Energy Regulatory Commission [FERC] calls them) amounted to 2 trillion cubic feet of
natural gas in 1974-1975, which represented roughly 10 percent of the marketed production
in 1975. In an efficient allocation, shortages of that magnitude would never have materialized.
What happened?

The simple answer is regulation. The regulation of natural gas began in 1938 with the
passage of the Natural Gas Act. This act transformed the Federal Power Commission (FPC),
which subsequently become FERC, into a federal regulatory agency charged with maintaining
“just” prices. In 1954 a Supreme Court decision forced the FPC to extend their price control
regulations beyond pipeline companies to include producers as well.

Because the process of setting price ceilings proved cumbersome, the hastily conceived
initial “interim” ceilings remained in effect for almost a decade before the Commission was
able to impose more carefully considered ceilings. What was the effect of this regulation?

By returning to our models in the previous chapter, we can anticipate the havoc this would
raise. The ceiling would prevent prices from reaching their normal levels. Since price increases
are the source of the incentive to conserve, the lower future prices would cause an inefficiently
large amount of the resource to be used in earlier years. Consumption levels in the earlier
years would be higher under price controls than without them.

Effects on the supply side would also be expected to be significant. Producers would
produce the resource only when they could do so profitably. Once the marginal cost rose to
meet the price ceiling, no more would be produced, regardless of the demand for the resource
at that price. Thus, as long as price controls were permanent, less of the resource would
be produced with controls than without so production would also be skewed toward the
earlier years.

The combined impact of these demand-and-supply effects would be to distort the allocation
significantly (see Figures 7.1a and 7.1b). While a number of aspects differentiate this alloc-
ation from an efficient one, several are of particular importance: the market would react to
price controls by (1) leaving more of the resource in the ground, (2) increasing the rate of
consumption, (3) causing the time of transition to be earlier, and (4) creating an abrupt
transition, with prices suddenly jumping to new, higher levels. All are detrimental. The first
effect means we would not be using all of the natural gas available at prices consumers
were willing to pay. Because price controls would cause prices to be lower than efficient, the
resource would be depleted too fast. These two effects would cause an earlier and abrupt
transition to the substitute, possibly before the technologies to use it were adequately
developed.

The discontinuous jump to a new technology, which results from the fact that price controls
eliminate price flexibility, can place quite a burden on consumers. Attracted by artificially low
prices, consumers would invest in equipment to use natural gas, only to discover—after the
transition—that natural gas was no longer available.

One interesting characteristic of price ceilings is that they affect behavior even before they
are binding."! This effect is clearly illustrated in Figures 7.1a and 7.1b in the earlier years. Even
though the price in the first year is lower than the price ceiling, it is not equal to the efficient
price. (Can you see why? Think what effect price controls have on the marginal user cost faced
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by producers.) The price ceiling causes a reallocation of resources toward the present, which,
in turn, reduces prices in the earlier years.

It seems fair to conclude that, by sapping the economic system of its ability to respond
to changing conditions, price controls on natural gas created a significant amount of turmoil.
When this kind of political control occurs, the overshoot and collapse scenario can have
some validity. In this case, however, it would be caused by government actions rather than
any pure market behavior. If so, the adage that opens this chapter becomes particularly
relevant!

Politicians may view scarcity rent as a possible source of revenue to transfer from producers
to consumers. As we have seen, however, scarcity rent is an opportunity cost that serves
a distinct purpose—the protection of future consumers. When a government attempts to
reduce scarcity rent through price controls, the result is an overallocation to current consum-
ers and an underallocation to future consumers. Thus, what appears to be a financial transfer
from producers to consumers is, in large part, also a transfer of the affected commodity
from future consumers to present consumers. Since current consumers mean current votes
and future consumers may not know whom to blame by the time shortages appear, price
controls are politically attractive. Unfortunately, they are also inefficient; the losses to future
consumers and producers are greater than the gains to current consumers. Because controls
distort the allocation toward the present, they are also unfair to future consumers. Thus,
markets in the presence of price controls are indeed myopic, but the problem lies with the
controls, not the market per se.

After long debating the price control issue, Congress passed the Natural Gas Policy Act on
November 9, 1978. This act initiated the eventual phased decontrol of natural gas prices. By
January 1993, no sources of natural gas were subject to price controls.

Fracking

Natural gas production remained relatively stable from the mid-1970s until the middle of the
first decade of the twenty-first century, when a new technology dramatically changed the cost
of accessing new sources of natural gas in shale, a type of sedimentary rock.? Hydraulic
fracturing, or fracking as it is known popularly, is a form of technical progress that combines
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horizontal drilling with an ability to fracture deep shale deposits using a mixture of high
pressure water, sand, and chemicals. Not only does the fractured shale release large quantities
of natural gas, but this extraction process also costs less than accessing more conventional
sources.

The introduction of this new technology has increased production dramatically in the
United States and fracked gas is likely to play an even larger role over the next few decades
according to the Energy Information Agency, the statistical arm of the U.S. Department
of Energy. If ever there were an example of the profound effect a technical change can have,
this is it!

While this production is dramatically changing the energy situation in the United States,
that change comes with some controversy (see Debate 7.1).

Oil: The Cartel Problem

Much of the world’s oil is currently produced by a cartel called the Organization of the
Petroleum Exporting Countries (OPEC). The members of this organization collude to exercise
power over oil production and prices. As established in Chapter 2, seller power over resources
due to a lack of effective competition leads to an inefficient allocation. When sellers have
market power, they can restrict supply and thus force prices higher than otherwise.

Though these conclusions were previously derived for products, they are valid for depletable
resources as well. By restricting supply a monopolist can extract more scarcity rent from a
depletable resource base than competitive suppliers can. The monopolistic transition results
in a slower rate of production and higher prices.> The monopolistic transition to a substitute,
therefore, occurs later than a competitive transition. While monopolistic exploitation raises
the net present value of profits to the sellers, it reduces the net present value of net benefits to
society. Although the slower consumption on balance reduces the social costs associated with
climate damages, as we shall see in Chapter 17 this outcome is not efficient since many lower-
cost ways to reduce these social costs are available.

The cartelization of the oil suppliers has, historically apparently been quite effective (Smith,
2005). Why? Are the conditions that make it profitable unique to oil, or could oil cartelization
be the harbinger of a wave of natural resource cartels? What is the outlook for the oil cartel
in the future? To answer these questions, we must isolate those factors that make cartelization
possible and profitable. Although many factors are involved, four stand out: (1) the price
elasticity of demand in both the long run and the short run; (2) the income elasticity of
demand; (3) the supply responsiveness of the producers who are not cartel members; and
(4) the compatibility of interests among members of the cartel.

Price Elasticity of Demand

The price elasticity of demand is an important ingredient because it determines how responsive
demand is to price. When demand elasticities are between 0 and -1 (i.e., when the percentage
quantity response is smaller than the percentage price response), price increases lead to
increased revenue. Exactly how much revenue would increase when prices increase depends
on the magnitude of the elasticity. Generally, the smaller is the absolute value of the price
elasticity of demand (the closer it is to 0.0), the larger are the gains to be derived from forming
a cartel.

The price elasticity of demand depends on the opportunities for conservation, as well as
on the availability of substitutes. As storm windows cut heat losses, the same temperature can



DEBATE 7.1

Does the Advent of Fracking Increase Net Benefits?

While fracking will no doubt lower U.S. dependency on energy imports (the
subject of the next section) and provide an economic boost by lowering
energy costs in the United States as it displaces more expensive fuels, it
also comes with some costs. The main short-term concerns involve water
contamination (fracking chemicals leaking into local wells), water depletion
(the extraction process uses large quantities of water), air quality issues
(some of the toxic fracking chemicals can escape into the surrounding air)
and “leakage” (methane, one of the primary components of natural gas
and a powerful greenhouse gas that contributes to climate change, can leak
into the atmosphere as a result of the fracking process). Further, over the
longer run, according to the International Energy Agency, an excessive
reliance on natural gas would be incompatible with reaching proposed
climate policy goals.

If fracking comes with high benefits and high costs, does it make economic
sense? The simple answer is that we don’t know yet. For one thing, as Chapter
3 reminds us, it would depend on the accounting stance (geographic scope)
of the analysis. The geographic regions that benefit may not be the same
regions that bear the costs. Different accounting stances could produce
different results.

More fundamentally, even if a national benefit-cost analysis could be
revealing, many of the components of that analysis are not yet known with
sufficient certainty to provide much confidence in the answers this early in
the game. To take just one example of our ignorance, if the leakage rate
exceeds 3.2 percent, natural gas is apparently no better for the climate than
coal or oil. Unfortunately, we have a firm grasp on the leakage rate for only
a few specially studied wells. Furthermore, the expected costs from the
associated water and air contamination are not yet fully known either.
Finally, even if we were able to derive a reasonable answer for the current
period prior to much regulation, the answer is likely to be much more
favorable to fracking once a regulatory framework to reduce the problems
is in place.

Fortunately, studies are underway to fill in the information gaps and
regulations that control the most negative net benefit aspects of the industry
are likely to follow. Stay tuned.

Sources: Alvarez, R. A, Pacala, S. W., Winebrake, J. J., Chameides, W. L., & Hamburg,
S. P.(2012). Greater focus needed on methane leakage from natural gas infrastructure.
PNAS, 109, 176435-176440; Jackson, R. B., et al. 2013. The environmental costs
and benefits of fracking. Annual Review of Environment and Resources, 39,
327-362.
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be maintained with less heating oil. Smaller, more fuel-efficient automobiles reduce the amount
of gasoline needed to travel a given distance. The larger the set of these opportunities and the
smaller the cash outlays required to exploit them, the more price-elastic the demand. This
suggests that demand will be more price-elastic in the long run (when sufficient time has
passed to allow adjustments) than in the short run.

The availability of substitutes is also important because it limits the degree to which prices
can be profitably raised by a producer cartel. Abundant quantities of relatively inexpensive
fuels that could substitute for oil can set an upper limit on the cartel price. Unless the cartel
controls those alternative sources as well—and in oil’s case it doesn’t—any attempts to raise
prices above those limits would cause the consuming nations to simply switch to these
alternative sources; the cartel would have priced itself out of the market.

Income Elasticity of Demand

The income elasticity of demand is important because it indicates how sensitive demand
for the cartel’s product is to growth in the world economy. As income grows, demand should
grow. This continual increase in demand fortifies the ability of the cartel to raise its prices.

The income elasticity of demand is also important, however, because it registers how sensi-
tive demand is to the business cycle. The higher the income elasticity of demand, the
more sensitive demand is to periods of rapid economic growth or to recessions. Economic
downturns led to a weakening of the oil cartel in 1983 as well as to a significant fall in oil
prices starting in late 2008. Conversely, whenever the global economy recovers, the cartel
benefits disproportionately.

Nonmember Suppliers

Another key factor in the ability of producer nations to exercise power over a natural resource
market is their ability to prevent new suppliers, not part of the cartel, from entering the market
and undercutting the price. Prior to fracking, OPEC produced about 45 percent of the world’s
oil, but that is changing due to the increase in production from fracked oil. When non-OPEC
producers expand their supply dramatically, prices can be expected to fall along with OPEC’s
market share. If this supply response is large enough, the cartelized allocation of oil would
approach the competitive allocation.

Recognizing this impact, the cartel must take the nonmembers into account when setting
prices. Salant (1976) proposed an interesting model of monopoly pricing in the presence
of a fringe of small nonmember producers that serves as a basis for exploring this issue. His
model includes a number of suppliers. Some form a cartel. Others, a smaller number, form a
“competitive fringe.” The cartel is assumed to set its price so as to maximize its members’
profit, taking the competitive fringe production into account. The competitive fringe cannot
directly set the price, but, since it is free to choose the level of production that maximizes its
own profits, its output does affect the cartel’s pricing strategy by increasing the available supply.

What conclusions does this model yield? The model concludes first of all that a resource
cartel would set different prices in the presence of a competitive fringe than in its absence.
With a competitive fringe, it would set the initial price somewhat lower than the pure
monopoly price and allow price to rise more rapidly. This strategy maximizes cartel profits
by inducing the competitive fringe to produce more in the earlier periods (in response to
higher demand) and eventually to exhaust their supplies. Once the competitive fringe has
depleted its reserves, the cartel would raise the price and thereafter prices would increase much
more slowly.



Thus, the optimal strategy, from the point of view of the cartel, is to hold back on its own
sales during the initial period, letting the other suppliers exhaust their supplies. Sales and
profits of the competitive fringe, in this optimal cartel strategy, decline over time, while sales
and profits of the cartel increase over time as prices rise and the cartel continues to capture a
larger share of the market.

Another fascinating implication of this model is that the formation of the cartel raises
the present value of competitive fringe profits by an even greater percentage than it raises the
present value of cartel profits. Those without the power gain more in percentage terms than
those with the power!

Though this may seem counterintuitive, it is actually easily explained. The cartel, in order
to keep the price up, must cut back on its own production level. The competitive fringe,
however, is under no such constraint and is free to take advantage of the higher prices caused
by the cartel’s withheld production without cutting back its own production. Thus, the profits
of the competitive fringe are higher in the earlier period, which, in present value terms, are
discounted less. All the cartel can do is wait until the competitive suppliers become less of a
force in the market. The implication of this model is that the presence of a competitive fringe
matters, even if it controls as little as one-third of the production.

The impact of this competitive fringe on OPEC behavior was dramatically illustrated by
events in the 1985-1986 period. In 1979, OPEC accounted for approximately 50 percent of
world oil production, while in 1986 this had fallen to approximately 30 percent. When the
recession cut global demand by 10 percent, the cartel’s attempts to keep prices as high as
possible by reducing its own production were thwarted by a competitive fringe that simply
kept producing. The real cost of crude oil imports in the United States fell from $34.95 per
barrel in 1981 to $11.41 in 1986. OPEC simply was not able to hold the line on prices because
the necessary reductions in its own production were too large for the cartel members to sustain
in the face of continuing supplies from the competitive fringe.

With global economic growth, however, the tide was turned. In the summer of 2008,
the price of crude oil soared above $138 per barrel. Strong worldwide demand was
coupled with restricted supply from Iraq because of the war. However, these high prices also
promoted the major oil companies’ search for more unconventional sources of oil including
the tar sands in Canada and the use of fracking to extract oil from shale in the United
States. Once again the cartel’s power was subject to limits, this time imposed by nonmember
suppliers.

Compatibility of Member Interests

The final factor we shall consider in determining the potential for cartelization of natural
resource markets is the internal cohesion of the cartel. With only one seller, the objective of
that seller can be pursued without worrying about alienating others who could undermine the
profitability of the enterprise. In a cartel composed of many sellers, that freedom is no longer
as wide ranging. The incentives of each member and the incentives of the group as a whole
may diverge.

Cartel members have a strong incentive to cheat. A cheater, if undeterred by the other
members, could lower its price and capture a larger share of the market. Formally speaking,
the price elasticity of demand facing an individual member is substantially higher than that
for the group as a whole, because some of the increase in individual sales at a lower individual
price represents sales reductions for other members. When producers face markets characterized
by high price elasticities, lower prices maximize profits. Thus, successful cartelization
presupposes a means for detecting cheating and enforcing the collusive agreement.
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In addition to cheating, however, cartel stability is also threatened by the degree to which
members fail to agree on pricing and output decisions. Oil provides an excellent example
of how these dissensions can arise. Since the 1974 rise of OPEC as a world power, Saudi
Arabia has frequently exercised a moderating influence on the pricing decisions of OPEC.
Why?

One highly significant reason is the size of Saudi Arabia’s oil reserves. Controlling about
22 percent of OPEC’s proven oil reserves in 2015 (second only to Venezuela’s 24.8 percent)
Saudi Arabia has an incentive to preserve the value of those resources. Setting prices too high
would undercut the future demand for its oil. As previously stated, the demand for oil in the
long run is more price-elastic than in the short run. Countries with smaller reserves, such as
Nigeria, know that in the long run their reserves will be gone and therefore these countries
are more concerned about the near future. Countries with small reserves want to extract more
rent now, but countries with large reserves want to preserve future rent.

This examination of the preconditions for successful cartelization suggests two things:
(1) creating a successful cartel is not an easy path for natural resource producers to pursue,
and (2) it is quite likely that OPEC’s difficulties in exercising control over the market will only
increase in the future.

Fossil Fuels: National Security Considerations

Vulnerable strategic imports such as oil have an added cost that is not reflected in the
marketplace. National security is a classic public good. No individual corporate importer
correctly represents our collective national security interests in making a decision on how
much to import. Hence, leaving the determination of the appropriate balance between imports
and domestic production to the market generally results in an excessive dependence on
imports in terms of both climate change and national security considerations (see Figure 7.2).

In order to understand the interaction of these factors, five supply curves are relevant.
Domestic supply is reflected by two options. The first, S, , is the long-run domestic supply
curve without considering the climate change damages resulting from burning more oil, while
the second, S ,, is the domestic supply curve that includes these per-unit damages.

While climate change policy is the subject of Chapter 17, we can introduce its relationship
to energy choice here. All fossil fuels contain carbon. When these fuels are combusted, unless
the resulting carbon is captured, it is released into the atmosphere as carbon dioxide, a
contributor to climate change. How much CO, is released varies with the type of fuel since
energy sources contain different amounts of carbon. As can be seen from Table 7.1, among
the fossil fuels, coal contains the most carbon per unit of energy produced and natural gas
contains the least.

The upward slopes of these supply curves reflect increasing availability of domestic oil at
higher prices, given sufficient time to develop those resources. Imported foreign oil is reflected
by three supply curves: P reflects the observed world price, P , includes a “vulnerability
premium” in addition to the world price, and P, adds in the per-unit climate change damages
due to consuming more imported oil. The vulnerability premium reflects the additional national
security costs caused by imports. All three curves are drawn horizontally to the axis to reflect
the assumption that any single importing country’s action on imports is unlikely to affect the
world price for oil.

As shown in Figure 7.2, in the absence of any correction for national security and climate
change considerations, the market would generally demand and receive D units of oil. Of this
total amount, A would be domestically produced and D — A would be imported. Why?
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[Figure 7.2 The National Security Problem ]

Table 7.1 Carbon Content of Fuels Pounds of CO, Emitted per Million Btu
of Energy for Various Fuels

Coal (anthracite) 228.6
Coal (bituminous) 205.7
Coal (lignite) 215.4
Coal (subbituminous) 214.3
Diesel fuel & heating oil 161.3
Gasoline 157.2
Propane 139.0
Natural gas 117.0

Source: Energy Information Administration. Retrieved from https://www.eia.gov/tools/faqs/faq.
php?id=73&t=11 (accessed January 28, 2017).
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In an efficient allocation, incorporating the national security and climate change
considerations, only C units would be consumed. Of these, B would be domestically produced
and C - B would be imported. Comparing these two outcomes, note that, because national
security and climate change are externalities, the market in general tends to consume too much
oil and vulnerable imports exceed their efficient level.

What would happen during an embargo? Be careful! At first glance, you would guess that
we would consume where domestic supply equals domestic demand, but that is not right.
Remember that S, is the domestic supply curve, given enough time to develop the resources.
If an embargo hits, developing additional resources cannot happen immediately (multiple-
year time lags are common). Therefore, in the short run, the supply curve becomes perfectly
inelastic (vertical) at A. The price will rise to P* to equate supply and demand. As the graph
indicates, the loss in consumer surplus during an embargo can be very large indeed.

How can importing nations react to this inefficiency? As Debate 7.2 shows, several
strategies are available.

The importing country might be able to become self-sufficient, but should it? If Figure 7.2
adequately represents the situation, then the answer is clearly no. The net benefit from self-
sufficiency (the allocation where domestic supply S, crosses the demand curve) is clearly lower
than the net benefit from the efficient allocation (C).

DEBATE 7.2 ™\

How Should Countries Deal with the Vulnerability of
Imported 0Oil?

Many countries import most of their oil. Since oil is a strategic material, how
can the resulting vulnerability to import disruption be addressed?

One vision focuses on a strategy of increasing domestic production, not
only of oil, but also of natural gas and coal. This vision includes opening up
new oil fields in such places as coastal waters or public lands, as well as
expanding the production of newer sources such as tar sands or oil shale. Tax
incentives and subsidies could be used to promote domestic production.

Another vision emphasizes energy efficiency and energy conservation. Pointing
out that expanded domestic production could exacerbate environmental prob-
lems (including climate change), this vision promotes such strategies as mandat-
ing standards for fuel economy in automobiles, enacting energy efficiency
standards for appliances, and making buildings much more energy efficient.

Using economic analysis, figure out what the effects of these two different
strategies would be on the implementing country with respect to (1) oil
prices in the short run and the long run, (2) emissions affecting climate
change, and (3) imports in the short run and the long run. What strategy or
strategies would you like to see chosen by your country? Why? J

Why, you might ask, is self-sufficiency so inefficient when embargoes obviously impose so
much damage and self-sufficiency could grant immunity from this damage? Why would we
want any imports at all when national security is at stake?



The simple answer is that the vulnerability premium is lower than the cost of becoming
self-sufficient, but that response merely begs the question, “why is the vulnerability premium
lower?” It is lower for three primary reasons: (1) embargoes are not certain events—they may
never occur; (2) steps can be taken to reduce vulnerability of the remaining imports; and
(3) expanding current domestic production via subsidies would incur a user cost by lowering
the domestic amounts available to future users.

The expected damage caused by one or more embargoes depends on the likelihood of
occurrence, as well as the intensity and duration. This means that the P _, curve will be lower
for imports having a lower likelihood of being embargoed. Imports from countries less hostile
to our interests are more secure and the vulnerability premium on those imports is smaller.*

For any remaining vulnerable imports, certain contingency programs can be adopted to
reduce the damage an embargo would cause. The most obvious measure is to develop a
domestic stockpile of oil to be used during an embargo. The United States has taken this route.
The stockpile, called the strategic petroleum reserve, was originally designed to contain
1 billion barrels of oil (see Example 7.1). A 1 billion barrel stockpile could replace 3 million
barrels a day for slightly less than 1 year or a larger number of barrels per day for a shorter
period of time. This reserve could serve as a temporary alternative domestic source of supply,
which, unlike other oil resources, could be rapidly deployed on short notice. It is, in short, a
form of insurance. If this protection can be purchased cheaply, implying a lower P, imports
become more attractive.

To understand the third and final reason that paying the vulnerability premium would be
less costly than self-sufficiency, we must consider vulnerability in a dynamic, rather than static,
framework. Because oil is a depletable resource, a user cost is associated with its efficient use.
To reorient the extraction of that resource toward the present, as a self-sufficiency strategy
would do, reduces future net benefits. Thus, the self-sufficiency strategy tends to be myopic
in that it solves the short-term vulnerability problem by creating a more serious one in the
future. Paying the vulnerability premium creates a more efficient balance between the present
and future, as well as between current imports and domestic production.

We have established the fact that government can reduce our vulnerability to imports,
which tends to keep the risk premium as low as possible. Certainly for oil, however, even after
the stockpile has been established, the risk premium is not zero; P and P _, will not coincide.
Consequently, the government must also concern itself with achieving both the efficient level
of consumption and the efficient share of that consumption borne by imports. Let’s examine
some of the policy choices.

As noted in Debate 7.2, energy conservation is one possible approach to the problem. One
way to accomplish additional conservation is by means of a tax on fossil fuel consumption.
Graphically, this approach would be reflected as a shift inward of the after-tax demand
curve. Such a tax could reduce energy consumption and emissions of greenhouse gases to an
efficient level. It could not, however, achieve the efficient share of imports, since the tax falls
on all energy consumption, whereas the security problem involves only imports. While energy
conservation may increase the net benefit, it cannot ever be the sole policy instrument used or
an efficient allocation will not be attained.

Another strategy, the expansion of domestic supply, is already occurring due to fracking
in places such as the Bakken Formation. According to the U.S. Geological Service, one of the
larger domestic discoveries in recent years of unconventional oil can be found in the Bakken
and associated formations in Montana and North Dakota. Parts of these shale formations

w2

extend into the Canadian Provinces of Saskatchewan and Manitoba. The introduction of
hydraulic fracturing technology to the region in 2008 caused a boom in production and a
reduction in imports.
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Strategic Petroleum Reserve

The U.S. strategic petroleum reserve (SPR) is the world’s largest supply of emergency
crude oil. The federally owned oil stocks are stored in huge underground salt caverns
along the coastline of the Gulf of Mexico.

Decisions to withdraw crude oil from the SPR are made by the president under the
authority of the Energy Policy and Conservation Act. In the event of an “energy emer-
gency,” SPR oil would be distributed by competitive sale. In practice, what constitutes
an energy emergency goes well beyond embargoes. The SPR has been used rarely and no
drawdown involved protecting against an embargo. Some examples of drawdowns
include:

® During Operation Desert Storm in 1991, sales of 17.3 million barrels were used to
stabilize the oil market in the face of supply disruptions arising from the war.

® After Hurricane Katrina caused massive damage to the oil production facilities,
terminals, pipelines, and refineries along the Gulf regions of Mississippi and Louisiana
in 2005, sales of 11 million barrels were used to offset the domestic shortfall.

® A series of emergency exchanges conducted after Hurricane Gustav, followed shortly
thereafter by Hurricane Ike, reduced the level by 5.4 million barrels.

® During 2011, 30.59 million barrels were sold in response to sustained interruptions
in global supplies due to civil unrest in Libya. President Obama authorized the sale
as part of a larger coordinated release of petroleum by International Energy Agency
countries.

Building up the reserve is accomplished by the Royalty-in-Kind program. Under the
Royalty-in-Kind program, producers who operate leases on the federally owned Outer
Continental Shelf are required to provide from 12.5 to 16.7 percent of the oil they
produce to the U.S. government. This oil is either added directly to the stockpile or sold
to provide the necessary revenue to purchase oil to add to the stockpile. In April 2011,
however, Congress rescinded all funding for the SPR expansion project.

Subsequently as part of its 2018 budget, the Trump administration proposed to sell
off half the oil in the Strategic Petroleum Reserve and use the money to reduce the
deficit. Do you think this reduction in size improves efficiency? Why or why not? If you
think it is a good idea, do you believe it was always too big or have circumstances
changed? If the latter, what circumstances have changed, and how has that lowered the
optimal level of the strategic petroleum reserve?

Source: U.S. Department of Energy Strategic Petroleum Reserve website, http://energy.gov/fe/services/
petroleum-reserves/strategic-petroleum-reserve (accessed October 20, 2016).
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As Example 7.2 points out, however, even a local community that takes advantage of

that boom can be in for a rocky ride if its economy depends exclusively or primarily on that

sin,

gle commodity.

Diagrammatically, the effect of the fracking induced expansion in domestic oil production
would be portrayed in Figure 7.2 as a shift of the domestic supply curve to the right. Notice



R EXAMPLET.2 2

Fuel from Shale: The Bakken Experience

The boom in oil production made possible by fracking resulted in North Dakota becom-
ing the most rapidly growing state in the nation. Population increased in response to rising
wages and lots of retail activity and public infrastructure was built to accommodate the
rising population.

Then in 2014 dropping oil prices (in part due to an oil glut resulting from increased
production from domestic shale) reversed the process. As the prices fell, small rural
towns were hit particularly hard.

Williston, North Dakota, for example, experienced job losses both in the oil industry
and in the retail sectors built up to serve the influx of new workers. Not only did the
population begin to decline, but the investments in public infrastructure made to
accommodate the larger population become more difficult to finance. During the boom
Williston had built a new $57 million high school, but declining economic activity
caused by the lower prices caused a decline in the tax base needed to pay for that school.

Boom-and-bust cycles can be especially devastating to small, resource-dependent
communities like Williston. With little diversification of their economic base they become
especially vulnerable to swings in the prices of the resources on which they depend so
heavily.

Sources: USGS releases new oil and gas assessment for Bakken and Three Forks formations. Retrieved from

www2.usgs.gov/blogs/features/usgs_top_story/usgs-releases-new-oil-and-gas-assessment-for-bakken-and-three-
forks-formations/; Hydraulic fracturing, www.epa.gov/hydraulicfracturing (accessed February 4, 2016);
Oldham, Jennifer, & Philips, Matthew. (2016). The Bakken bust hits North Dakota hard (February 4),
www.bloomberg.com/news/articles/2016-02-04/the-bakken-bust-hits-north-dakota-hard (accessed

October 11, 2016); Millsap, Adam. (2016). What the boom and bust of Williston, North Dakota

teaches us about the future of cities (June 7), www.forbes.com/sites/adammillsap/2016/06/07/
williston-nd-and-the-rise-and-fall-of-american-cities/#66ae277a6c81 (accessed October 11, 2016).
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that one effect would be to reduce the share of imports in total consumption (an efficient
result) and that is already happening. Net energy imports (imports minus exports) peaked in
2005. Since 2005, imports have declined while exports have increased (see Figure 7.3).

The domestic supply expansion would, however, increase climate change emissions (an
inefficient result). This strategy also tends to drain domestic reserves faster, which could make
the nation more vulnerable in the long run (another inefficient result). The expansion of
domestic fossil fuels reduces imports, but the lower prices and resulting increased consumption
also tend to intensify the climate change problem.

A third approach would tailor the response more closely to the national security problem.
One could use either a tariff on imports equal to the vertical distance between P, and P , or
a quota on imports equal to C — B. With either of these approaches, the price to consumers
would rise to P, total consumption would fall to C, and imports would be C — B. This
achieves the appropriate balance between imports and domestic production (an efficient
result), but it does not internalize the climate change cost from increasing domestic production
(an inefficient result). As developed in more detail in Chapter 17, imposing a separate price
on carbon would be a necessary component of the package in order to internalize the climate
externality.
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Figure 7.3 Total Energy Production and Consumption 1980-2040
Source: U. S. Energy Information Administration, Annual Energy Outlook 2015, p.17

Electricity: The Role of Depletable Resources

Most observers who think about energy futures see electricity as assuming an increasingly
large role in the total energy picture. Evolving technologies for using electricity for both
heating and cooling (heat pumps) and transportation (electric vehicles) figure importantly in
this perspective.

What energy sources should be used to generate that electricity? While the industrialized
world currently depends on conventional sources of oil, coal, and gas for most of our energy,
over the long run, in terms of both climate change and national security issues, the obvious
solution involves a transition to domestic renewable sources of energy that do not emit
greenhouse gases. What role does that leave for the other depletable resources such as natural
gas and uranium, which are used to generate electricity?

Although some observers believe the transition to renewable sources of electricity will
proceed so rapidly that using these fuels as a bridge will be unnecessary, many others believe
that depletable fuels will continue to play a significant transition role.

In the United States, coal, previously a contender, has been losing out to natural gas due
mainly to its lower costs resulting from the expansion of fracking. However the increasing
focus on reducing greenhouse gases is also a factor since natural gas has a lower carbon
content when combusted.

Although other contenders do exist, the fuel other than natural gas receiving the most
attention (and controversy) as a transition fuel is uranium. As a potential transition fuel used
in nuclear electrical-generation stations, nuclear has its own limitations—safety and economics.

With respect to safety, two sources of concern stand out: (1) nuclear accidents or sabotage,
and (2) the storage of radioactive waste. Is the market able to make efficient decisions about
the role of nuclear power in the energy mix? In both cases, the answer is no, given the current
decision-making environment. Let’s consider these issues one by one.



The production of electricity by nuclear reactors involves radioactive elements. If these
elements escape into the atmosphere and come in contact with humans in sufficient concentra-
tions, they can induce birth defects, cancer, or death. Although some radioactive elements may
also escape during the normal operation of a plant, the greatest risk of nuclear power is posed
by the threat of nuclear accidents or deliberate sabotage.

As the accident in Fukushima, Japan, in 2011 made clear, nuclear accidents could inject
large doses of radioactivity into the environment. Unlike other types of electrical generation,
nuclear processes continue to generate heat long after the reactor is turned off. This means
that the nuclear fuel must be continuously cooled, or the heat levels will escalate beyond the
design capacity of the reactor shield. If the high heat causes the reactor vessel to fracture,
clouds of radioactive gases and particulates will be released into the atmosphere.

An additional concern arises from the need to store nuclear wastes. The waste-storage issue
relates to both ends of the nuclear fuel cycle—the disposal of uranium tailings from the mining
process and spent fuel from the reactors—although the latter receives most of the publicity.
Uranium tailings contain several elements, the most prominent being thorium-230, which
decays with a half-life of 78,000 years to a radioactive, chemically inert gas, radon-222. Once
formed, this gas has a very short half-life (38 days).

The spent fuel from nuclear reactors contains a variety of radioactive elements with quite
different half-lives. In the first few centuries, the dominant contributors to radioactivity are
fission products, principally strontium-90 and cesium-137. After approximately 1000 years,
most of these elements will have decayed, leaving the transuranic elements, which have
substantially longer half-lives. These remaining elements would remain a risk for up to
240,000 years. Thus, decisions made today affect not only the level of risk borne by the current
generation—in the form of nuclear accidents—but also the level of risk borne by a host of
succeeding generations (due to the longevity of radioactive risk from the disposal of spent fuel).

Nuclear power has also been beset by economic challenges. New nuclear power plant con-
struction has become much more expensive than previously, in part due to the increasing regula-
tory requirements designed to provide a safer system. In the late twentieth century as its economic
advantage over coal dissipated, the demand for new nuclear plants declined. For example, in
1973, in the United States, 219 nuclear power plants were either planned or in operation. By the
end of 1998, that number had fallen to 104, a difference due primarily to cancellations.

The transition to lower carbon fuels has created some renewed interest in the nuclear
option. The first new nuclear generator in the United States in 20 years entered commercial
operation in Tennessee in 2016, a year in which globally nuclear power plants provided a bit
over 11 percent of the world’s electricity. The World Nuclear Association announced in 2016
that some 440 nuclear power reactors were operating in 31 countries and that over 60 power
reactors were currently being constructed in 13 countries. China was constructing eight new
reactors a year.

What future role nuclear power will play in other countries after Fukushima remains to be seen.

Electricity: Transitioning to Renewables

Ultimately, our energy needs will have to be fulfilled from renewable energy sources, either
because the depletable energy sources have been exhausted or, as is more likely, the environmental
costs of using the depletable sources have become so high that renewable sources will be cheaper.
Many of these renewable sources of energy, such as hydroelectric power, wind, photovoltaics,
and ocean tidal power are used to generate electricity. These sources not only allow electricity
generation to be more sustainable, but they reduce the country’s dependence on fossil fuels.
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Renewable energy comes in many different forms. Different sources will have different
comparative advantages so, ultimately, a mix of sources will be necessary. As Debate 7.3
suggests, the path to greater reliance on renewables is certainly not free of controversy even
within the environmental community.

DEBATE 7.3 ™

Dueling Externalities: Should the United States Promote
Wind Power?

On the surface the answer seems like a no-brainer, since wind power is a
renewable energy source that emits no greenhouse gases, unlike all the fossil
fuels it would be likely to replace. Yet some highly visible, committed
environmentalists, including Robert F. Kennedy, Jr., have strongly opposed
wind projects. Why has this become such a contentious issue?

Opposition to wind power within the environmental community arises for
a variety of reasons. Some point out that the turbines can be noisy for those
who live, camp, or hike nearby. Others note that these very large turbines
can be quite destructive to bats and birds, particularly if they are constructed
in migratory pathways. And a number of opponents object to the way the
view would be altered by a large collection of turbines on otherwise-pristine
mountaintops or off the coast.

Both the benefits from wind power (reduced air pollution including impact
on the climate) and the costs (effects on aesthetics, birds, and noise) are
typically externalities. This implies that the developers and consumers of
wind power will neither reap all of the environmental benefits from reduced
impact on the climate, nor will they typically bear all the environmental
costs. Making matters even more difficult, some of the environmental costs
will be concentrated on a relatively few people (those living nearby), while
the benefits will be conferred on all global inhabitants, most of whom will
bear absolutely none of these costs. Since the presence of externalities
typically undermines the ability of a market to produce an efficient outcome,
it is not surprising that the permitting process for new wind power facilities
is highly regulated. Regulatory processes generally encourage public
participation by holding hearings. The concentrated costs imposed on those
living nearby may be an effective motivator to attend the public hearings,
which are likely to be held near the proposed site; the diffuse benefits will
likely be a less effective motivator for attendance by proponents.

With environmental externalities lying on both sides of the equation and
with many of the environmental costs concentrated on a relatively small
number of people, it is understandable that these hearings have become so
contentious, and that the opposition to wind power is so strong.

Sources: Kennedy Jr., R. F. (December 16, 2005). An ill wind off Cape Cod (op-ed). The
New York Times; Barringer, F. (June 6, 2006). Debate over wind power creates
environmental rift. The New York Times. J




The extent to which these sources will penetrate the market will depend upon their relative
cost and consumer acceptance. New systems are usually initially less reliable and more
expensive than old systems. Once they mature, reliability normally increases and cost declines;
experience is a good teacher.

Since the early producers and consumers—the pioneers—experience both lower reliability
and higher costs, procrastination can be an optimal individual strategy. From an individual
point of view, waiting until all the bugs have been worked out and costs come down reduces
the risk of making the investment.

From a social point of view, however, if every producer and consumer procrastinates
about switching, the industry will never be able to reach a sufficient scale of operation and
will not be able to gain enough experience to reach the level of reliability and lower cost
that will be necessary to reach the specified renewable goals. How can these initial barriers
be overcome?

One strategy involves establishing specific renewable resource goals with deadlines for
meeting them. For example, the E.U. Renewable Resource Directive, which establishes an
overall policy for the production and promotion of energy from renewable sources in the E.U.,
requires at least 20 percent of its total energy needs be filled by renewables by 2020. In
addition, under the Directive all E.U. countries must also ensure that at least 10 percent of
their transport fuels come from renewable sources by 2020.

More recently, E.U. countries have agreed on strengthening their initial renewable target
to assure that at least 27 percent of final energy consumption is met from renewables in the
E.U. as a whole by 2030. One of the expanding sources is offshore wind. In June 2017
Germany, Denmark, and Belgium backed a pledge to install 60 gigawatts of new offshore
wind power next decade, more than five times the world’s existing capacity.

Another strategy subsidizes pioneer investments via the tax code.’ This is commonly done,
for example, with production or investment tax credits. Once the market is sufficiently large
that it can begin to take advantage of economies of scale and overcome the initial sources of
unreliability, the subsidies could be eliminated.

Another common policy approach for overcoming these obstacles involves combining
Renewable Portfolio Standards (RPS) for electricity generation with Renewable Energy
Credits (RECs). Renewable portfolio standards stipulate a minimum percentage of the total
electricity that must be generated by each generator from specified renewable sources such
as wind, hydro, or solar. The generating entity can either meet that standard directly by
generating the requisite proportion from the specified renewable sources, or indirectly
by purchasing renewable energy credits from independent generators.

An independent generator of electricity from a renewable source actually produces two
saleable commodities. The first is the electricity itself, which can be sold to the grid, while the
second is the renewable energy credit that turns the environmental attributes (such as the
fact that it was created by a qualifying renewable source) into a legally recognized form of
property that can be sold separately. Generally, renewable generators create one REC for every
1000 kilowatt-hours (or, equivalently, 1 megawatt-hour) of electricity placed on the grid.

Providing this form of flexibility in how the mandate is met lowers the compliance cost,
not only in the short run (by allowing the RECs to flow to the areas of highest need), but also
in the long run (by making renewable source generation more profitable in areas not under a
RPS mandate than it would otherwise be). By 2013 some 29 states and the District of Columbia
had a renewable energy standard, with seven more having non-binding goals. Many of those
also had REC programs.

How cost-effective have these polices been? Example 7.3 discusses a study that looks
specifically at that question.
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The Relative Cost-Effectiveness of
Renewable Energy Policies in the
United States

The United States depends on both renewable portfolio standards, and a suite of produc-
tion and investment tax credits to promote renewable resources that reduce carbon
emissions. It also uses a completely different approach to reduce carbon emissions, one
that puts a price directly on those emissions. Although we discuss this carbon-pricing
approach in some detail in Chapters 15 and 17, here we simply ask how cost-effective
a comprehensive policy such as carbon pricing is relative to policies that are targeted
exclusively on promoting renewable resources.

Using a highly detailed model of regional and interregional electricity markets Palmer
et al. (2011) examine this question over a time horizon covering the period from 2010 to
2035. The analysis evaluates each of these policy approaches in terms of their relative
effectiveness and cost-effectiveness in reducing carbon emissions, their effectiveness in
promoting renewable resource electricity generation, and their effects on electricity prices.

Between the two renewable resource policies the tax credit was found to be the least
cost-effective, with the renewable portfolio somewhat better. Because it involves a subsidy
and the other polices do not, the tax credit leads to relatively lower electricity prices,
which supports greater electricity consumption and hence relatively larger emissions. This
offsetting increase in emissions diminishes the tax credit’s cost-effectiveness.

However the best policy turned out to be the third, a particular form of carbon
pricing known as cap-and-trade. As we shall see in more detail in Chapter 17, the price
a cap-and-trade policy puts on emissions creates very cost-effective incentives for
emissions reduction. The dominance of this approach should therefore not be surprising.
Additionally it is the only considered policy that increases the relative cost of using
nonrenewable higher carbon sources. Neither the tax credit nor the renewable portfolio
standard discourage the use of high-carbon nonrenewable technologies at all; they apply
only to renewable sources.

Source: Palmer, K., Paul, A., Woerman, M., & Steinberg. D. C. (2011). Federal policies for renewable
electricity: Impacts and interactions. Energy Policy, 39(7), 3975-3991.
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Another quite different approach to promoting the use of renewable resources in the
generation of electric power is known as a feed-in tariff. Used more commonly in Europe, a
feed-in tariff specifies the prices received by anyone who installs qualified renewable capacity
that sells electricity to the grid. The level of these prices (typically determined in advance by
the rules of the program) is based upon the costs of supplying the power. Specifically they are
set sufficiently high so as to assure installers that they will receive a reasonable rate of return
on their investment. While in Germany this incentive payment is guaranteed for 20 years for
each installed facility, each year the magnitude of the payment for newly constructed generators
is reduced (typically in the neighborhood of 1-2 percent per year) in order to reflect expected
technological improvements and economies of scale.



A feed-in tariff actually offers two different incentives: (1) it provides a price high enough
to promote the desired investment and (2) it guarantees the stability of that price over time
rather than forcing investors to face the market uncertainties associated with fluctuating fossil
fuel prices or subsidies that come and go.

Of course, when higher prices are paid to renewable investors, these costs must be borne
by someone. In Germany the higher costs associated with the feed-in tariffs were typically
passed along to electricity ratepayers. German electricity rates have been, as a result, relatively
high. In principle these higher costs should be temporary, since rising fossil fuel costs would
be expected to rise above the relatively stable prices dictated by feed-in tariffs. Will that prove
to be true in practice? Stay tuned.

Spain took a different approach that produced different results. It refused to allow its
electric utilities to pass on the increased cost of electricity resulting from the feed-in tariffs to
consumers. As a result, its electricity system financial deficit became unsustainable, and in
2013 Spain halted new feed-in tariff contracts for renewable energy.

As we have seen so often in other policy circumstances, the implementation details
matter.

Electricity: Energy Efficiency

As the world grapples with creating the right energy portfolio for the future, energy-efficiency
policy is playing an increasingly prominent role. An activity is said to be energy efficient
if it is produced with the minimum amount of energy input necessary to produce a given level
of that activity. Activities covered by this definition can be as diverse as heating or lighting
a building, driving 100 miles, or producing a ton of paper. In recent years the amount of
both private and public money being dedicated to promoting energy efficiency has increased
a great deal.

The role for energy efficiency in the broader mix of energy polices depends, of course, on
how large the opportunity is. Estimating the remaining potential is not a precise science, but
the conclusion that significant opportunities remain seems inescapable.

The existence of these opportunities can be thought of as a necessary, but not sufficient,
condition for government intervention. Depending upon the level of energy prices and the
discount rate, the economic return on these investments could be too low to justify intervention.
In that case the costs of the policy intervention would exceed any gains that would result.

The strongest case for government intervention flows from the existence of externalities.
Markets are not likely to internalize these external costs on their own. The natural security
and climate change externalities mentioned above, as well as other external co-benefits such
as pollution-induced community health effects, certainly imply that the market undervalues
investments in energy efficiency.

The analysis provided by economic research in this area, however, makes it clear that the
case for policy intervention extends well beyond externalities. Internalizing externalities is a
very important, but incomplete, policy response.

Consider just a few of the other foundations for policy intervention. Inadequately informed
consumers can impede rational choice, as can a limited access to capital (preventing paying
the up-front costs for the more energy-efficient choice even when the resulting energy savings
would justify the additional expense in present value terms). Perverse incentives can also play
a role, as in the case of someone who lives in a room (think dorm) or apartment where the
amount of energy used is not billed directly, resulting in a marginal cost of additional energy
use of zero for the occupant. Another related case of perverse incentives arises for rental
housing units (Example 7.4).
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Energy Efficiency in Rental
Housing Markets

Economic analysis can not only help us understand the empirical finding that rental-
housing units are typically less energy efficient than owner-occupied units, but also help us
to understand the relative efficacy of policies to promote less energy waste in rental units.

To understand the sources of energy waste, consider the incentives. In an owner-
occupied unit, the owner bears all the costs and receives all the benefits (the resulting
lower energy costs) from an investment in energy efficiency. In a typical rental unit,
however, the renter pays for the energy used, while the landlord would pay for any energy
efficient investments (such as insulation or an efficient heating system). When prospective
renters have no access to credible information on the energy costs associated with this unit
(a common case), the rents for various units would not reflect their energy cost differences.
Since the costs of investments to reduce energy waste in the rental unit in this case cannot
normally be recovered via higher rents, a landlord would underinvest in energy efficiency.

Yet energy efficiency is clearly a cost-effective way not only to reduce waste (by
lowering energy costs), but also to lower carbon emissions as well. Can these market
barriers be overcome?

A recent experimental economics study addresses this question by examining four
policy treatments: (1) mandatory and (2) voluntary energy-efficiency ratings for the unit
(similar to energy-efficiency stars for appliances), (3) a performance regulatory standard
(similar to energy-efficiency standards for appliances), and (4) a cost-sharing arrangement
where landlords would be required to pay a fixed percentage of their tenant’s energy bill.

In the baseline treatment (no policies), the authors confirm the theoretical expectation
that owners typically invest more in owner-occupied units than landlords invest in
rental units.

Among the policy treatments they find that the availability of verified and cost-
less information on rental unit energy costs unequivocally reduces waste, with manda-
tory information and voluntary information both achieving a high level of efficiency.
The regulatory approach was found to result in a higher average investment than the
mandatory and voluntary information schemes, but it resulted in fewer properties avail-
able in the market; apparently some landlords chose to leave the rental market rather
than comply with the regulation. A cost-sharing policy achieves similar efficiency levels
as the regulatory standard, but a significantly lower level of efficiency than the voluntary
and mandatory information schemes.

The effectiveness of information strategies found by this study is good news indeed,
but two caveats must be kept in mind. First, most actual information strategies are not
costless to landlords, as they were assumed to be in this study. To the extent that landlords
bear some or all of the costs of providing certified information, this study would overesti-
mate (to some unknown degree) the effectiveness of these strategies. Second, experimental
economics studies work with participants in a lab, not with data based upon actual
market choices. As noted in Chapter 1, lab results are typically informative, but they do
not always produce the results drawn from actual field experience.

Source: Burfurd, I., Gangadharan, L., & Nemes, V. (2012). Stars and standards: Energy efficiency in rental
markets. Journal of Environmental Economics and Management, 64(2), 153-168.




Could policies to increase energy efficiency (such as subsidizing the cost of weatherizing
your home) trigger offsetting responses that reduce their effectiveness? As Example 7.5 points
out, in principle they could.

Electricity: Targeted Distributed Energy

One characteristic of distributed energy sources, such as solar, wind, or even energy efficiency,
is that they can be located near users. Contrast this with large power plants, which are
centrally located. By locating close to users, distributed energy sources can lower the distance
(and hence the cost) of transporting electricity from source to user.

Could targeting these distributed sources at areas facing transmission constraints
eliminate the expense of building new transmission lines and hence be a cost-effective
component in the energy mix needed by that region? As Example 7.6 points out, in the right
circumstances, it can.

. EXAMPLETS 2

Energy Efficiency: Rebound and
Backfire Effects

Energy efficiency policies can trigger offsetting feedbacks that lower their effectiveness.

The literature distinguishes two possible outcomes—the rebound effect and the backfire
effect.

Consider an example. A weatherization subsidy lowers both the amount and cost
of energy needed to heat or cool the space in your home. Would a homeowner
respond to that lower cost by turning up (or down) the thermostat or heating or cooling
more rooms? Any increased energy consumed in response to its lower cost is known
as a rebound effect. The backfire effect occurs when the rebound effect is so large
that a weatherization subsidy actually causes an increase in the amount of energy
consumed.

What is the evidence on these effects? A review of the studies seeking to answer this
question finds “that the existing literature does not support claims that energy efficiency
gains will be reversed by the rebound effect” (Gillingham et al., 2016, p. 85). In other
words the existing literature provides little, if any, support for a backfire effect. It does,
however, find evidence of rebound effects that can, depending upon the context, range
as high as 60 percent.

What does this imply for the effectiveness of energy efficiency policy? The authors
conclude that this evidence does imply that energy efficiency policies may be less effective
in reducing energy (and reducing carbon emissions) than thought, since rebound effects
can offset to some degree the direct energy-reducing effects of the policy. They also,
however, note that the welfare effects of the rebound effects are ambiguous—while the
increased energy use lowers welfare due to the offsetting increase in damaging climate
change impacts, it raises the welfare arising from having more comfortable homes. The
existing literature does not provide answers as to which is larger.

Source: Gillingham, Kenneth, Rapson, David, & Wagner, Gernot. (2016). The rebound effect and energy
efficiency policy. Review of Environmental Economics and Policy, 10(1) (Winter), 68-88.
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Thinking about Cost Reduction Outside
of the Box: The Boothbay Pilot Project

The Boothbay Harbor region, a popular summer tourist destination on the Maine coast
at the end of a peninsula, has a problem. The existing electricity transmission line
serving the area does not have the capacity to handle its large and growing summer
electrical demand. The traditional response, upgrading the transmission line, would be
very expensive. Could the problem be solved at lower cost in another way?

The Maine Public Utilities Commission decided to discover whether non-transmission
alternatives (NTAs)—such as distributed generation, efficiency, storage, and new smart
grid technologies—could solve electric grid reliability needs at lower cost and with less
pollution than new transmission lines or transmission system upgrades. In 2012, the
Commission established the Boothbay Smart Grid Reliability Pilot project to test the NTA
hypothesis. In its first 3-year initial phase, the Boothbay Pilot sought to provide experience-
based evidence on whether a portfolio of NTAs could reduce electricity load under peak
conditions on specific transmission assets in the Boothbay subregion of Central Maine by
2 megawatts (MW), thereby avoiding an estimated $18 million transmission line rebuild.

What did the pilot project show? Based upon the results for the initial phase of this
project the evidence suggests that the net cost of the accepted NTAs, together with
administrative and operational expenses, is projected to be less than 33 percent of the
cost of building a new transmission line and would save ratepayers approximately
$18.7 million (including energy savings) over the 10-year project life through 2025.

These results suggest that targeting an integrated package of distributed solutions at
those geographic areas facing transmission constraints can produce grid benefits well
beyond the direct services they provide to individual customers.

Source: Grid Solar LLC, Final report: Boothbay Sub-Region Smart Grid Reliability Pilot Project
(January 19, 2016).
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Another new niche for distributed energy sources is to supply remote areas that previously
have never had access to the electrical grid. As Example 7.7 points out, townships in Africa
are using solar microgrids and novel, technology-based financing models to supply these
remote areas.

The Economics of Solar Microgrids in Kenya

Entrepreneurs are constructing solar photovoltaic microgrids in remote rural areas of
Kenya. Microgrids in Kenya are small electricity generation and distribution systems
that can operate independently of larger grids. Due to their small scale they typically

~




cannot supply electricity as cheaply as the larger grid, but for remote areas that do not
have access to the larger grid, the electricity from solar microgrids is typically cheaper
than the other local energy alternatives such as producing electricity via diesel generators.

Installing these microgrids requires capital investment and these villages are typically
poor and do not have access to this capital. How do they get around this significant
barrier? Entrepreneurs supply the capital, own the solar panels, and sell the electricity
to local homes and businesses. The product is electricity, not panel installation.

In one financial model, cloud-based software keeps track of consumption and pay-
ments via smart meters. The smart meters measure and control power to each customer
in town by communicating remotely with payments software. Although power is cut off
when the prepaid credit is exhausted, customers can top up their credit when they wish,
in amounts as small as a few cents.

One problem is that the greatest demand for power is at night when the sun is not
shining, but that problem is overcome with battery storage units that typically hold up
to 24 hours of electrical consumption. Storage adds to the cost, but the cost increase
apparently is not enough to eliminate the economic advantages of the microgrid to local
residents or the profitability to the entrepreneurs. Analysis at the Lawrence Berkeley
National Lab suggests that wind and solar can now be economically and environmentally
competitive for a large portion of Africa.

Sources: Pearce, Fred. (2015). African lights: Solar microgrids bring power to Kenyan villages (October 27)

Yale Environment 360. Available at: http://e360.yale.edu/features/african_lights_microgrids_are_bringing_
power_to_rural_kenya; Lawrence Berkeley National Laboratory. (2017). The economic case for wind,

solar energy in Africa. ScienceDaily (March 27). Available at: www.sciencedaily.com/
releases/2017/03/170327172829.htm.

N\

Summary

We have seen that the relationship between government and the energy market is not
always harmonious and efficient. In the past, price controls have tended to reduce energy
conservation, discourage exploration and supply, cause biases in the substitution among fuel
types that penalize future consumers, and create the potential for abrupt, discontinuous
transitions to renewable sources. This important example makes a clear case for less, not
more, regulation.

This conclusion is not universally valid, however. Other dimensions of the energy problem,
such as climate change and national security, suggest the need for some government role.
Insecure foreign sources require policies such as tariffs and strategic reserves to reduce
vulnerability and to balance the true costs of imported and domestic sources. In addition,
government must ensure that the costs of energy fully reflect not only the potentially large
environmental costs, including climate change, but also the national security costs associated
with a dependence on foreign sources of energy.

Economic analysis reveals that no single strategy is sufficient to solve the national security
and climate change problems simultaneously. Subsidizing domestic supply, for example,
would reduce the share of imports in total consumption (an efficient result), but it would
reduce neither consumption nor climate change emissions (inefficient results). On the other
hand, energy conservation (promoted by a tax on energy consumption, for example) would
reduce energy consumption and the associated emissions (efficient outcomes) but would not
achieve the efficient share of imports (an inefficient result) since an energy tax falls on all
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energy consumption, whereas the national security problem involves only imports. An energy
tax also would fail to produce a fully efficient resolution for climate impacts since it would
focus on energy per se, not the actual emissions emitted by that energy use, a factor that varies
widely among fuels. A carbon tax, not an energy tax, would be needed to make this kind of
distinction among fuels.

Given the environmental difficulties with all of the depletable transition fuels (tar sands,
fracked oil and gas, as well as coal and uranium), energy efficiency and the promotion
of renewable sources of energy are now playing (and will presumably continue to play) a
larger role.

The menu of energy options as the economy transitions to renewable sources offers a large
number of choices. It is far from clear what the ultimate mix will turn out to be, but it is very
clear that government policy is a necessary ingredient in any smooth transition to a sustainable-
energy future. Since many of the most important costs of energy use are externalities, an
efficient transition to these renewable sources will not occur unless the playing field is leveled
by internalizing the externalities. The potential for an efficient and sustainable allocation of
energy resources by our economic and political institutions clearly exists, even if historically
it has not always been achieved.

Discussion Questions

1. Should benefit-cost analysis play the dominant role, a complementary role, or no role in
deciding the proportion of electric energy to be supplied by nuclear power? Why or why
not?

2. Economist Abba Lerner once proposed a tariff on oil imports equal to 100 percent of the
import price. This tariff is designed to reduce dependence on foreign sources as well as
to discourage OPEC from raising prices (since, due to the tariff, the delivered price would
rise twice as much as the OPEC increase, causing a large subsequent reduction in
consumption). Should this proposal become public policy? Why or why not?

3. Does the fact that the strategic petroleum reserve has never been used to offset shortfalls
caused by an embargo mean that the money spent in creating the reserve has been wasted?
Why or why not?

Self-Test Exercises

1. During a worldwide recession in 1983, the oil cartel began to lose market share. Why
would a recession make the cartel likely not only to lose sales, but also to lose market
share?

2. Assume the demand and marginal cost conditions given in the second self-test exercise in
Chapter 2. In addition, assume that the government imposes a price control at P = $80/3.
(a) Find the consumer and producer surplus associated with the resulting allocation.
(b) Compare this price control allocation to the monopoly allocation in part (c) of that
self-test exercise.

3. Some time ago, a conflict between a paper company and a coalition of environmental
groups arose over the potential use of a Maine river for hydroelectric power generation.
As one aspect of its case for developing the dam, the paper company argued that without
hydroelectric power the energy cost of operating some specific paper machines would be
so high that they would have to be shut down. Environmental groups countered that the
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energy cost was estimated to be too high by the paper company because it was assigning
all of the high-cost (oil-fired) power to these particular machines. That was seen as
inappropriate because all machines were connected to the same electrical grid
and therefore drew power from all sources, not merely the high-cost sources. They
suggested, therefore, that the appropriate cost to assign to the machines was the much
lower average cost. Revenue from these machines was expected to be sufficient to cover
this average cost. Who was right?

. Peaking plants, those that are only called into service during times of peak demand, are

typically cheaper to build (compared to base-load plants, which operate all of the time),
but have relatively high operating costs. Explain why it makes sense for utilities to use
this lower-capital, high-operating-cost type of plant for peaking and the high-capital,
lower-operating-cost type of plant for base load.

. If OPEC raised the price of oil high enough, would that be sufficient to promote an

efficient energy mix?
Label the following as true, false, or uncertain and explain your choice. (Uncertain means
that it can be either true or false depending upon the circumstances.)

a. All members of a resource cartel share a common objective, namely increase prices
as much and as soon as possible.

b. By holding prices lower than they would otherwise be, placing a price control on a
depletable resource increases both the speed with which the resource is extracted over
time and the cumulative amount ultimately extracted.

c. A price control actually has no influence on the extraction path of a depletable
resource until such time as the market price actually reaches the level of the price
control.

d. Forcing companies that drill offshore for oil to compensate victims of any oil spill
from one of its facilities would be an efficient requirement.

Explain why the existence of a renewable energy credit market would lower the compliance
costs for utilities forced to meet a renewable portfolio standard.

. Using Figure 7.2, show how the level of oil imports and the price level would be affected

if the country represented in that figure acted to internalize national security issues, but
ignored climate change impacts.

. a. Some new technologies, such as LED light bulbs, have the characteristic that they

cost more to purchase than more conventional incandescent alternatives, but
they save energy. How could you use the present value criterion to decide how
cost-effective these new technologies are? What information would you need to do
the calculations? How would the calculations be structured? How would you use the
results of these calculations to decide on their cost-effectiveness?

b. A typical monthly electrical bill has two components: (1) a fixed monthly change
(e.g. $10.00 a month) and (2) a usage component (e.g. $0.14 per kilowatt-hour
consumed). If a utility is planning to raise the amount they charge customers for
electricity, would you expect that increase to discourage, encourage, or have no effect
on the demand for LED light bulbs? Does it depend on which component they
change? Why or why not?

Electric heat pumps are technologies that in the right circumstances can be cost-effective
sources of heating. In a cold climate they frequently complement more typical energy
sources such as oil or natural gas boilers in order to reduce total energy costs. In order
to be cost-effective, however, the savings on oil and natural gas from using the heat pumps
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must be large enough to justify both their initial costs and the subsequent cost of the
additional electricity to run them. Would you expect the number of heat pump sales to
be affected by the magnitude of local interest rates? Why or why not?

Notes

1 For a complete early recognition of this point, see Lee (1978).

2 Although we focus here on the role of fracking in natural gas production from shale, as noted
in Example 7.1, it is also being used to increase oil production from shale.

3 The conclusion that a monopoly would extract a resource more slowly than a competitive
mining industry is not perfectly general. It is possible to construct demand curves such that the
extraction of the monopolist is greater than or equal to that of a competitive industry. As a
practical matter, these conditions seem unlikely. That a monopoly would restrict output, while
not inevitable, is the most likely outcome.

4 It is this fact that explains the tremendous U.S. interest in Canadian and Latin American oil,
in spite of the fact that, historically, it has not necessarily been cheaper.

5  While we focus here on renewable technologies used to generate electricity, in general tax
credits and other subsides are also used to promote renewable technologies such as biofuels or
solar energy installations used to directly heat buildings.
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policy. Review of Environmental Economics and Policy, 10(1), 68—88. One argument
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are lower than initially expected due to offsetting consumption increases. This article
reviews the outstanding literature on the magnitude and policy implications of the rebound
effect.

Schmalensee, R. (2009). Evaluating policies to increase electricity generation from renewable
energy. Review of Environmental Economics and Policy, 6, 45-64. Evaluates policies
aimed at increasing the generation of electricity from renewable sources based upon on a
review of experience in the United States and the European Union (E.U.).

Additional references and historically significant references are available on this book’s
Companion Website: www.routledge.com/cw/Tietenberg



Recyclable Resources

Minerals, Paper, Bottles, and E-Waste

Man is endowed with reason and creative powers to increase and multiply his inheritance;
yet up to now he has created nothing, only destroyed. The forests grow ever fewer; the
rivers parch; the wildlife is gone; the climate is ruined; and with every passing day the earth
becomes uglier and poorer.

—Anton Chekhov, Uncle Vanya, Act 1 (1896)

Introduction

Once used, energy resources dissipate into heat. They cannot be recycled. Other resources, in
contrast, retain their basic physical and chemical properties during use and under the proper
conditions can be recycled or reused. They therefore represent a separate category for us to
examine.

What is an efficient amount of recycling? Will the market automatically generate this
amount in the absence of government intervention? How does the efficient allocation over
time differ between recyclable and nonrecyclable resources? We begin our investigation by
looking at the role minerals play in production and the economy. We then move to describing
how an efficient market in recyclable, depletable resources would work. We then use this as
a benchmark to examine recycling in some detail.

Minerals

Minerals, including metals such as copper, iron, aluminum, steel, and gold are very important
in many production processes. Figure 8.1 illustrates the role of nonfuel minerals in the United
States. The United States Geological Service keeps extensive data on supply, demand, prices,
imports, and exports of production.
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Recyclable Resources

As you can see in Figure 8.1, domestic raw materials and recycled materials were utilized
in production to create mineral materials valued at $630 billion. These mineral materials,
including aluminum, brick, copper, fertilizers, and steel, plus net imports of processed mineral
materials, were, in turn, used by industry, adding value of approximately $2.5 trillion in 20135.

Although minerals and metals are finite, nonrenewable resources, stocks can be supple-
mented through recycling. This point can be illustrated using a simple numerical example.
Suppose 100 units of a resource are contained in a product with a useful life of 1 year. Suppose
further that 90 percent of the resource could be recovered and reused after 1 year. During the
first year, the full 100 units could be used. At the end of the second year, 90 percent of
the remaining 90 units could once again be recovered, leaving 81 units for the third year, and
so on.

How much more of this resource was made available by recycling? Algebraically, if we let
the original stock be A, and the recovery rate be a, then the total amount used would be an
infinite sum of the form A + Aa + Aa> + Aa® . . . It turns out that the sum of this series as time
becomes infinitely long is A/(1 — a).! Notice that nonrecyclable resources are represented by
the special case where a = 0. In this case the sum of resource use equals the available stock.
Whenever a # 0, however, as it would be when any of the resource was recycled, the sum
of the resource flows exceeds the size of the original stock. The closer a gets to 1.0, the larger
the sum of the resource flows. For example, if a = 0.9, as it was in our example, the sum
of the flows is 10 times the size of the stock. The effect of recycling is to increase the size of
the available resources by a factor of 10.

An Efficient Allocation of Recyclable Resources

Extraction and Disposal Cost

How would an efficient market, one devoid of any imperfections, allocate a recyclable,
depletable resource? The models developed in Chapter 6 provide a point of departure for
answering this question. In the earliest periods, reliance would generally be exclusively on the
virgin ore, because it is cheapest. As more concentrated ores are extracted, the mining industry
would turn to the lower-grade ore and foreign sources for higher-grade ores.

In the presence of technological progress, the increasing reliance on the lower-grade ores
would not necessarily precipitate an increase in cost (as was shown in Example 6.1), at least
initially. Eventually, however, as the sources became increasingly difficult to extract, a point
would be reached at which the costs of extraction and prices of the virgin material would
begin to rise.

At the same time, the costs of disposing of the products would probably rise as population
density became more pronounced and wealth levels supported higher levels of waste. Over
the last two centuries, the world has experienced a large increase in the geographic concentra-
tion of people. The attraction of cities and the exodus from rural areas led an increasingly
large number of people to live in urban or near-urban environments.

This concentration creates waste disposal problems. Historically, when land was plentiful
and the waste stream was less hazardous, the remnants could be buried in landfills. But as
land became scarce, burial became increasingly expensive. In addition, concerns over environ-
mental effects on water supplies and economic effects on the value of surrounding land have
made buried waste less acceptable.

The rising costs of virgin materials and of waste disposal increase the attractiveness of
recycling. By recovering and reintroducing materials into the system, recycling not only
provides an alternative to virgin ores, but also reduces the waste disposal load.
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Consumers, as well as manufacturers, play a role on both the demand and supply sides of
the market. On the demand side, consumers would find that products depending exclusively
on virgin raw materials are subject to higher prices than those relying on the cheaper recycled
materials. Consequently, consumers would have a tendency to switch to products made with
the recycled raw materials, as long as quality is not adversely affected. This powerful incentive
is called the composition of demand effect.

As long as consumers bear the cost of disposal, they have the additional incentive to return
their used recyclable products to collection centers. By doing so they avoid disposal costs and
reap financial rewards for supplying a product someone wants.

This highly stylized version of how the market should work has to be complemented by
some hard realities when setting up actual markets. For the cycle to be complete, it is essential
that a demand exist for the recycled products. New markets may ultimately emerge, but the
transition may prove somewhat turbulent. Simply returning recycled products to the collection
centers accomplishes little if they are simply dumped into a nearby landfill or if the supply is
increased so much by mandatory recycling laws that prices for recycled materials fall through
the floor (thereby destroying the incentive to continue supplying them).

The purity of the recycled products also plays a key role in explaining the strength of
demand for them. One of the reasons for the high rate of aluminum recycling and much lower
rate of plastics recycling is the differential difficulty with which a high-quality product can be
produced from scrap. Whereas bundles of aluminum cans have a relatively uniform quality,
waste plastics tend to be highly contaminated with nonplastic substances or with plastics of
very different types, and the plastics manufacturing process has little tolerance for impurities.
Remaining contaminants in metals can frequently be eliminated by high-temperature combus-
tion, but plastics are destroyed at such high temperatures. Finally, waste that contains hazard-
ous materials, such as mercury and lead, raises additional complexities. The rapidly growing
stream of electronic waste (e-waste) contains both hazardous waste and valuable minerals,
creating complicated dilemmas. As we discuss in a subsequent section of this chapter, markets
for discarded electronics in industrializing countries may lack good enforcement mechanisms
to ensure proper disposal of the hazardous components.

Recycling: A Closer Look

The model in the preceding section would lead us to expect that recycling would increase over
time as virgin ore and disposal costs rose. This seems to be the case. Take copper, for example.
During 1910, recycled copper accounted for about 18 percent of the total production of refined
copper in the United States. Today, approximately 40 percent of the world’s copper demand is
met by recycling. In the United States, copper in scrap contributed about 31 percent of total
supply.? And, according to the Bureau of International Recycling, an estimated 70 percent of
the copper scrap exported by the United States is used by industries in China. Other metals
being produced using recycled materials include aluminum, lead, and zinc, with recycled
material inputs of approximately 33 percent, 35 percent, and 30 percent, respectively.

For other materials, recycling rates are on the rise. According to the U.S. EPA, the rate of
recycling waste in the United States rose to 34.3 percent in 2013 (Figure 8.2). For certain
materials, the rates are even higher (99 percent for auto batteries, 67 percent for newspapers,
55 percent for aluminum beer and soft drink cans, and 71 percent for steel cans). Plastic poly-
ethylene terephthalate (PET) bottles were recovered at a rate of 37 percent, high-density
polyethylene (HDPE) bottles at a rate of 28 percent, and glass containers at a rate of 28 percent.
According to another indicator, by 2006, over 8600 curbside recycling programs were in exist-
ence. Twenty years earlier, only one curbside program was in place.
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Figure 8.2 Municipal Solid-Waste Recycling Rates 1960-2013

Source: Advancing Sustainable Materials Management: 2013 Fact Sheet, Figure 2.
United States Environmental Protection Agency, www.epa.gov/smm/advancing-
sustainable-materials-management-facts-and-figures-report

In most cases, recycling is not cheap. While several types of costs are involved, transport
and processing costs are often especially significant. The sources of scrap may be concentrated
around cities where most of the products are used, while for historical reasons the process-
ing facilities are near the sources of the virgin ores. The scrap must be transported to the
processing facility and the processed scrap to the market.

Labor costs are an important component of the processing costs. Collecting, sorting, and
processing scrap is typically very labor intensive. Higher labor costs can make the recycled
scrap less competitive in the input market. Recognizing the importance of labor costs raises
the possibility that recycling rates would be higher in regions where labor costs are lower,
which does seem to be the case. Vibrant markets for scrap have emerged in many developing
countries.

Energy costs also matter. According to the Bureau of International Recycling (BIR), recycling
offers significant energy savings over production from raw materials. For example, recycling
steel expends 74 percent, aluminum 95 percent, copper 85 percent, paper 64 percent, and
plastics 80 percent less energy. Additionally, producing materials via recycling results in less
water and air pollution. BIR estimates that the production of paper via recycling causes
35 percent less water pollution and 74 percent less air pollution.

And, finally, since the processing of scrap as an input into the production process can
produce its own environmental consequences, compliance with environmental regulations
can add to the cost of recycled input. In the United States, for example, relatively low world
copper prices, coupled with high environmental compliance costs, created a cost squeeze that
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contributed to the closure of all U.S. secondary smelters and associated electrolytic refineries
by 2001.

When recycling markets operate smoothly, however, scrap becomes a cost-competitive
input, and rather dramatic changes occur in the manufacturing process. Not only do manu-
facturers rely more heavily on recycled inputs, but they also begin to design their products to
facilitate recycling. Facilitating recycling through product design is already important in
industries where the connection between the manufacturer and disposal agent is particularly
close. Aircraft manufacturers, which are often asked to scrap old aircraft, may stamp the alloy
composition on parts during manufacturing to facilitate recycling. The idea is beginning to
spread to other industries. Ski boot manufacturers in Switzerland, for example, are beginning
to stamp all individual boot parts with a code to identify their composition.

Recycling and Ore Depletion

How does the efficient allocation of a recyclable resource compare with that of a nonrecyclable
resource over time? Thinking back to the models in Chapter 6, perhaps the most important
difference occurs in the timing of the switch point. As long as the resource can be recycled at
a marginal cost lower than that of the substitute, the market tends to rely on the recyclable
resource longer than it does on a nonrecyclable resource with an identical extraction cost
curve. This should not be surprising, since one effect of recycling is simply to add more of
the resource. Recall the simple numerical example presented at the beginning of this chapter
with the total amount available = A/(1 — a) where A is the stock of the resource available and
a is the recycling rate.

This formulation also points out another feature of recycling. Unless the recycling rate
is 100 percent (a = 1.0), the sum of the resource flows is finite. This means that, while some
recycled materials can be recycled forever, the amount will become infinitesimally small as
time goes on.

An efficient economic system will orchestrate a balance between the consumption of newly
mined and recycled materials, between disposing of used products and recycling, and between
imports and domestic production. Example 8.1 provides an example of how changing
economic circumstances can lead to an increase in recycling.

Factors Mitigating Resource Scarcity

Recycling is promoted by resource scarcity, but resource scarcity is, in turn, affected by a
number of other factors. Three have been particularly important: (1) exploration and discovery,
(2) technological progress, and (3) substitution.

Exploration and Discovery

A profit-maximizing firm will undertake exploration activity until the marginal discovery
cost equals the marginal scarcity rent received from a unit of the resource sold.? Since the
marginal scarcity rent—the difference between the price received and the marginal cost of
extraction—is the marginal benefit received by the firm engaging in exploration activity, the
level of activity should be increased to maximize profits until this marginal benefit is equal to
the marginal cost.

An understanding of this relationship between scarcity rent and marginal discovery cost
allows us to think about how exploration activity would respond to population and income
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EXAMPLE 8.1 ~

Lead Recycling

The domestic demand for lead has changed significantly over the last 30 years. In 1972,
dissipative, nonrecyclable uses of lead (primarily gasoline additives, pigments in paint,
and ammunition) accounted for about 30 percent of reported consumption. And only
about 30 percent of all produced lead came from recycled material.

Recognition of lead’s negative health effects, especially on children, however, led to
a series of laws limiting the amount of allowable lead in gasoline and paints. This has
resulted not only in a decline in the total amount of lead used, but also in the dramatic
decline of the dissipative uses (which, by 1997, had fallen to only 13 percent of total
demand). A declining role for dissipative uses implies that an increasing proportion of
the production is available to be recycled. And, in fact, more is now recycled. By 2012,
80 percent of the domestic lead consumption came from recycled scrap. The lead-acid
battery industry continues to be the largest user of lead.

Old (postconsumer) scrap accounts for nearly all the total lead scrap recovered. Used
batteries supply about 90 percent of that old scrap. Battery manufacturers have begun
entering buyback arrangements with retail outlets, both as a marketing tool for new
batteries and as a means of ensuring a supply of inputs to their downstream manufacturing
operations. Contrast this with aluminum, for example. In 2012, 53 percent of recycled
aluminum came from new (manufacturing) scrap, while only 47 percent was from old
scrap (beverage cans and other discarded aluminum products).

Source: U.S. Department of the Interior. Minerals Yearbook. Retrieved from http:/minerals.usgs.
gov/minerals/pubs/mcs/
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growth. Since both of these factors contribute to rising demand over time, they raise the
marginal user cost and the scarcity rent, stimulating producers to undertake larger marginal
discovery costs.

How much this demand pressure is relieved depends upon the amount of exploration
activity and the amount of resources discovered per unit of exploration activity undertaken.
If the marginal discovery cost curve is flat (implying a large amount of relatively available
resources), increases in scarcity rent can stimulate large amounts of successful exploration
activity. If the marginal discovery cost curve is steeply sloped (as would be the case when
exploration had to take place in increasingly hostile and unproductive environments), increases
in scarcity rent stimulate less exploration activity.

Technological Progress

Technological progress reduces the cost of ore through new ways to extract, process, and use
it. In Chapter 6, for example, we showed the significant impact of pelletization on the cost of
producing steel from iron ore. The effect was so dramatic that production costs actually fell
over time in spite of the need to use a lower-grade ore.

It is important to realize that the rate and type of technological progress are influenced by
the degree of resource scarcity. Rising extraction costs create new profit opportunities for the
development of new technologies. These profit opportunities are largest for technologies that
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economize on scarce resources and utilize abundant ones. In periods when labor is scarce and
capital abundant, new technologies tend to use capital and save labor. If population growth
were to reverse the relative scarcity, subsequent technological progress would concentrate on
using labor and saving capital. In the past, when fossil-fuel energy was abundant and cheap,
newly discovered technologies relied heavily on this energy source. As fossil-fuel supplies
decline, technological progress can be expected to economize by increasing the amount of
useful energy received per unit of fossil-fuel input and by replacing fossil-fuel energy with
forms of renewable energy.

Substitution

The final way in which adverse consequences of resource scarcity can be mitigated is by
substituting abundant resources for scarce ones. The easier the substitution of abundant,
depletable, or renewable resources, the smaller will be the impact of declining availability and
rising costs (see Figure 8.3).

In the graph, three isoquants (S, F,, F,) are plotted. An isoquant portrays all the possible
combinations of inputs that can produce a given level of output. The two right-angled
isoquants (F, and F,) depict the fixed-proportions case, the case in which no input substitution
is possible. The fixed-proportions isoquant nearer the origin (F,) refers to a lower output level

X
Fixed
Proportions
S
1 F2/\ F,
X5
Xr J
01
X /
0,
Substitution
Possible
1 1 Y
0 Y, Y,

Figure 8.3 Output Levels and the Possibilities for Input Substitution

Source: Adapted from Table 3.9 in J. B. Opschoor and Dr. Hans B. Vos, Economic
Instruments for Environmental Protection. Paris: Organisation for Economic
Co-operation and Development, p. 53.
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than the other fixed-proportion isoquant (F,). The third isoquant (S,) does show some
possibility for input substitution and is drawn in such a way as to produce the same output
level (O,) as F,. Naturally, it implies a different production technology or set of technologies
from F,.

We can illustrate the significance of input substitution on output using Figure 8.3. Assume
that the amount of some input Y (a depletable resource) is reduced from Y, to Y,. If the
technology involved is characterized by §,, the constant output level (O,) can be maintained
by increasing the amount of the other resource used from X, to X,. This increase in X
compensates for the reduction in Y, leaving output unaffected.

Notice what happens, however, when the production process is characterized by F, instead
of §,. A reduction in the availability of Y from Y, to Y, necessitates a reduction in output from
O, to O,. No substitution of X for Y is possible. In addition, because inputs must be used in
fixed proportions, the amount of X would be reduced from X, to X,. Any more X would be
redundant; it would not result in any additional output. These examples serve to illustrate a
basic premise—the wider the array of substitution possibilities, the smaller the impact of
resource scarcity on output.

This short review suggests that some factors (e.g., rising population and incomes) increase
the likelihood of resource scarcity, while others (e.g., exploration and discovery, technological
progress, and input substitution) mitigate the seriousness of scarcity. If resource scarcity is
increasing in some sense, we should be able to discover that natural resource prices are rising
more rapidly than prices in general (see Example 8.2). Resource prices, in turn, affect incentives
to recycle, as do the marginal costs of disposal.

EXAMPLE 8.2 ~

The Bet

In 1980, each of two distinguished protagonists in the scarcity debate “put his money

where his mouth is.” Paul Ehrlich, an ecologist with a strong belief in impending
scarcity, answered a challenge from Julian Simon, an economist known for his equally
strong belief that concerns about impending scarcity were groundless. According to the
terms of the bet, Ehrlich would hypothetically invest $200 in each of any five commodities
he selected. (He picked copper, chrome, nickel, tin, and tungsten.) Ten years later the
aggregate value of the same amounts of those five commodities would be calculated in
real terms (after accounting for normal inflation). If the value increased, Simon would
send Ehrlich a check for the difference. If the value decreased, Ehrlich would send Simon
a check for the difference.

In 1990, Ehrlich performed the calculations and sent Simon a check for $576.07.
Real prices for each of the five commodities were lower; some were less than half their
former levels. New sources of the minerals had been discovered, substitutions away
from these minerals had occurred in many of their uses (particularly computers), and
the tin cartel, which had been holding up tin prices, had collapsed.

Would the outcome of the Simon-Ehrlich wager have been the same if the bet had
covered the entire twentieth century? According to a subsequent analysis of the data on
these same minerals by McClintick and Emmett (2005), despite ups and downs in prices

179



Recyclable Resources

180

over the course of the past century, Simon would also have won even a century-long
wager.

Finally, how would Simon have fared in decades other than the one covered by the
bet? Was he just lucky to have picked the 1980s? It turns out that to some extent he was
lucky. Of the ten decades in that century he would have won in five decades (the 1900s,
1910s, 1940s, 1980s, and 1990s) and lost in the remaining five. He would have lost by
a few dollars in the 1950s and by more significant amounts in the other four decades.
Does this evidence provide a lesson for the future? You be the judge.

Sources: Tierney, J. (December 2, 1990). Betting the planet. The New York Times Magazine, 52-53, 74, 76, 78,
80-81; McClintick, D., & Emmett, R. B. (2005). The Simon-Ehrlich debate. PERC Reports, 23(3), 16-17.
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Market Imperfections

As we discovered in the discussion of the role of oil in national security, when mineral imports
are critically important and come from risky sources, the market perceives a biased price ratio,
one that fails to incorporate some of the social costs of imports. The result is an inefficient
and excessive reliance on imports.

Other market imperfections are apparent as well. An unbalanced treatment of waste by
producers and consumers can lead to biases in the market choices between recycling and
the use of virgin ores. Since disposal cost is a key ingredient in determining the efficient
amount of recycling, the failure of an economic agent to bear the full cost of disposal
implies a bias toward virgin materials and away from recycling. We begin by considering
how the method of financing the disposal of potentially recyclable waste affects the level of
recycling.

Disposal Cost and Efficiency

The efficient level of recycling depends on the marginal cost of disposal. Suppose, for example,
it costs a community $20 per ton to recycle a particular waste product that can ultimately be
sold to a local manufacturer for $10 per ton. Can we conclude that this is an inefficient
recycling venture because it is losing money? No, we cannot. In addition to earning the $10
per ton from selling the recycled product, the town is avoiding the cost of disposing of the
product. This avoided marginal cost is appropriately considered a marginal benefit from
recycling. Suppose the marginal avoided disposal cost was $20 per ton. In this case, the
benefits to the town from recycling would be $30 per ton ($20 per ton avoided cost plus $10
per ton resale value) and the cost would be $20 per ton; this would be an efficient recycling
venture. Both marginal disposal costs and the prices of recycled materials directly affect the
efficient level of recycling.

The Disposal Decision

Potentially recyclable waste can be divided into two types of scrap: old scrap and new scrap.
New scrap is composed of the residual materials generated during production. For example,
as steel beams are formed, the small remnants of steel left over are new scrap. Old scrap is
recovered from products used by consumers, and is often called postconsumer scrap.
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To illustrate the relative importance of new scrap and old scrap, consider that in the U.S.
aluminum industry, about 40 percent of the recovered aluminum scrap comes from old scrap.
The difficulties in recycling new scrap are significantly less than those in recycling old scrap.
New scrap is already at the place of production, and with most processes it can simply be
reentered into the input stream without transportation costs. Transport costs tend to be an
important part of the cost of using old scrap.

Equally important are the incentives involved. Since new scrap never leaves the factory, it
remains under the complete control of the manufacturer. Having the joint responsibility
of creating a product and dealing with the scrap, the manufacturer now has an incentive
to design the product with the use of the new scrap in mind. It would be advantageous to
establish procedures guaranteeing the homogeneity of the scrap and minimizing the amount
of processing necessary to recycle it. For all these reasons, it is likely that the market for new
scrap will work efficiently and effectively.

Unfortunately, the same is not true for old scrap. The market works inefficiently because the
product users do not bear the full marginal social costs of disposing of their product. As a result,
the market is biased away from recycling old scrap and toward the use of virgin materials.

The key to understanding why these costs are not internalized lies in the incentives facing
individual product users. Suppose you had some small aluminum products that were no longer
useful to you. You could either recycle them, which usually means driving to a recycling center,
or you could toss them into your trash. In comparing these two alternatives, notice that recycling
imposes one cost on you (transport cost), while the second imposes another (disposal cost).

It is difficult for consumers to act efficiently because of the way trash collection has
traditionally been financed. Urban areas have generally financed trash collection with taxes,
if publicly provided, or a flat-rate fee, if privately provided. Neither of these approaches
directly relates the size of an individual’s payment to the amount of waste. The marginal cost
to the homeowner of throwing out one more unit of trash is negligible, even when the cost to
society is not. The marginal private disposal cost and the cost to society as a whole diverge
(see Figure 8.4).

When the private marginal cost of disposal (MC,) is lower than the marginal social cost of
disposal (MC ), the market level of recycling (where the marginal cost of recycling [MC,] is
equal to the marginal private disposal cost) is inefficient. Only if all social costs are included
in the marginal cost of disposal will the efficient amount of recycling (Q,) be attained.*

This point can be reinforced by a numerical example. Suppose your city provides trash
pickup for which you pay $150 a year in taxes. Your cost will be $150 regardless (within
reasonable limits) of how much you throw out. In that year your additional (marginal) cost
from throwing out these items is zero. Certainly the marginal cost to society is not zero, and,
therefore, the balance between these alternatives as seen by the individual homeowner is
biased in favor of throwing things out.’

Littering is an extreme example of what we have been talking about. In the absence of some
kind of government intervention, the cost to society of littering is the aesthetic loss plus the
risk of damage to automobile tires and pedestrians caused by sharp edges of discarded cans
or glass. Tossing used containers outside the car is relatively costless for the individual, but
costly for society.®

Disposal Costs and the Scrap Market

How would the market respond to a policy forcing product users to bear the true marginal
disposal cost? The major effect would be on the supply of materials to be recycled. Recycling
would now offer consumers a way to avoid disposal costs and possibly even be paid for
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[ Figure 8.4 The Efficient Level of Recycling ]

discarded products. This would cause the diversion of some materials to recycling centers,
where they could be reintegrated into the materials process. If this expanded supply allows
dealers to take advantage of previously unexploited economies of scale, this expansion could
well result in a lower average cost of processing, as well as more recycled materials.

The total consumption of inputs would increase because the price falls. The use of recycled
materials increases as well. The amount of virgin ore falls. Thus, the correct inclusion of
disposal cost would tend to increase the amount of recycling and extend the useful economic
life for depletable, recyclable resources.

Subsidies on Raw Materials

Disposal costs are only part of the story. Inputs derived from recycling can only compete with
raw materials if the playing field is level. Subsidies on raw materials are another troubling
source of inefficiencies that create a bias away from recycled inputs.

Subsidies can take many forms. One form is illustrated by the U.S. Mining Law of 1872,
which was originally passed more than 150 years ago to promote mining on public lands.
Under this law, miners can stake lode claims (for subsurface minerals) and placer claims (for
surface minerals) for mineral prospecting on public lands. A claim can be maintained for a
payment of only $100 a year. If minerals are discovered in a claim area and at least $500 has
been invested in development or extraction, the land could actually be bought for $5 an acre
on lode claims or $2.50 an acre on placer claims. In 1999 the U.S. Congress enacted a
moratorium on land purchases, but not on staking claims.

These prices for access to public lands are so low relative to market prices that they
constitute a considerable implicit subsidy. As a result of this subsidy, not only do taxpayers
not receive the true value of the mining services provided by public lands, but the subsidy has
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the effect of lowering the cost of extracting these raw minerals. As a result, raw materials are
artificially cheap and can inefficiently undermine the market for recycled inputs.

Corrective Public Policies

Why are recycling rates so low? No doubt some of the responsibility lies in improper incentives
created by inappropriate pricing. Can the misallocation resulting from inefficiently low
disposal cost be corrected?

Pay-as-you-throw (PAYT) trash disposal. One approach, volume or user-pay pricing,
imposes disposal charges based on the amount of trash. This type of pricing is meant to reflect
the true social cost of disposal. Example 8.3 presents an early example meant to test the cost-
effectiveness of these types of programs. Today there are many PAYT programs in existence
and they are usually one of three types:

@ Unit pricing per bag or container: users must purchase special bags or container tags.

® Partial-unit pricing: some fixed amount is included in a fee or property taxes. Additional
bags or containers are priced at a per-unit price.

® Variable rate pricing is based on volume and/or size of the container.

EXAMPLE 8.3 ~

An Early Example: Pricing Trash in Marietta,
Georgia

In 1994, the people of Marietta, Georgia, participated in a demonstration project that
changed the way in which waste was priced. The traditional $15 monthly fee for trash
pickup was cut to $8 per month. In addition, half of the residents faced a per-bag
price on waste ($0.75 per bag), while the rest faced a monthly fee for pickup that
depended on the maximum number of cans per month that the customer wished to have
picked up. This number was contracted in advance by the customer and did not vary
from month to month. The fee was $3 or $4 per can (depending upon the number).

Economic theory suggests that while both plans should reduce waste and increase
recycling, the per-bag fee should promote more. (Can you see why?)

And indeed that is what happened. The can program reduced nonrecycled waste
by about 20 percent, whereas the bag program reduced it by as much as 51 percent.
Both programs had an equally strong effect on encouraging households to recycle. Both
programs not only diverted waste into recycling; they also reduced the amount of waste
generated.

Could the costs associated with the program be justified in benefit-cost terms?
According to the economists who conducted the study, they were. The net benefits for
the city were estimated to be $586 per day for the bag program and $234 per day
for the can program.

Source: Van Houtven, G. L., & Morris, G. E. (November 1999). Household behavior under alternative
pay-as-you-throw systems for solid waste disposal. Land Economics, 75(4), 515-537.
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Over 6000 communities in the United States and over 200 in Canada use some kind of user fees
for trash. In Japan 30 percent of municipalities utilize a user pay system. Many cities utilize a
combined approach with per bag or unit pricing combined with free recycling pickup. This
provides an added incentive to recycle since it now costs money to throw the materials away.

A pre-implementation concern about volume pricing was that it might impose a hardship
on poorer residents. Strategies based on higher prices always raise the specter that they will
end up placing an intolerable burden on the poor. In the case examined by Example 8.3, that
concern was apparently misplaced. Under the old system of financing trash collection, every
household paid the same fee regardless of how much trash it produced. Since lower-income
households produce less trash, they were, in effect, subsidizing wealthier households. Under
the new system, lower-income households pay only a flat fee since they don’t need to purchase
stickers for additional disposal. The expense of these stickers is less than the average cost of
disposal, which was the basis for the previous fee. Poor households have turned out to be
better off, not worse off, under the new pricing system.

Curbside Recycling. Curbside recycling programs are common in many cities. Economic
theory tells us if the marginal cost of recycling is less than the marginal cost of trash disposal,
recycling rates will increase. Curbside recycling, especially in combination with pay-as-you-go
trash disposal, attempts to achieve an efficient balance between disposal and recycling.
Curbside recycling programs in the United States grew from 1000 programs in 1988 to over
9000 in 2009.” Example 8.4 looks at the demand and supply sides of curbside recycling. Do
incentives matter?

EXAMPLE 8.4 ~

Does Packaging Curbside Recycling with
Incentives Promote Efficiency?

Municipalities that have landfill constraints or high fees for trash disposal are interested
in whether or not they can increase the flow of recyclables (supply) in order to reduce
pressure on landfill space. Municipalities considering whether or not to implement
curbside recycling programs are also typically interested in which types of incentives are
most effective in promoting recycling.

In one interesting experiment, Koford et al. (2012) compare two districts in a
municipality in Kentucky. In one, the city provides trash and recycling collection funded
via property taxes. In this situation curbside recycling has zero marginal cost. In the
other, residents contract privately for trash and recycling services. Districts vote on
which service they want.

Koford et al. estimated the demand for curbside recycling using a willingness to pay
survey that also asked questions about recycling behavior and motivations for recycling.
The survey was mailed to households in both types of districts.

In both samples, 63 percent of households cited an ethical duty when asked what
most encouraged them to recycle. Another 37 percent, however, said that monetary
incentives would encourage them to recycle.
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The survey included a hypothetical curbside recycling service followed by a
willingness-to-pay question in which respondents were asked whether they would be
willing to pay a specific dollar amount for the service. The dollar amounts varied, but
the average estimated willingness to pay for curbside recycling was $2.29 per month.
Interestingly, whether or not the household currently had city service was not significant
in influencing willingness to pay.

For the supply side, Koford et al. conducted an experiment to understand how
households might respond to both monetary and communication incentives to recycle.
They used three monetary incentives ($0, $1, $2) and four different types of communi-
cations (none, informational, guilt, or feel good) for a total of 12 combinations of incen-
tive and communication. The communications were sent monthly to a random sample
of Lexington residents. The weight of their recycled materials was measured during
control weeks (no incentive or communication) and experimental weeks.

The experiment had mixed results. The communication strategies were relatively
ineffective. When combined (interacted) with the monetary incentives, the information
appeal had a significant impact, but the net effect was to reduce recycling! Interestingly,
while small monetary payments did have a positive effect on recycling behavior, the
incentives necessary to influence significant behavior changes are likely cost-prohibitive.
The authors’ estimate of willingness to pay ($2.29 per household per month) is less
than the cost to administer the curbside recycling program (approximately $2.40 per
household per month). In this case the benefits do not outweigh the costs.

Are these results specific to Lexington, Kentucky? It appears not. In a study of the
Western United States, Aadland and Caplan (2006) find that the net social benefits of
curbside recycling are equal to zero (costs equal benefits), though the results do vary
some by city. The relative ineffectiveness of the personal communications is also
consistent with other literature that finds that social norms have little impact (Viscusi
et al.,, 2011) unless the appeals include a comparison with the behaviors of others
(Ferraro et al., 2011). However, laws that promote recycling via economic incentives
that either reduce the time and inconvenience costs of recycling or through bottle
deposits can be very influential (Viscusi et al., 2011).

Sources: Aadland, D. M., & Caplan, A. J. (2006). Curbside recycling: Waste resource or waste of resources?

Journal of Policy Analysis and Management, 25(4), 855-874; Ferraro, P. J., Miranda, J. J., & Price, M. K.
(2011). The persistence of treatment effects with norm-based policy instruments: Evidence from a randomized
environmental policy experiment. American Economic Review, 101(3), 318-322; Koford, B. C., Blomquist,

G. C., Hardesty, D. M., & Troske, K. (2012). Estimating consumer willingness to supply and willingness to

pay for curbside recycling. Land Economics, 88(4), 745-763; Viscusi, W. K, Huber, J., & Bell, J. (2011).

Promoting recycling: Private values, social norms, and economic incentives. American Economic
Review, 101(3), 65-70.
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Refundable Deposits. Another idea for promoting recycling now being applied in many
areas is the refundable deposit. Already widely accepted for beverage containers, such deposits
could become a remedy for many other products.

A refund system is designed to accomplish two purposes: (1) the initial charge reflects the
cost of disposal and produces the desired composition of demand effect; and (2) the refund,
attainable upon turning the product in for recycling, helps conserve virgin materials. Such a
system is already employed in Sweden and Norway to counter the problem of abandoned
automobiles.
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The recycling of aluminum beverage cans has been one clear beneficiary of deposit refund
schemes.® Quite a few countries, including Germany, Finland, Norway, Denmark, Sweden,
Barbados, Canada, the state of South Australia, and 10 U.S. states and one U.S. territory have
container deposit refund programs in place. Although not all states have passed bottle bills,
over 50 percent of aluminum beverage cans are now recycled in the United States. As a result,
aluminum old scrap has become an increasingly significant component of total aluminum
supplies. Recycling aluminum saves about 95 percent of the energy that is needed to make
new aluminum from ore. The magnitude of these energy savings has had a significant influence
on the demand for recycled aluminum as cost-conscious producers search for new ways to
reduce energy costs. Debate 8.1 explores why only some states have implemented refundable
bottle deposits.

Beverage container deposits also reduce illegal disposal (littering) because an incentive is
created to bring the bottle or can to a recycling center. In some cities, scavenging and returning
these bottles has provided a significant source of income to the homeless. One Canadian study
found that recycling creates six times as many jobs as landfilling.

Deposit-refund systems are also being used for batteries and tires. New Hampshire and
Maine, for example, place a surcharge on new car batteries. Consumers in these states receive
a rebate if they trade in their used battery for a new one. Oklahoma places a $1 fee on each
new tire sold and then returns $0.50 to certified processing facilities for each tire handled.

Some states in the United States, as well as some developing countries, also use deposit-
refund systems to assure that pesticide containers are returned after use. These containers
usually contain toxic residues after use, which can contaminate water and soil, so collecting
the containers and either reusing them or properly decontaminating them can eliminate this
contamination threat.

Some areas attempt to enlist economic incentives by imposing a disposal or recycling
surcharge on the product. Paid at the time of purchase of a new product, this surcharge would
normally be designed to recover the costs of recycling the product at the end of its useful life;
more-difficult-to-recycle products would have larger fees. These fees would normally be
coupled with a requirement that the revenue be used by sellers to set up recycling systems.
Assuming these fees correctly internalize the costs of recycling, they will provide consumers
with incentives to take the recycling and disposal costs into account, since easier-to-recycle
products would have a lower price (including the fee). Note, however, that these recycling
surcharges do not provide any incentive against illegal disposal, since the consumer gets no
rebate for dropping the product off at a collection center, but they provide no specific incentive
for illegal disposal either. Since the surcharge is paid up front, it cannot be avoided by illegal
disposal. In this sense, the deposit-refund system is clearly superior to either recycling
surcharges or volume pricing of trash.

DEBATE 8.1 ™\

“Bottle Bills”: Economic Incentives at Work?

Ten U.S. states—California, Connecticut, Hawaii, lowa, Maine, Massachusetts,
Michigan, New York, Oregon, and Vermont—and one U.S. Territory—Guam—
have passed “bottle bill” legislation. One city, Columbia, Missouri, also
passed legislation, but it was repealed in 2002. Delaware’s bottle-deposit
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system was repealed in 2010, effective February 2011. Every year, several
states either have proposed new legislation or proposed expansions of
existing legislation. More often than not, these proposed bills do not pass.
Bottle deposits in the United States range from $0.05 to $0.15 and laws vary
on which containers are redeemable for deposits.®

While, on average, U.S. container recycling rates have been below 40
percent, recycling rates in bottle-deposit states are much higher, averaging
around 80 percent. Michigan’s $0.10 beverage can deposit produced recycling
rates close to 100 percent. Statistics on litter reduction show the largest gains
in bottle-deposit states.

Although bottle-deposit states have recycling rates double those of states
without deposits, that is not sufficient evidence to suggest that it would be
efficient for all states to have them.

Economic studies on the efficiency of bottle deposits are limited. Porter
(1983) estimated the costs and benefits of the then newly passed Michigan
bottle bill. He found that for most estimates of costs and benefits, the bill
passed a benefit-cost test. Ashenmiller (2009) finds that bottle deposits
increase the number of recycled containers and reduce waste stream costs
by diverting these containers away from curbside programs. Using survey
data from California, she finds between 36 percent and 51 percent of
materials at redemption centers would not have been collected using existing
curbside programs alone (without the complementary deposit-refund
system). Interestingly, however, some of the success of the California program
can be attributed to its design—its curbside programs use volume-based
pricing for trash. This analysis also notes that curbside programs work best
in densely populated areas and that cash recycling programs can be an
important income source for the working poor.

Since the efficiency of deposit-refund systems depends on their cost, they
may be efficient for some states, but not others. Key determinants of the
relative costs of bottle deposits vary from state to state. Disposal costs depend
on landfill availability, and return rates depend on population densities and
distances to redemption centers. States with bottle deposits may incur the
extra expense of illegal returns from bottles purchased in nearby states
that do not require a deposit. Enforcement across state lines is costly and
imperfect. States with large bottlers like Coca-Cola are usually opposed to
bottle deposits. Does your state have a bottle deposit? Does that seem like
the right choice?

Sources: http://globalwarming.house.gov/mediacenter/pressreleases?id=0126; www.
container-recycling.org/; Porter, R. C. (1983). Michigan's experience with mandatory
deposits on beverage containers. Land and Economics, 59. doi:10.2307/3146047;
Ashenmiller, B. (August 2009). Cash recycling, waste disposal costs, and the incomes
kof the working poor: Evidence from California. Land Economics, 85(3), 539-551. j
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Plastic Bag Bans and Fees

Many cities have implemented plastic bag bans in grocery stores (Austin; Cambridge,
Massachusetts; Chicago; Los Angeles; San Fransiciso; and Seattle) and others have imple-
mented fees in order to take a plastic bag (Boulder, Colorado; Portland, Maine; New York
City; Washington, D.C.; and Brownsville, Texas are notable examples). Between 2015 and
2016, 77 bills were proposed in 23 states on the regulation of plastic bags.

Ireland instituted a hefty fee on plastic bags and found that plastic bag litter dropped
by 93 percent and plastic bag use decreased by 90 percent in the year after the Plastic Bag
Levy was implemented. The fee is now $0.33 (U.S.). The impact of the Irish Bag Levy on water
pollution is discussed in Chapter 18 (Example 18.2).

Advocates of these fees and bans argue that bans significantly reduce plastic bag waste,
which frequently ends up in storm drains and in oceans creating hazards for marine mammals,
seabirds, and fish. They also are piling up in landfills. Some opponents of plastic bag fees and
bans say that consumers will simply use more paper bags and those have environmental
impacts as well as do cotton tote bags. What then is the ideal bag policy? It is likely a
mixed approach: a fee on both paper and plastic bags while giving away recycled plastic
reusable bags.!?

Taxes, Subsidies, and Other Incentives. The tax system can also be used to promote
recycling by taxing virgin materials and by subsidizing recycling activities. The European
approach to waste oil recycling, reinforced by the high cost of imported crude oil, was to
require both residential and commercial users to recycle all waste oil they generate. Virgin
lubricating oils are taxed, and the resulting income is used to subsidize the recycling industry.
As a result, many countries collect up to 65 percent of the available waste oil.

In the United States, which does not subsidize waste oil recycling, the waste oil market has
been rather less successful, but it is growing. Additionally, laws in most states prohibit used
oil disposal.

Many areas are now using tax policy to subsidize the acquisition of recycling equipment
in both the public and private sectors. Frequently taking the form of sales-tax exemptions or
investment tax credits to private industries and loans or grants to local communities, these
approaches are designed to get recycling programs off the ground, with the expectation that
they will ultimately be self-sustaining. The pioneers are being subsidized.

Examining Oregon’s program can serve to illustrate how a tax approach works. From
1981 to 1987, to reduce energy consumption as well as to promote recycling, the Oregon
Department of Energy granted tax credits to 163 projects. Being granted this credit allows
companies a 5-year period in which to deduct from their taxes an amount equal to 35 percent
of the cost of any equipment used solely for recycling. Oregon also offers a broader tax
credit that covers equipment, land, and building purchases. Paper companies, the major
recipients of both types of credits, have utilized them to increase the capacity to use recycled
newsprint and cardboard in the paper-making process. According to Shea (1988), these
incentives helped to raise Oregon’s newspaper recycling rate (65 percent) to twice the national
average.

Any long-run solution to the solid-waste problem must not only influence consumer choices
about purchasing, packaging, and disposal; it must also influence producer choices about
product design (to increase recyclability), product packaging, and the use of recycled (as
opposed to virgin) materials in the production process. One general approach is called extended
producer responsibility, and it involves requiring producers to take back packaging, and even
their products, at the end of their useful life (see Example 8.5).
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EXAMPLE 8.5 ~

Implementing the “Take-Back” Principle

According to the “take-back” principle, all producers should be required to accept
responsibility for their products—including packaging—from cradle to grave by taking
them back once they have outlived their useful lives. In principle, this requirement was
designed to encourage the elimination of inessential packaging, to stimulate the search
for products and packaging that are easier to recycle, and to support the substitution of
recycled inputs for virgin inputs in the production process.

Germany has required producers (and retailers as intermediaries) to accept all
packaging associated with products, including such different types of packaging as the
cardboard boxes used for shipping hundreds of toothbrushes to retailers, to the tube
that toothpaste is sold in. Consumers are encouraged to return the packaging by means
of a combination of convenient drop-off centers, refundable deposits on some packages,
and high disposal costs for packaging that is thrown away.

Producers responded by setting up a new, private, nonprofit corporation, the Duales
System Deutschland (DSD), to collect the packaging and to recycle the collected materi-
als. This corporation is funded by fees levied on producers. The fees are based on the
number of kilograms of packaging the producers use. The DSD accepts only packaging
that it has certified as recyclable. Once certification is received, producers are allowed to
display a green dot on their product, signaling to consumers that this product is accepted
by the DSD system. Other packaging must be returned directly to the producer or to the
retailer, who returns it to the producer.

The law has apparently reduced the amount of packaging produced and has
diverted a significant amount of packaging away from incineration and landfills. A most
noteworthy failure, however, was the inability of the DSD system to find markets for the
recycled materials it collected. Some German packaging even ended up in neighboring
countries, causing some international backlash. The circumstance where the supply of
recycled materials far exceeds the demand is so common—not only in Germany, but in
the rest of the world as well—that further efforts to increase the degree of recycling will
likely flounder unless new markets for recycled materials are forthcoming.

Despite the initial difficulties with implementing the “take-back” principle, the idea
that manufacturers should have ultimate responsibility for their products has a sufficiently
powerful appeal that it has moved beyond an exclusive focus on packaging and is now
expanding to include the products themselves. In 2002, the European Union (E.U.) passed
a law that makes manufacturers financially responsible for recycling the appliances they
produce. In 2004, the European Union’s Waste Electrical and Electronic Equipment
(WEEE) directive came into effect, making it the responsibility of the manufacturers and
importers in E.U. states to take back their products and to properly dispose of them.

As part of the WEEE program, a pilot study was conducted in Beijing, Delhi, and
Johannesburg. This study found that e-waste recycling has developed in all three
countries as a market-based activity.

Sources: Rousso, A. S., & Shah, S. P. (September 1994). Packaging taxes and recycling incentives: The German
Green Dot Program. National Tax Journal, 47(3), 689-701; Ryan, M. (September—October 1993).

Packaging a revolution. World Watch, 28-34; Boerner, C., & Chilton, K. (January/February 1994).

False economy: The folly of demand-side recycling. Environment, 36(1), 6-15; Widmer, R.,

Oswald-Krapf, H., Sinha-Khetriwal, D., Schnellmann, M., & Boni, H. (2005).
Global perspectives on e-waste. Environmental Impact Assessment, 25, 436-458.
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A Summary of Corrective Policies. As we will continue to see in the pollution chapters later
in this book, incentives matter. The policies we have examined illustrate that financial
incentives such as returnable deposits and time or convenience incentives (curbside recycling)
can increase recycling rates. One study, however, by Viscusi et al. (2012), finds that “the net
effect of recycling policies is less than the marginal effect of each policy introduced separately.”
Their study focuses on plastic water bottles, but is certainly relevant for other types of recycling
as well. They suggest that policies should be evaluated at the margin (what is the incremental
effect?) rather than on the average performance of the policy. They also find that incentives
like bottle deposits increase recycling rates because many nonrecyclers become recyclers.
However, as we saw in Example 8.4, economic efficiency requires that the context be carefully
considered and that the design be appropriate for that context.

Markets for Recycled Materials

Successful recycling programs depend to a large extent on the existence of markets (buyers)
for recycled materials. Consider plastics, for example. Currently, PET bottles are primarily
used in carpet fiber and textiles including fleece. Other potential future uses for recycled PET
bottles include waterproof shipping containers and coating for paper. HDPE plastics are
primarily made into bottles and garden products, such as lawn edging and lawn chairs.

The market for plastics is expanding in some areas where the capacity to process the
postconsumer waste and the demand for that material is greater than the amount recovered.
As new uses expand, this market can be expected to grow. According to the U.S. EPA, the
American Society for Testing and Materials (ASTM) is using new test methods that are
facilitating the use of recycled plastics in building materials.

E-Waste

E-waste is the fastest-growing segment of the waste stream, bringing with it rising concerns
about the environmental and health effects of some of this waste. Lead, mercury, cadmium,
and brominated flame-retardants are all widely used in electronics. All of these substances
have been linked to health risks, especially for children, and are considered hazardous waste.

Did you upgrade your cell phone this year? Perhaps you got a new laptop or tablet? Or
maybe you got a new MP3 player or iPad. What happened to the old one? As of 2017, there
are some 4.7 billion mobile phone users and 7 billion mobile phones in use. The number of users
is expected to reach 5 billion by 2019. Sixty-three percent of the world’s population owns a
mobile phone, expected to be 67 percent by 2019. In China, there are 1.4 billion mobile phones
and India is expected to reach over 1 billion by 2019.!" In the United States, there are approxi-
mately 330 million mobile phones, up from 180 million in 2004 and 340,000 in 1985. By 2018,
50 percent of the world’s mobile phones will be smart phones. The U.S. EPA reports that cur-
rently fewer than 10 percent of the 152 million cell phones discarded in the United States in
2010 were recycled (U.S. EPA, 2011) and only 19 percent of all electronics (Table 8.1).

In the United States, a number of states have enacted e-waste legislation. To take an early
example of this legislation, California passed a bill in 2003 that charges consumers a fee for
buying computer monitors or televisions and pays recyclers to dispose of the displays safely
when users no longer want them. Fees depend on the size of the monitor. In 2009, the fee to
dispose of a monitor smaller than 15 inches was $8, $16 if the monitor was 15-35 inches,
and $25 for monitors greater than 35 inches. In 2004, California passed a bill that makes it
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[Table 8.1 E-Waste by Unit in 2010 ]
Products Total disposed** Trashed Recycled Recycling Rate
Units Units Units %

Computers 51,900,000 31,300,000 20,600,000 40%

Monitors 35,800,000 24,100,000 11,700,000 33%

Hard copy devices 33,600,000 22,400,000 11,200,000 33%
Keyboards and mice 82,200,000 74,400,000 7,830,000 10%
Televisions 28,500,000 23,600,000 4,940,000 17%

Mobile devices 152,000,000 135,000,000 17,400,000 1%

TV peripherals* Not included Not included Not included  Not included
Total (in units) 384,000,000 310,000,000 73,700,000 19%

What's included here?

Computer products include CPUs, desktops, and portables.

Hard copy devices are printers, digital copiers, scanners, multi-functions, and faxes.

Mobile devices are cell phones, personal digital assistants (PDAs), smartphones, and pagers.

*Study did not include a large category of e-waste: TV peripherals, such as VCRs, DVD players, DVRs,
cable/satellite receivers, converter boxes, game consoles.

**"“Disposed” means going into trash or recycling. These totals don't include products that are no
longer used, but which are still stored in homes and offices.

Source: EPA!

unlawful for retailers to sell mobile phones without the establishment of a collection, reuse,
and recycling system for proper disposal of used cell phones. This bill places the responsibility
for recycling squarely upon the industry, but leaves the implementation details up to them.
While this approach allows the industry to minimize recycling costs, it remains to be seen
whether the resulting policy promotes reuse of the materials in a manner that is safe for human
health and the environment.

Many of the states with laws have focused on the manufacturer.!? These states use market
share as the basis for allocating responsibility for recycling to the manufacturers of televisions
and video games. For example, for 2011 in the state of Maine, Samsung had a 19.6 percent
share of recycling responsibility. Sony had a 11.3 percent share, Vizio 9.9 percent, and so on,
all the way to Audiovox with a 0.1 percent share.!3

Worldwide, the figures on e-waste are staggering. Over the next 5 years, the amount of
e-waste produced worldwide is expected to rise over 30 percent—from 49 million metric tons
to 64.5 million tons.'* The market for e-waste is also changing dramatically. Electronic waste
contains toxic materials that are harmful to the environment, but it also contains valuable metals
such as copper, iron, nickel, silver, and zinc, with smaller amounts of aluminum, gold, lead,
palladium, and tin. How valuable are these materials? Apparently quite valuable! According to
the USGS, the value of the metal in cell phones in storage alone is over $300 million (2007).'

Internationally, the Basel Convention regulates the movement of electronic waste across
international boundaries (UNEP, 1989), although not all countries have ratified this treaty.
One component of the convention would prohibit the export of e-waste from developed to
industrializing countries since, in addition to valuable materials, the waste contains hazardous
ones such as lead and mercury.

In their analysis of trends of e-waste, Widmer et al. (2005) estimated that 50-80 percent
of collected domestic e-waste from nonratifying Basel Convention countries, such as the
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United States, is shipped to China and other Asian countries. They found that, for China and
India, e-waste is rapidly growing from both domestic sources and illegal imports. Kinnaman
and Yokoo (2011) reported that levels of air toxins found in and around that e-waste
dismantling facilities in China were the highest in the world. However, there is evidence that
this trend is changing. Developing countries are beginning to ship more e-waste to developed
countries than they are importing. Additionally, some innovative funding mechanisms are
incentivizing the support of recycling programs in the developing world. The scrap is valuable,
but it is not without risk of environmental and human health impacts. This toxic and
environmental justice issue will be examined in more detail in Chapter 19.

Pollution Damage

Another situation influences the use of recycled and virgin ores. When environmental damage
results from extracting and using virgin materials and not from the use of recycled materials,
the market allocation will be biased away from recycling. The damage might be experienced
at the mine, such as the erosion and aesthetic costs of strip mining, or at the point of processing,
where the ore is processed into a usable resource.

Suppose that the mining industry was forced to bear the cost of this environmental damage.
What difference would the inclusion of this cost have on the scrap market? The internalizing
of this cost results in a leftward shift in the supply curve for the virgin ore. This would, in
turn, cause a leftward shift in the total supply curve. The market would be using less of the
resource—due to higher price—while recycling more. Thus, the correct treatment of these
environmental costs, like disposal costs, would tend to increase the role for recycling.

Disposal also imposes external environmental costs in the form of odors, pests, and contami-
nants leaching into water supplies; obstruction of visual landscapes; and so on. Kinnaman and
Fullerton (2000) note that, while the number of landfills in the United States has been decreasing,
the aggregate capacity of these landfills has been increasing, as small-town facilities are replaced
by large regional sanitary landfills. Since local opposition from potential host communities is
likely to rise with landfill size, locating these facilities can be extremely contentious.

While governments now regulate landfills to protect public safety, these regulations rarely
eliminate all unpleasant aspects of these landfills for the host communities. As a result, many
communities are all for the existence of these facilities as long as they are not located in their
community. If every community felt this way, locating new facilities could be difficult, if not
impossible.

One technique for resolving this Not In My Back Yard (NIMBY) problem relies on the
imposition of host fees. Host fees compensate the local community (and sometimes surrounding
communities) for accepting the location of a waste facility within their community. This
approach gives local communities veto power over the location, but it also attempts to share
the benefits of the regional facility in such a way that makes the net benefits sufficiently
positive for them so the communities will accept the facility.

In one example, Porter (2002) reports that a host fee agreement between Browning Ferris
Industries and the township of Salem, Michigan, involves sharing with the town 2.5 percent
of all landfill revenues and 4 percent of all compost revenues. The town also shares in the
revenues derived from the sale of landfill gases (used for energy) and it can use the site free of
charge for all town refuse, without limit on volume. These benefits are estimated to be worth
about $400 per person per year, apparently enough to overcome local opposition.

Host fees are not a perfect resolution of the siting problem. Note, for example, that the
fact that Salem can dispose of its waste free of charge provides no incentive for source
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reduction. In addition, it is important to ensure that locating these facilities does not raise
environmental justice concerns. Although we consider this issue in much greater depth in
Chapter 19, let it suffice here to point out that at a minimum, the local community has to be
fully informed of the risks it will face from a regional sanitary landfill and must be fully
empowered to accept or reject the proposed compensation package. Additional complexities
arise with hazardous wastes. Because hazardous wastes are more dangerous to handle and to
dispose of, special polices have been designed to keep those dangers efficiently low. These
policies will also be treated in Chapter 19.

Summary

One of the most serious deficiencies in both our detection of scarcity and our ability to
respond to scarcity is the failure of the market system to incorporate the various environmental
costs of increasing resource use, be they radiation or toxic hazards, the loss of genetic diversity
or aesthetics, polluted air and drinking water, or climate modification. Without including these
costs, our detection indicators give falsely optimistic signals, and the market makes choices
that put society inefficiently at risk.

As a result, while market mechanisms automatically create pressures for recycling and reuse
that are generally in the right direction, they are not always of the correct intensity. Higher
disposal costs and increasing scarcity of virgin materials do create a larger demand for recycling.
This is already evident for a number of products, such as those containing copper or aluminum.

Yet a number of market imperfections tend to suggest that the degree of recycling we are
currently experiencing is less than the efficient amount. Artificially low disposal costs and tax
breaks for ores combine to depress the role that old scrap can, and should, play. Severance
taxes could provide a limited if poorly targeted redress for some minerals.

One cannot help but notice that many of these problems—such as pricing municipal
disposal services and tax breaks for virgin ores—result from government actions. Therefore,
it appears in this area that the appropriate role for government is selective disengagement
complemented by some fine-tuning adjustments.

Disengagement is not the prescription, however, for environmental damage due to illegal
disposal, air and water pollution, and strip mining. When a product is produced from virgin
materials rather than from recycled or reusable materials, and the cost of any associated
environmental damage is not internalized, some government action may be called for.

The selective disengagement of government in some areas must be complemented by the
enforcement of programs to internalize the costs of environmental damage. The commonly
heard ideological prescriptions suggesting that environmental problems can be solved either
by ending government interference or by increasing the amount of government control are
both simplistic. The efficient role for government in achieving a balance between the economic
and environmental systems requires less control in some areas and more in others, and the
form of that control matters.

Discussion Questions

1. Glass bottles can be either recycled (crushed and re-melted) or reused. The market will tend
to choose the cheapest path. Which factors will tend to affect the relative cost of these
options? Is the market likely to make the efficient choice? Are the “bottle bills” passed by
many of the states requiring deposits on bottles a move toward efficiency? Why?
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2.

Many areas have attempted to increase the amount of recycled waste lubricating oil by
requiring service stations to serve as collection centers or by instituting deposit-refund
systems. On what grounds, if any, is government intervention called for? In terms of the
effects on the waste lubrication oil market, what differences should be noticed among
those states that do nothing, those that require all service stations to serve as collection
centers, and those that implement deposit-refund systems? Why?

What are the income-distribution consequences of “fashion”? Can the need to be seen
driving a new car by the rich be a boon to those with lower incomes who will ultimately
purchase a better, lower-priced used car as a result?

Self-Test Exercises

Suppose a product can be produced using virgin ore at a marginal cost given by MC,
= 0.5g, and with recycled materials at a marginal cost given by MC, = 5 + 0.1q,. (a) If
the inverse demand curve were given by p = 10 — 0.5(¢, + ¢,), how many units of the
product would be produced with virgin ore and how many units with recycled materials?
(b) If the inverse demand curve were p = 20 — 0.5(q, + ¢,), what would your answer be?
When the government allows private firms to extract minerals offshore or on public lands,
two common means of sharing in the profits are bonus bidding and production royalties.
The former awards the right to extract to the highest bidder, while the second charges a
per-ton royalty on each ton extracted. Bonus bids involve a single, up-front payment,
while royalties are paid as long as minerals are being extracted.

a. If the two approaches are designed to yield the same amount of revenue, will they
have the same effect on the allocation of the mine over time? Why or why not?
Would either or both be consistent with an efficient allocation? Why or why not?

c. Suppose the size of the mineral deposit and the future path of prices are unknown.
How do these two approaches allocate the risk between the mining company and the
government?

“As society’s cost of disposing of trash increases over time, recycling rates should
automatically increase as well.” Discuss.

Suppose a town concludes that it costs on average $30.00 per household to manage the
disposal of the waste generated by households each year. It is debating two strategies for
funding this cost: (1) requiring a sticker on every bag disposed of such that the total cost
of the stickers for the average number of bags per household per year would be $30 or
(2) including the $30 fee in each household’s property taxes each year.

a. Assuming no illegal disposal, which approach would tend to be more efficient? Why?

b. How would the possibility of rampant illegal disposal affect your answer? Would a
deposit-refund on some large components of the trash help to reduce illegal disposal?
Why or why not? What are the revenue implications to the town of establishing a
deposit-refund system?

Notes

1 Note the similarity of 1/(1 — ) to the familiar multiplier used in introductory macroeconomics,

1/(1 - MPC).

2 https://minerals.usgs.gov/minerals/pubs/commodity/copper/mcs-2017-coppe.pdf
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3 This is strictly true only when no uncertainty is associated with exploration.
4 According to Figure 8.4, would 100 percent recycling normally be efficient? Does that
conclusion make sense to you? Why or why not?
5 The problem is not that $150 is too low; indeed it may be too high! The point is that the cost
of waste disposal does not increase with the amount of waste to be disposed.

6 Using economic analysis, would you expect transients or residents to have a higher propensity

to litter? Why?

https://archive.epa.gov/epawaste/nonhaz/municipal/web/pdf/msw_2010_factsheet.pdf

A very strong demand for aluminum scrap was also influential. In fact, the price for aluminum

scrap went so high in 1988 that pilferers were stealing highway signs and guardrails for their

aluminum content.

9 Many provinces and territories in Canada also have deposits on beverage containers (www.

bottlebill.org).

10 Adler (2016), www.wired.com/2016/06/banning-plastic-bags-great-world-right-not-fast/

11 www.statista.com/statistics/274774/forecast-of-mobile-phone-users-worldwide/

12 Details of each state’s program can be found at www.electronicsrecycling.org/public/Content
Page.aspx?pageid=14.

13 www.maine.gov/dep/rwm/ewaste/manufacturers.htm

14 Ives (2014). In developing world, a push to bring e-waste out of shadows. Yale Environment
360. http://e360.yale.edu/features/in_developing_world_a_push_to_bring_e-waste_out_of_
shadows

15 USGS fact sheet (2007). www.cbinsights.com/research/consumer-tech-acquisition-merger-deals/
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Water

A Confluence of Renewable
and Depletable Resources

When the Well’s Dry, We Know the Worth of Water.
—Benjamin Franklin, Poor Richard’s Almanack (1746)

Introduction

To the red country and part of the gray country of Oklahoma, the last rains came gently,
and they did not cut the scarred earth. . .. The sun flared down on the growing corn
day after day until a line of brown spread along the edge of each green bayonet. The
clouds appeared and went away, and in awhile they did not try anymore.

With these words John Steinbeck (1939) sets the scene for his powerful novel The Grapes of
Wrath. Drought and poor soil conservation practices combined to destroy the agricultural
institutions that had provided nourishment and livelihood to Oklahoma residents since
settlement in that area had begun. In desperation, those who had worked that land were
forced to abandon not only their possessions but also their past. Moving to California to
seek employment, they were uprooted only to be caught up in a web of exploitation and
hopelessness.

Based on an actual situation, the novel demonstrates not only how the social fabric can
tear when subject to tremendous stress, such as an inadequate availability of water, but also
how painful those ruptures can be.! Clearly, problems such as these should be anticipated and
prevented as much as possible.

Water is one of the essential elements of life. Humans depend not only on an intake of
water to replace the continual loss of body fluids, but also on food sources that depend
on water to survive. This resource deserves special attention.

In this chapter we examine how our economic and political institutions have allocated
this important resource in the past and how they might improve on its allocation in the future.
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We initiate our inquiry by examining the likelihood and severity of water scarcity. Turning to
the management of our water resources, we define the efficient allocation of ground- and surface
water over time and compare these allocations to current practice, particularly in the United
States. Finally, we examine the menu of opportunities for meaningful institutional reform.

The Potential for Water Scarcity

The earth’s renewable supply of water is governed by the hydrologic cycle, a system of
continuous water circulation (see Figure 9.1). Enormous quantities of water are cycled each
year through this system, though only a fraction of circulated water is available each year for
human use.

Of the estimated total volume of water on earth, only 2.5 percent (1.4 billion km?) of the
total volume is freshwater. Of this amount, only 200,000 km?, or less than 1 percent of all
freshwater resources (and only 0.01 percent of all the water on earth), is available for human
consumption and for ecosystems (Gleick, 2000).

If we were simply to add up the available supply of freshwater (total runoff) on a global
scale and compare it with current consumption, we would discover that the supply is currently
about ten times larger than consumption. Though comforting, that statistic is also misleading
because it masks the impact of growing demand and the rather severe scarcity situation that
already exists in certain parts of the world. Taken together, these insights suggest that in many
areas of the world, including parts of Africa, China, and the United States, water scarcity is
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already upon us. Does economics offer potential solutions? As this chapter demonstrates, it
can, but implementation is sometimes difficult.

Available supplies are derived from two rather different sources—surface water and
groundwater. As the name implies, surface water consists of the freshwater in rivers, lakes,
and reservoirs that collects and flows on the earth’s surface. Groundwater, by contrast, collects
in porous layers of underground rock known as aquifers. Though some groundwater is
renewed by percolation of rain or melted snow, most was accumulated over geologic time
and, because of its location, cannot be recharged once it is depleted.

According to the UN Environment Program (2002), 90 percent of the world’s readily
available freshwater resources is groundwater. And only 2.5 percent of this is available on a
renewable basis. The rest is a finite, depletable resource.

In 2010 water use in the United States was approximately 355 billion gallons per day.
While this might sound like a lot, it is actually 13 percent less than it was in 2005. Of the
freshwater withdrawals, approximately 76 billion gallons per day came from groundwater.
Water withdrawals, both surface and groundwater, vary considerably geographically.
Figure 9.2 shows how surface and groundwater withdrawals for the United States vary by state.
California, Texas, Arizona, and Florida are the states with the largest groundwater withdrawals.

Thermoelectric power and irrigation are the two largest users of water in the United States,
accounting for approximately 90 percent of water withdrawn.? The southwestern United
States suffers from chronic water shortages. Tucson, Arizona, demonstrates how some
Western communities attempt to cope. Tucson, which averages about 11 inches of rain per
year, was (until the completion of the Central Arizona Project, which diverts water from
the Colorado River) the largest city in the United States to rely entirely on groundwater.
Tucson annually pumped five times as much water out of the ground as nature put back in.
The water levels in some wells in the Tucson area had dropped over 100 feet. At those
consumption rates, the aquifers supplying Tucson would have been exhausted in less than 100
years. Despite the rate at which its water supplies were being depleted, Tucson continued to
grow at a rapid rate.

To head off this looming gap between increasing water consumption and declining
supply, a giant network of dams, pipelines, tunnels, and canals, known as the Central Arizona
Project, was constructed to transfer water from the Colorado River to Phoenix and
Tucson. The project took over 20 years to build and cost $4 billion. While this project has a
capacity to deliver Arizona’s 2.8 million acre-foot share of the Colorado River (negotiated by
Federal Interstate Compact), it is still turning out to not be enough water for Phoenix and
Tucson.? Some of this water is being pumped underground in an attempt to recharge the
aquifer. While water diversions were frequently used to bring additional water to water-
stressed regions in the West, they are increasingly unavailable as a policy response to water
scarcity.

Globally, access to clean water is a growing problem. Over 1 billion people lack access
to clean drinking water—more than half of those people are in Asia.* Relocation of rivers to
rapidly growing urban areas is also creating local water shortages. China, for example, built
a huge diversion project to help ensure water supply at the 2008 summer Olympics.

Water demand for agriculture is stripping the supply of groundwater around the world.
Figure 9.3 illustrates groundwater aquifers important for farming under stress worldwide
Mascarelli (2012).

Water demand for energy, including fracking, is growing at an alarming rate. The
International Energy Agency predicts that water demand for energy could double by 2035
(from 2010 levels) to 135 billion cubic meters or four times the size of the largest reservoir in
the United States, Lake Mead. That amount is also equal to the amount of household water
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Figure 9.2 Estimated Use of Water in the United States in 2010, Including
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Source: United States Geological Survey (USGS), 2010. Retrieved from https://pubs.usgs.
gov/circ/1405/pdficirc1405.pdf

consumed in the United States over a three-year period (Lavelle & Grose, 2013; International
Energy Agency 2012).°

Water quality is also a problem. Worldwide, 2.4 billion people do not have access to
sanitation facilities. Much of the available water is polluted with chemicals, radioactive
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materials, salt, or bacteria. We shall reserve a detailed look at the water pollution problem
for Chapter 18, but it is important to keep in mind that water scarcity has an important
qualitative dimension that further limits the supply of potable water.

Depletion and contamination of water supplies are not the only problems. Excessive
withdrawal from aquifers is a major cause of land subsidence, a gradual settling or sudden
sinking of the earth’s surface owing to subsurface movement of the earth’s materials, in this
case water. Land subsidence has caused millions of dollars in damages in states including
California, Texas, and Florida. More than 80 percent of land subsidence in the United States
has been caused by human impacts on groundwater.®

In Mexico City, land has been subsiding at a rate of 1 to 3 inches per year. The city has
sunk 30 feet over the last century. The Monumento a la Independencia, built in 1910 to
celebrate the hundredth anniversary of Mexico’s War of Independence, now needs 23
additional steps to reach its base. Mexico City, with its population of approximately 20
million, is facing large water problems. Not only is the city sinking, but with an average
population growth of 350,000 per year, the city is also running out of water (Rudolph, 2001).

Phoenix, Arizona, discovered that a section of the canal that carries 80 percent of Central
Arizona Project water from the Colorado River has been subsiding, reducing the capacity of
the canal by approximately 20 percent. In a short-term response, the lining of the canal was
raised over a 1-mile segment. As a longer-term response, Arizona has been injecting
groundwater aquifers with surface water to replenish the groundwater tables and to prevent
further land subsidence. This process, called artificial recharge, has also been used in other
locations to store excess surface water and to prevent saltwater intrusion, but subsidence
continues to adversely impact the Project.”

What this brief survey of the evidence suggests is that in certain parts of the world
groundwater supplies are being depleted to the potential detriment of future users. Supplies
that for all practical purposes will never be replenished are being “mined” to satisfy current
needs. Once used, they are gone. Is this allocation efficient, or are there demonstrable sources
of inefficiency? Answering this question requires us to be quite clear about what is meant by
an efficient allocation of surface water and groundwater.

The Efficient Allocation of Scarce Water

In defining the efficient allocation of water, distinguishing whether surface water or
groundwater is being tapped, is crucial. In the absence of storage, the allocation of surface
water involves distributing a fixed renewable supply among competing users. Intergenerational
effects are less important because future supplies depend on natural phenomena (such as
precipitation) rather than on current withdrawal practices. For groundwater, on the other
hand, withdrawing water now does affect the resources available to future generations. In this
case, the allocation over time is a crucial aspect of the analysis. Because it represents a
somewhat simpler analytical case, we shall start by considering the efficient allocation of
surface water.

Surface Water

An efficient allocation of surface water must (1) strike a balance among a host of competing
users and (2) supply an acceptable means of handling the year-to-year variability in water
flow. The former issue is acute because so many different potential users have legitimate
competing claims. Some (such as municipal drinking-water suppliers or farmers) withdraw



the water for consumptive use, while others (such as swimmers or boaters) use the water, but
do not consume it. The variability challenge arises because surface water supplies are not
constant from year to year or month to month. Since precipitation, runoff, and evaporation
all change from year to year, in some years less water will be available for allocation than in
others. Not only must a system be in place for allocating the average amount of water, but
also above-average and below-average flows must be anticipated and allocated.

With respect to allocating among competing users, the dictates of efficiency are quite
clear—the water should be allocated so that the marginal net benefit is equalized for all uses.
(Remember that the marginal net benefit is the vertical distance between the demand curve
for water and the marginal cost of extracting and distributing that water for the last unit of
water consumed.)

To demonstrate why efficiency requires equal marginal net benefits, consider a situation in
which the marginal net benefits are not equal. Suppose, for example, that at the current
allocations the marginal net benefit to a municipal user is $2,000 per acre-foot, while the
marginal net benefit to an agricultural user is $500 per acre-foot. If an acre-foot of water were
transferred from the farm to the city, the farm would lose marginal net benefits of $500, but
the city would gain $2,000 in marginal net benefits. Total net benefits from this transfer would
rise by $1,500. Since marginal net benefits fall with use, the new marginal net benefit to the
city after the transfer will be less than $2,000 per acre-foot and the marginal net benefit to
the farmer will be greater than $500 (a smaller allocation means moving up the marginal net
benefits curve), but until these two are equalized we can still increase net benefits by trans-
ferring water. Because net benefits are increased by this transfer, the initial allocation could
not have maximized net benefits. Since an efficient allocation maximizes net benefits, any
allocation that fails to equalize marginal net benefits cannot be efficient.

The bottom line is that if marginal net benefits have not been equalized it is always
possible to increase net benefits by transferring water from those users with low net marginal
benefits to those with higher net marginal benefits. By transferring the water to the users who
value the marginal water more, the total net benefits of the water use are increased; those
losing water are giving up less than those receiving the additional water are gaining. When
the marginal net benefits are equalized, no such transfer is possible without lowering net
benefits. This concept is depicted in Figure 9.4.

Consider a water supply represented by S, where the amount of water available is Q..
Suppose there are two different users represented by marginal net benefit curve A and marginal
net benefit curve B.® These could be a municipality (A) and an irrigation district (B). In this
figure the municipality has higher demand (higher willingness to pay). The total (aggregate)
marginal net benefit is the horizontal sum of the two demand curves. What is the efficient allo-
cation of water across these two users with different marginal values for water? The optimal
allocation is where demand (MNBa + MNB,) equals the total supply of water. At that price,
the optimal allocation occurs where MNB = the price or Q,” and Q. Thus, the efficient alloca-
tion would give Q°, to user A (the municipality) and Q" to user B.” For the optimal allocation,
notice that the marginal net benefit is equal for the two users. This allocation maximizes total
net benefits or the area under the two demand curves up to their allocation of water.

Suppose instead, however, that the state or water authority decides, for equity or political
reasons, to simply divide the available water equally between the two users, giving each an
amount Q, = Q, =% Q.. Can you see how this is inefficient? This allocation would result in
different marginal net benefits for each user. If marginal net benefit is not equalized, then we
haven’t maximized net benefits.

Notice also that the marginal net benefit for both users is positive in Figure 9.4. This
implies that water sales should involve a positive marginal scarcity rent. Could we draw
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[ Figure 9.4 The Efficient Allocation of Surface Water ]

the diagram so that the marginal net benefit (and, hence, marginal scarcity rent) would be
zero? How?

Marginal scarcity rent would be zero if water were not scarce. If the availability of water
as presented by the supply curve was greater than the amount represented by the point where
the aggregate marginal net benefit curve intersects the axis, water would not be scarce. Both
users would get all they wanted; their demands would not be competing with one another.
Their marginal net benefits would still be equal, but in this case they would both be zero.

Now let’s consider the second problem—dealing with fluctuations in supply. As long as the
supply level can be anticipated, the equal marginal net benefit rule still applies, but different
supply levels may imply very different allocations among users. This is an important attribute
of the problem because it implies that simple allocation rules, such as each user receiving a
fixed proportion of the available flow or high-priority users receiving a guaranteed amount,
are not likely to be efficient.

Suppose now that we use the same graph in a different way. Suppose in this case the total
water supply is equal to % S_. How should the lower water supply be efficiently allocated
between the two users? The answer is that the first user would get it all. Do you see why?
With % S, use B receives no water, while use A receives it all since A’s willingness to pay is
everywhere higher than B’s. Why does the efficient allocation change so radically between S
and Y2 §.? The answer lies in the shape of the two demand curves for water.

The marginal net benefit curve for water in use A lies above that for B, implying that as
supplies diminish, the cost (the forgone net benefits) of doing without water is much higher
for A than for B. To minimize this cost, more of the burden of the shortfall is allocated to B
than A. In an efficient allocation, users who can most easily find substitutes or conserve water
receive proportionately smaller allocations when supplies are diminished than those who have
few alternatives. In practice, this can be handled using a spot market (Zarnikau, 1994).

Groundwater

Extending this analysis to encompass groundwater requires that the depletable nature of
groundwater supplies be explicitly taken into account. When withdrawals exceed recharge



from a particular aquifer, the resource will be mined over time until either supplies are exhausted
or the marginal cost of pumping additional water becomes prohibitive. The similarity of this
case to the increasing-cost, depletable resource model discussed in Chapter 6 allows us to learn
something about the efficient allocation of groundwater over time.

The first transferable implication is that a marginal user cost is associated with mining
groundwater, reflecting the opportunity cost associated with the unavailability in the future
of any unit of water used in the present. An efficient allocation considers this user cost.

When the demand curve is stable over time (not shifting out due to population or income
increases), the efficient extraction path involves temporally declining use of groundwater. The
marginal extraction cost (the cost of pumping the last unit to the surface) would rise over time
as the water table fell. Pumping would stop either when (1) the water table ran dry or (2) the
marginal cost of pumping was either greater than the marginal benefit of the water or greater
than the marginal cost of acquiring water from some other source.

Abundant surface water in proximity to the location of the groundwater could serve as a
substitute for groundwater, effectively setting an upper bound on the marginal cost of
extraction. The user would not pay more to extract a unit of groundwater than it would cost
to acquire another source of water. Unfortunately, in many parts of the world where
groundwater overdrafts are particularly severe, the competition for surface water is already
keen; a cheap source of surface water doesn’t exist.

In efficient groundwater markets, the water price would rise over time. The rise would
continue until the point of exhaustion, the point at which the marginal pumping cost becomes
prohibitive, or when the marginal cost of pumping becomes equal to the next-least-expensive
source of water. At that point, the marginal pumping cost and the price would be equal. In
all three cases, the net price, the difference between the price of the water and the marginal
extraction cost, would decline over time, reaching zero at the switch point (if a substitute were
available) or the point of exhaustion (if it were not).

In some regions, groundwater and surface water supplies are not physically separate. For
example, due to the porous soils in the Arkansas River Valley, groundwater withdrawals in
the region affect surface water flows near the Colorado—Kansas border (Bennett, 2000). Lack
of conjunctive use management led the State of Kansas to sue the State of Colorado for
depleted surface water flows at the border. (Conjunctive use refers to the combined management
of surface and groundwater resources to optimize their joint use and to minimize adverse
effects of excessive reliance on a single source.) The hydrologic nature of the water source
must be taken into consideration when designing a water allocation scheme if transboundary
conflicts like this are to be avoided.

The Current Allocation System in the United States

Regardless of source, economically efficient allocations have not resulted for most water-
sharing situations due to the legal and institutional frameworks governing water resources.
Complicated laws governing allocation and reallocation prevents water from moving to its
highest valued use.

Riparian and Prior Appropriation Doctrines

Within the United States, the means of allocating water differ from one geographic area to
the next, particularly with respect to the legal doctrines that govern conflicts. In this section,
we focus on the allocation systems that prevail in the arid Southwest, which must cope with
the most potentially serious and imminent scarcity of water.
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In the earliest days of settlement in the American Southwest and West, the government had
a minimal presence. Residents were pretty much on their own in creating a sense of order.
Property rights played a very important role in reducing conflicts in this potentially volatile
situation.

As water was always a significant factor in the development of an area, the first settlements
were usually oriented near bodies of water. The property rights that evolved, called riparian
rights, allocated the right to use the water to the owner of the land adjacent to the water. This
was a practical solution because, by virtue of their location, these owners had easy access to
the water. Furthermore, enough sites provided access to water that virtually all who sought
water could be accommodated.

With population growth and the consequent rise in the demand for land, this allocation
system became less appropriate. As demand increased, the amount of land adjacent to water
became scarce, forcing some spillover onto land that was not adjacent to water. The owners
of this land began to seek means of acquiring water to make their land more productive.

About this time, with the discovery of gold in California, mining became an important
source of employment. With the advent of mining came a need to divert water away from
streams to other sites. Unfortunately, riparian property rights made no provision for water to
be diverted to other locations. The rights to the water were tied to the land and could not be
separately transferred.

As economic theory would predict, this situation created a demand for a change in the
property rights structure from riparian rights to one that was more congenial to the need for
transferability. The waste resulting from the lack of transferability became so great that it
outweighed any transition costs of changing the system of property rights. The evolution that
took place in the mining camps became the forerunner of what has become known as the prior
appropriation doctrine.

The miners established the custom that the first person to arrive had the superior (or senior)
claim on the water. Later claimants hold junior (or subordinate) claims. In practice, this
severed the relationship that had existed under the riparian doctrine between the rights to
land and the rights to water. As this new doctrine became adopted in legislation, court rulings,
and seven state constitutions, widespread diversion of water based on prior appropriation
became possible. Stimulated by the profits that could be made in shifting water to more
valuable uses, private companies were formed to construct irrigation systems, and to transport
water from surplus to deficit areas. Agriculture flourished.

Although prior to 1860 the role of the government was rather minimal, it began to
change—slowly at first, but picking up momentum as the twentieth century began. The earliest
incursions involved establishing the principle that the ownership of water properly lay with
the state. Claimants were accorded a right to use, known as a usufructuary right, rather than
an ownership right. The establishment of this principle of public ownership was followed
in short order by the establishment of state control over the rates charged by the private
irrigation companies, by imposing restrictions on the ability to transfer water out of the
district, and by creating a centralized bureaucracy to administer the process. A usufructuary
right also means that some of the water withdrawn may be owned by someone else down-
stream since consumptive uses rarely use all water withdrawn. For irrigated agriculture, for
example, crops absorb some of the water, some evaporates and the rest finds its way back into
the river basin.

This was only the beginning. The demand for land in the arid West and Southwest was
still growing, creating a complementary demand for water to make the desert bloom. The
tremendous profits to be made from large-scale water diversion created the political climate
necessary for federal involvement.



The federal role in water resources originated in the early 1800s, largely out of concern
for the nation’s regional development and economic growth. Toward these ends, the federal
government built a network of inland waterways to provide transportation. Since the
Reclamation Act of 1902, the federal government has built almost 700 dams to provide water
and power to help settle the West.

To promote growth and regional development, the federal government has paid an average
of 70 percent of the combined construction and operating costs of such projects, leaving
states, localities, and private users to carry the remaining 30 percent. Such subsidies have even
been extended to cover some of the costs of providing marketable water services. For example,
according to a 1996 General Accounting Office report, irrigators were repaying only approxi-
mately 47 cents for every dollar of construction costs. Interest-free loans and cheap water
are additional subsidies. Farmers using Central Valley Project water pay approximately
$17 per acre-foot of water, while urban users pay up to 10 times that amount. While the size
of these subsidies may, on the surface, seem enormous, the regional benefits are still large
enough to allow some projects, like the Central Valley Project, to pass a benefit-cost test.
(Recall the accounting stance from Chapter 3.)

This, in a nutshell, is the current situation for water in the southwestern United States. Both
the state and federal governments play a large role. State laws vary considerably, especially
with respect to groundwater withdrawal and the role of instream flows. Though the prior
appropriation doctrine stands as the foundation of this allocation system, it is heavily
circumscribed by government regulations and direct government appropriation of a substantial
amount of water.

Sources of Inefficiency

The current system is not efficient. The primary source of inefficiency involves restrictions
that have been placed on water transfers, preventing their gravitation to the highest-valued
use, though other sources, such as charging inefficiently low prices, must bear some of the
responsibility.

Restrictions on Transfers. To achieve an efficient allocation of water, the marginal net
benefits would have to be equalized across all uses (including nonconsumptive instream uses)
of the water (Figure 9.4). With a well-structured system of water property rights, efficiency
can be a direct result of the transferability of the rights. Users receiving low marginal net
benefits from their current allocation would trade their rights to those who would receive
higher net benefits. Both parties would be better off. The payment received by the seller would
exceed the net benefits forgone, while the payment made by the buyer would be less than the
value of the water acquired.

Unfortunately, the existing mixed system of prior appropriation rights, coupled with quite
restrictive federal and state laws, has diminished the degree of transferability that can take
place. Diminished transferability in turn reduces the market pressures toward equalization
of the marginal net benefits. By itself this indictment is not sufficient to demonstrate the
inefficiency of the existing system. If it could be shown that this regulatory system were able
to substitute some bureaucratic process for finding and maintaining this equalization, efficiency
would still be possible. Unfortunately, that has not been the case, as can be seen by examining
in more detail the specific nature of these restrictions. The allocation is inefficient.

One of the earliest restrictions required users to fully exercise their water rights or else
they would lose them. The principle of “beneficial use” was typically applied to offstream
consumptive uses. It is not difficult to see what this “use it or lose it” principle does to the
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incentive to conserve. Particularly careful users who, at their own expense, discovered ways
to use less water would find their allocations reduced accordingly. The regulations strongly
discouraged conservation.

A second restriction, known as “preferential use,” attempts to establish bureaucratically a
value hierarchy of uses. With this doctrine, the government attempts to establish allocation
priorities across categories of water. Within categories (irrigation for agriculture, for example),
the priority is determined by prior appropriation (“first in time—first in right”), but among
categories the preferential-use doctrine governs.

The preferential-use doctrine supports three rather different kinds of inefficiencies. First,
it substitutes a bureaucratically determined set of priorities for market priorities, resulting in
a lower likelihood that marginal net benefits would be equalized. Second, it reduces the
incentive to make investments that complement water use in lower-preference categories for
the simple reason that their water could be involuntarily withdrawn as the needs in higher-
level categories grow. Finally, it allocates the risk of shortfalls in an inefficient way.

Although the first two inefficiencies are rather self-evident, the third merits further
explanation. Because water supplies fluctuate over time, unusual scarcities can occur in any
particular year. With a well-specified system of property rights, damage caused by this risk
would be minimized by allowing those most damaged by a shortfall to purchase a larger share
of the diminished amount of water available during a drought from those suffering less from
the shortfall.

By diminishing, and in some cases eliminating, the ability to transfer rights from so-called
“high preferential use” categories to “lower preferential use” categories during times of acute
need, the damage caused by shortfalls is higher than necessary. In essence, the preferential-use
doctrine fails to adequately consider the marginal damage caused by temporary shortfalls,
something a well-structured system of property rights would do automatically.

Another factor that makes water difficult to transfer is the fact that only a portion of the
water withdrawn from a stream is typically consumed. As long as the withdrawal gets put
to a use in the same river basin, a portion of that water returns to the stream eventually in
the form of return flow. Crops grown with irrigated water, for example, use only a portion of
water put on the field, called the consumptive use portion. The remainder either evaporates
or flows through the soil, eventually finding its way back to the original water source (such
as a river or irrigation ditch). Typically a farmer (or another user) downstream owns the right
to this return flow. Since transfers of water cannot, as a matter of law, adversely affect a
downstream owner of that water, water courts in the Southwest are very busy and cases can
take several years before a ruling is issued.

Inhibiting transfers has very practical implications. Due to low energy costs and federal
subsidies, agricultural irrigation became the dominant use of water in the West. Yet, the
marginal net benefits from agricultural uses are lower, sometimes substantially lower, than the
marginal net benefits of water use by municipalities and industry. A transfer of water from
irrigated agriculture to these other uses would raise net benefits. It is therefore not surprising
that transfers from agriculture to municipalities are becoming more common.

Federal Reclamation Projects and Agricultural Water Project Subsidies. By providing
subsidies to approved projects, federal reclamation projects have diverted water to these
projects even when the net benefits were negative. Why was this done? What motivated the
construction of inefficient projects?

Some early work by Howe (1986) provides a possible explanation. He examined the
benefits and costs of constructing the Big Thompson Project in northeastern Colorado. With
this project, the water is pumped to an elevation that allows it to flow through a tunnel to the



eastern side of the mountains. On that side, electric power is produced at several points. At
lower elevations, the water is channeled into natural streams and feeder canals for distribution
to irrigation districts and front-range cities.

Howe calculated that the national net benefits for this project, which include all benefits
and costs, were either ~$341.4 million or —=$237.0 million, depending on the number of years
included in the calculations. The project cost substantially more to construct than it returned
in benefits. However, regional net benefits for the geographic region served by the facility were
strongly positive ($766.9 million or $1,187 million, respectively). This facility was an extra-
ordinary boon for the local area because a very large proportion of the total cost had been
passed on to national taxpayers. The local political pressure was sufficient to secure project
approval despite its inherent inefficiency. This study is still one of the few that looks at costs
and benefits ex post, or after the project was completed.

While the very existence of these facilities underwritten by the federal government is a source
of inefficiency, the manner in which the water is priced is another. The subsidies have been
substantial. Frederick (1989) reported on some work done by the Natural Resources Defense
Council to calculate the subsidies to irrigated agriculture in the Westlands Water District, one
of the world’s richest agricultural areas, located on the west side of California’s San Joaquin
Valley. The Westlands Water District paid about $10-$12 per acre-foot, less than 10 percent
of the unsubsidized cost of delivering water to the district. The resulting subsidy was estimated
to be $217 per irrigated acre or $500,000 per year for the average-sized farm.

Municipal and Industrial Water. The prices charged by water distribution utilities do not
promote efficiency of use either. Both the level of prices and the rate structure are at fault. In
general, the price level is too low and the rate structure does not adequately reflect the costs
of providing service to different types of customers.

Water utilities apply a variety of fees and charges to water. Some are better at reflecting
cost than others. Water fees and charges reflect the costs of storage, treatment, and distribution
of the water to customers. Rarely, however, does the rate reflect the actual value of water.

In part, perhaps because water is considered an essential commodity, the prices charged by
public water companies are typically too low. For surface water, the rates are too low for two
rather distinct reasons: (1) historic average costs are used to determine rates and (2) marginal
scarcity rent is rarely included.

Efficient pricing requires the use of marginal, not average, cost. In order to adequately
balance conservation with use, the customer should be paying the marginal cost of supplying
the last unit of water. Yet regulated utilities are typically allowed to charge prices just high
enough to cover the costs of running the operation, as revealed by figures from the recent past.
Water utilities are capital intensive with very large fixed costs in the short run. This means
that short-run average costs will be falling, implying a marginal cost that falls below average
cost. In this circumstance, marginal-cost pricing would cause the utility to fail to generate
enough revenue to cover costs. (Can you see why?)

Circumstances may be changing, however. Now, long-run costs may be rising since new
supplies are typically much more expensive to develop and the old supplies are limited by their
fixed capacity.

The second source of the problem is the failure of regulators overseeing the operations of
water distribution companies to allow a scarcity rent to be incorporated in the calculation
of the appropriate price, a problem that is even more severe when groundwater is involved.
For a nonrenewable resource, an efficient price should equal marginal cost plus marginal user
cost (recall the two-period model from Chapter 5). One study found that due to a failure to
include a user cost, rates in Tucson, Arizona, were about 58 percent too low at that time,

Water

209



Water

210

despite recent increases (Martin & Kulakowski, 1991). Debate 9.1 illustrates the inconsistencies
in both agricultural and municipal pricing.

Both low pricing and ignoring the marginal scarcity rent promote an excessive demand
for water. Simple actions, such as fixing leaky faucets or planting non-native lawn grasses, are
easy to overlook when water is excessively cheap. Yet in a city such as New York, leaky faucets
can account for a significant amount of wasted water.

Instream Flows. Conflicts between offstream and instream uses of water are not uncommon.
Since instream flows are nonconsumptive uses, instream flows are not covered by traditional
prior appropriation rights.

DEBATE 9.1 ™

What Is the Value of Water?

As mentioned earlier in this chapter, the Colorado-Big Thompson (C-BT)
Project moves water from the Colorado River to the eastern slope of Colorado.
The Northern Colorado Conservancy District distributes the approximately
250,000 acre-feet of water per year to irrigators, towns, cities, and industries
in northeastern Colorado. Irrigators with original rights pay approximately
$3.50 per share. (A share is, on average, 0.7 acre-foot per year.) Cities pay
approximately $7 per share if they hold original rights.

Shares of C-BT water are transferable and are actively traded in the district.
Market prices have been at a minimum of $1,800 per share, which translates
to approximately $2,600 per acre-foot for perpetual supply or about $208 per
year using an 8 percent discount rate. Prices have also risen as high as $22,000
per share! Additionally, water is available for rent (for users who want to sell
or buy water on a 1-year basis). As you would expect, those prices tend to be
much lower and frequently range from $7.50 to $25 per acre-foot.

The cities that use the water charge a variety of prices to their customers.
Boulder utilizes an increasing block rate structure with an initial block at
$3.19 per thousand gallons for the first zero to 60 percent of the average
monthly water budget, $4.25 per thousand gallons for the next 61 to 100
percent, $8.50 per thousand gallons for 101 percent to 150 percent, $12.75
for 151 percent to 200 percent, and $21.25 for any usage over 200 percent
of the average monthly water budget. Ft. Collins has some unmetered
customers, who pay a fixed monthly fee, but no marginal cost for additional
use. Its metered customers pay a fixed charge of $14.99 plus water charges
determined by an increasing block rate. In the first block the charge is $2.73
per thousand gallons for the first 8000 gallons, $3.57 per thousand gallons
for the usage between 8001 and 15,000 gallons. The highest block rate in Ft.
Collins is $4.40 for users consuming more than 15,000 gallons per month.
Longmont has both metered and unmetered customers and utilizes an
increasing block rate for its residential customers and a decreasing block rate
for its small commercial customers.




Economic theory not only makes clear that the marginal net benefits for
all uses and users of a given water project should be equal, but also that
the common marginal net benefit metric provides a useful indication of the
value of the marginal water unit to all users of this resource.

What do we make of the huge variation in these prices? From an efficiency
perspective the only difference in observed prices should be a difference in
the marginal cost of delivering water to those customers (since marginal net
benefit should be the same for all users). The prices from the C-BT project
exhibit much more variation than could be explained by marginal conveyance
cost, so they clearly are not only inefficient, but they are also sending very
mixed signals about the value of this water.

Source: Howe, C. (1998). Forms and functions of water pricing: An overview. In D. D.
Baumann, J. J. Boland, & W. M. Hanneman (Eds.), Urban Water Demand Management
and Planning. New York: McGraw-Hill, 181-191; Rate information from the cities of
Boulder, Longmont, and Ft. Collins, Colorado, and the Northern Colorado Conservancy
District (2004). Updated prices and rates from www.watercolorado.com and https://
bouldercolorado.gov/water/utility-rates. Accessed January 2018.
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Consider an important historical case. In 2001, the federal government cut off water to
farmers in the Klamath River Basin to protect threatened coho salmon, which are protected
under the Federal Endangered Species Act. Farmers responded by forcing open irrigation gates
and forming a bucket brigade to dump water on their fields. Secretary of the Interior Gale
Norton subsequently decided to resume the traditional diversion of water to the more than
1400 farmers using Klamath River water. Six months later, a huge fish kill (estimated to be at
least 35,000 salmon) was blamed on the low flows in the river. This dispute, which continues
to this day, provides an illustration of one type of problem that can arise with the current legal
and institutional structures governing water resources. Without formal recognition of instream
flow rights, the value of species, including salmon, cannot be properly incorporated into the
allocation decision.

The presumption would probably be that diverting water to protect species necessarily
lowers measured net benefits, but that is not always the case. A study on the Rio Grande River
in New Mexico found that diverting water from upstream agriculture in order to provide
minimum instream flows for an endangered minnow species, increased net benefits by making
more water available for high-valued downstream uses (Ward & Booker, 2003). Other studies
have found the recreational value of water (another instream use) to be higher than that for
irrigation water.

Common Property or Open-Access Problems. The allocation of groundwater must confront
one additional problem. When many users tap the same aquifer, that aquifer can become an
open-access resource. Tapping an open-access resource will tend to deplete it too rapidly; users
lose the incentive to conserve. The marginal scarcity rent will be ignored.

The incentive to conserve a groundwater resource in an efficient market is created by the
desire to prevent pumping costs from rising too rapidly and the desire to capitalize on
the higher prices that could reasonably be expected in the future. With open-access resources,
neither of these desires translates into conservation for the simple reason that water conserved
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by one party may simply be used by someone else because the conserver has no exclusive right
to the water that is saved. Water saved by one party to take advantage of future higher prices
can easily be pumped out by another user before the higher prices ever materialize.

For open-access resources, economic theory suggests several direct consequences. Pumping
costs would rise too rapidly, initial prices would be too low, and too much water would be
consumed by the earliest users. The burden of this waste would not be shared uniformly.
Because the typical aquifer is bowl shaped, users on the periphery of the aquifer would be
particularly hard-hit. When the water level declines, the edges go dry first, while the center
can continue to supply water for substantially longer periods. Future users would also be
hard-hit relative to current users. For coastal aquifers, salt water intrusion is an additional
potential cost of pumping out the aquifer too rapidly.

Remedies and Reforms

Agricultural Water Pricing

Getting the prices right would be one avenue for achieving efficiency. Recognizing the
inefficiencies associated with subsidizing the consumption of a scarce resource, the U.S. Congress
passed the Central Valley Project Improvement Act in 1992. The act raises prices that the federal
government charges for irrigation water, though the full-cost rate is imposed only on the final
20 percent of water received. Collected revenues will be placed in a fund to mitigate environmental
damage in the Central Valley. The act also allows water transfers to new uses.

Dinar et al. (2004) review and evaluate actual pricing practices for irrigation water in
developing countries. Table 9.1 summarizes their findings with respect to both the types and
properties of pricing systems they discovered. As the table reveals, they found some clear
trade-offs between what efficiency would dictate and what was possible, given the limited
information available to water administrators.

Two-part charges and volumetric pricing, while quite efficient, require information on the
amount of water used by each farmer and are rarely used in developing countries. (The two-
part charge combines volume pricing with a monthly fee that doesn’t vary with the amount of
water consumed. The monthly fee is designed to help recover fixed costs.) Individual-user water
meters can provide information on the volume of water used, but they are relatively expensive.
Output pricing (where the charge for water is linked to agricultural output, not water use), on
the other hand, is less efficient, but only requires data on each water user’s production. Input-
based pricing is even easier because it doesn’t require monitoring either water use or output.
Under input pricing, irrigators are assessed taxes or fees on water-related inputs, such as a
per-unit charge on fertilizer. Block-rate or tiered pricing is most common when demand has
seasonal peaks. Tiered pricing examples can be found in Israel and California. Area pricing is
probably the easiest to implement since the only information necessary is the amount of
irrigated land and the type of crop produced on that land. Although this method is the most
common, it is not efficient since the marginal cost of extra water use is zero.

Dinar et al. (2004) propose a set of water reforms for developing countries, including
pricing at marginal cost where possible and using block-rate prices to transfer wealth between
water suppliers and farmers. This strategy would put the burden of fixed costs on the relatively
wealthier urban populations, who would, in turn, benefit from less expensive food.

For water distribution utilities, the traditional practice of recovering only the costs of
distributing water and treating the water itself as a free good should be abandoned. Instead,
utilities should adopt a pricing system that reflects increasing marginal cost and that includes



Water

[Table 9.1 Pricing Methods and their Properties ]
Pricing Scheme Characteristics
First Best Volumetric Difficult to implement, by easy to control demand
Tiered Block Rates  Less difficult to implement, somewhat easy to control
demand
Two-Part Pricing Same as tiered rates, but longer time horizon to
efficiency
Water Markets Extremely difficult to implement
Second-Best Output Relatively easy to implement, somewhat easy to
control demand
Input Easy to implement, somewhat easy to control demand
None Per Area Easiest to implement, not efficient, hard to control
demand

Source: Adapted from Dinar et al. (2004)

a scarcity value for groundwater. Scarce water is not, in any meaningful sense, a free good.
Only if the user cost of that water is imposed on current users will the proper incentive for
conservation be created and the interests of future generations of water users be preserved.

Municipal Water Pricing

Including this user cost in water prices is rather more difficult than it may first appear. Water
utilities are typically regulated because they have a monopoly in the local area. One typical
requirement for the rate structure of a regulated monopoly is that it earns only a “fair” rate
of return. Excess profits are not permitted. Charging a uniform price for water to all users
where the price includes a user cost would generate profits for the seller. (Recall the discussion
of scarcity rent in Chapter 2.) The scarcity rent accruing to the seller as a result of incorporating
the user cost would represent revenue in excess of operating and capital costs.

Due to high fixed costs these natural monopolies typically have falling average costs over
a significant portion of their production. Water utilities have a variety of options to choose
from when charging their customers for water knowing they need to balance pricing with
revenue stability and water conservation (in some cities). Figure 9.5 illustrates the most
common volume-based price structures. Some utilities still use a flat fee, which, from a scarcity
point of view, is the worst possible form of pricing. Since a flat fee is not based on volume,
the marginal cost of additional water consumption is zero. ZERQO! Water use by individual
customers is not even metered.

While more complicated versions of a flat-fee system are certainly possible, they do not
solve the incentive-to-conserve problem. At least up until the late 1970s, Denver, Colorado,
used eight different factors (including number of rooms, number of persons, and number of
bathrooms) to calculate the monthly bill. Despite the complexity of this billing system, because
the amount of the bill was unrelated to actual volume used (water use was not metered), the
marginal cost of additional water consumed was still zero.

Volume-based price structures require metering and some include a fixed fee plus the
consumption-based rate and some may include minimum consumption. Three common types
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UNIFORM RATE STRUCTURE
The cost per unit of consumption under a uniform
rate structure does not increase or decrease with
additional units of consumption.

DECLINING BLOCK RATE STRUCTURE
The cost per unit of consumption under a declining
block rate structure decreases with additional units

of consumption.

INVERTED BLOCK RATE STRUCTURE
The cost per unit of consumption under an inverted
block rate structure increases with additional units
of consumption.

SEASONAL RATE STRUCTURE
The cost per unit of consumption under a seasonal
rate structure changes with time periods. The peak
season is the most expensive time period.

Figure 9.5 Overview of the Various Variable Charge Rate Structures

Source: Four examples of consumption charge models from water rate structures in
Colorado: How Colorado cities compare in using this important water use efficiency
tool, September 2004, p. 8 by Colorado Environmental Coalition, Western Colorado
Congress, and Western Resource Advocates. Copyright © 2004 by Western Resource
Advocates. Reprinted with permission.

of volume-based structures are uniform (or linear or flat) rates, declining block rates, and
inverted (increasing) block rates (Figure 9.5).

Uniform or flat-rate pricing structures are extremely common due to their simplicity.
Charging customers a flat marginal cost for all levels of consumption suggests that the
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marginal cost of providing water is constant. Although this rate does incorporate the fact that
the marginal cost of water is not zero, it is still inefficient.

Declining-block-rate pricing has historically been much more prevalent than increasing
block pricing. Declining block rates were popular in cities with excess capacities, especially
in the eastern United States, because they encouraged higher consumption as a means of
spreading the fixed costs more widely. Since utilities with excess capacity are typically natural
monopolies with high fixed costs, decreasing block rates reflect the decreasing average and
marginal costs of this industry structure. Additionally, municipalities attempting to attract
business may find this rate appealing. However, as demand rises with population growth or
increased use, costs will eventually rise, not fall, with increased use and this rate is inefficient.

By charging customers a higher marginal cost for low levels of water consumption and a
lower marginal cost for higher levels, regulators are also placing an undue financial burden
on low-income people who consume little water, and confronting high-income people with a
marginal cost that is too low to provide adequate incentives to conserve. As such, many cities
have moved away from a decreasing-block-rate structure (Tables 9.2 and 9.3).

One way that water utilities are attempting to respect the rate of return requirement while
promoting water conservation is through the use of an inverted (increasing) block rate. Under
this system, the price per unit of water consumed rises as the amount consumed rises.

This type of structure encourages conservation by ensuring that the marginal cost of
consuming additional water is high. At the margin, where the consumer makes the decision
of how much extra water to use, quite a bit of money can be saved by being frugal with water
use. However, it also holds revenue down by charging a lower price for the first units consumed.
This has the added virtue that those who need some water, but cannot afford the marginal
price paid by more extravagant users, can have access to water without placing their budget
in as much jeopardy as would be the case with a uniform price. For example, in Durban, South
Africa, the first block is actually free (Loftus, 2005). Many utilities base the first block on
average winter (indoor) use. As long as the quantity of the first block is not so large that all
users remain in the first block, this rate will promote efficiency as well as send price signals
about the scarcity of water.

How many U.S. utilities are using increasing block pricing? As Table 9.2 indicates,
the number of water utilities using increasing block rates is on the rise, but the increase has
been slow.

Table 9.2 Pricing Structures for Public Water Systems in the United States
(1982-2013)

1982 1987 1991 1998 2002 2004 2006 2008 2010 2012/13

% % % % % % % % % %

Flat Fee 1 — SN U —
Uniform Volume 35 32 35 34 37 39 40 32 31 30
Charge

Decreasing Block 60 51 45 35 31 25 24 28 19 18
Increasing Block 4 17 17 31 32 36 36 40 49 52
Total 100 100 100 100 100 100 100 100 100 100

Source: Raftelis Rate Survey, Raftelis Financial Consulting.
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[Table 9.3 World Cities and Rate Structures 2016 ]
Rate Type Number of Cities Percentage

Fixed 4 1

Flat Rate or Linear 155 40.4

Increasing Block Rate 199 51.8

Declining Block Rate 1 2.8

Other 16 41

Total 385 100

Source: Global Water International, 2016 Tarrif survey, www.globalwaterintel.com/tariff-survey/

What about internationally? Global Water International’s 2016 tariff survey suggests that
worldwide the trend is moving toward increasing block rates (Table 9.3). Since their last
survey in 2012, the number of increasing or inverted block rates increased (from 48 percent
to about 52 percent), and is the leader in terms of pricing structures. Just about all the
cities that reported have some sort of volumetric pricing, mostly flat and increasing block
rates. Interestingly, nine of the 14 declining block rates are in U.S. cities.

Other aspects of the rate structure are important as well. Efficiency dictates that prices
equal the marginal cost of provision (including marginal user cost when appropriate). Several
practical corollaries follow from this theorem. First, prices during peak demand periods
should exceed prices during off-peak periods. For water, peak demand is usually during the
summer. It is peak use that strains the capacity of the system and therefore triggers the need
for expansion. Therefore, seasonal users should pay the extra costs associated with the system
expansion by being charged higher rates. Few current water pricing systems satisfy this
condition in practice though some cities in the Southwest U.S. are beginning to use seasonal
rates. For example, Tucson, Arizona, has a seasonal rate for the months of May—September.
Also, for municipalities using increasing block rates with the first block equal to average
winter consumption, one could argue that this is essentially a seasonal rate for the average
user. The average user is unlikely to be in the second or third blocks, except during summer
months. The last graph in Figure 9.5 illustrates a seasonal uniform rate.

In times of drought, seasonal pricing makes sense, but is rarely politically feasible. Under
extreme circumstances, such as severe drought, however, cities are more likely to be successful
in passing large rate changes that are specifically designed to facilitate coping with that
drought. During the period from 1987 to 1992, Santa Barbara, California, experienced
one of the most severe droughts of the century. To deal with the crisis of excess demand,
the city of Santa Barbara changed both its rates and rate structure 10 times between 1987
and 1995 (Loaiciga & Renehan, 1997). In 1987, Santa Barbara utilized a flat rate of $0.89
per ccf.’® By late 1989, they had moved to an increasing block rate consisting of four
blocks with the lowest block at $1.09 per ccf and the highest at $3.01 per ccf. Between March
and October of 1990, the rate rose to $29.43 per ccf (748 gallons) in the highest block! Rates
were subsequently lowered, but the higher rates were successful in causing water use to
drop almost 50 percent. It seems that when a community is faced with severe drought and
community support for using pricing to cope is apparent, major changes in price are indeed
possible.

In response to the more recent severe drought in California, Governor Jerry Brown
mandated a 25 percent reduction in water use for residential customers. From a utility



perspective, however, large reductions in consumer use can risk revenue stability and utilities
may have trouble covering their (large) fixed costs. Recall, that water utilities are natural
monopolies with very high fixed costs. Example 9.1 compares an alternative price structure
focused on revenue stability with increasing block rates. In this case, revenue stability can be
achieved, but at the expense of equitable pricing.

. EXAMPLES.T 2

The Cost of Conservation: Revenue Stability vs.
Equitable Pricing

In January 2014, California Governor Jerry Brown proclaimed a drought state of
emergency and asked all Californians to reduce water consumption by 20 percent. In
April 2015, an executive order was issued that increased this to 25 percent. California
was experiencing a severe drought and the state was running short of water. While these
types of mandates do promote conservation of water, extreme reductions in water use
can wreak havoc on water utility revenues since consumption-based rates help to cover
utility costs.

As you have learned, natural monopolies, companies with very high fixed costs and
hence declining average and marginal costs, must try to balance efficient pricing with
covering their costs (including the fixed costs). Water utilities that charge consumption-
based rates would suffer from revenue shortfalls when consumers conserve.

Spang et al. (2015) present a theoretical argument for a solution to the problem of
revenue stability. They recommend a Consumption-Based Fixed Rate (CBFR) that
divides a consumer’s bill into three parts. Each part is based on a type of utility cost:
fixed costs, fixed-variable costs (fixed costs that can rise with expansion, for example),
and purely variable costs. Table 9.4 illustrates these types of costs.

The CBFR distributes fixed-fixed costs across all users while distributing the partial
variable and variable costs more proportionally based on a percentage of total water
consumed that month, that is, costs times (consumer’s consumption/total water consumed
system-wide).

[Table 9.4 Cost Definitions and Categorization ]
Fixed-Fixed Costs: Constant Compliance costs, safety checks, office
regardless of system use personnel, treatment plant energy

use, etc.

Fixed-Variable Costs: Exist regardless  Piping infrastructure, chemicals,
of system use, but change in repairs and maintenance, etc.
magnitude based on system demand

Variable Costs: Depend directly upon  Water purchases, energy for water
consumption levels pumping, etc.
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Table 9.5 Estimated Consumer Bills as a Percentage of Actual
under Simulated CBFR System, FY 2013-2014

High-use consumers (50 hcf) Lomita, CA Longmont, CO
% IBR System 30% 35%
Average-use (35 hcf) Lomita Longmont

% IBR System 40% 171%

Low-use (15 hcf) Lomita Longmont

% IBR System 63% 268%

Source: Adapted from Schmidt and Lewis (2017)

Curious about whether or not the CBFR would work in practice, Bates College
senior Amy Schmidt decided to try and find out. For her undergraduate senior thesis,
Schmidt collected water utility data for two towns, one in California and one in
Colorado, and found that the CBFR does indeed stabilize revenues, but at the expense
of the low water users. In other words, the CBFR solves the revenue problem, but
creates inequities across individual water users. Low water users (usually lower income
users) see large bill increases in some cases, while high water users benefit significantly
with lower water bills.

Both towns—Lomita, California, and Longmont, Colorado—currently use increasing
block rates. For both towns, the CBFR formula provides greater financial savings for
high-use versus low-use consumers. This is due to the fact that high fixed costs are split
evenly across all consumers. For Longmont, Colorado, medium- and low-users’ bills
actually increase significantly. For the low-use water consumers, water bills nearly triple
(Table 9.5).

This result is due, in part, to how costs are categorized at this utility. For both
towns, the CBFR clearly creates some inequities in pricing. While solving one problem,
it creates another.

The results suggest caution with the CBFR method given the equity considerations.
It could be useful, however during times of severe drought on a temporary basis to
mitigate threats of revenue shortfalls.

Given these equity implications Schmidt and Lewis (2017) simulated a modified
CBFR price structure with prices partially weighted by household income. Using this
proportional pricing method or “Scaled Consumption-Based Fixed Rates,” high-use
consumers face increased water bills and low-use water consumers will pay approxi-
mately 30 percent less. They recommend consideration of such an alternative pricing
model. The Scaled Consumption-Based Fixed Rate (SCBFR) appears to be a better
option for ensuring revenue stability for the utility without jeopardizing affordability
for low-income households.

Sources: Schmidt, A., & Lewis, L. (2017). The cost of stability: Consumption-based fixed rate billing for

water utilities. Journal of Contemporary Water Research and Education, 160, 5-24; Spang, E. S., Miller, S.,

Williams, M., & Loge, E. J. (2015). Consumption-based fixed rates: Harmonizing water conservation
and revenue stability. American Water Works Association, 107, 164-173.
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Another corollary of the marginal-cost pricing theorem is that when it costs a water utility
more to serve one class of customers than another, each class of customers should bear the
costs associated with its respective service. Typically, this implies that those farther away from
the source or at higher elevations (requiring more pumping) should pay higher rates. In
practice, utility water rates make fewer distinctions among customer classes than would be
efficient. As a result, higher-cost water users are in effect subsidized; they receive too little
incentive to conserve and too little incentive to locate in parts of the city that can be served
at lower cost.

Full Cost Recovery Pricing

Another available pricing mechanism is to allow water utilities to earn more than a normal
rate of return by charging a full cost recovery (FCR) price for water services. Full cost recovery
includes both environmental and resource costs. Since allocative efficiency cannot be achieved
without users receiving a clear signal regarding the value of water, FCR is a potential solution.

Full cost recovery is one of the pillars of the European Union’s Directive on Water Policy.
This Water Framework Directive states, “Member States shall ensure that water-pricing poli-
cies provide adequate incentives for water users to use water resources efficiently, and thereby
contribute to the environmental objectives of this objective.” What would implementing FCR
pricing mean for member states?

Reynaud (2016) assesses the impact of full cost recovery pricing on European households in
nine countries (Austria, Bulgaria, Czech Republic, Estonia, France, Greece, Italy, Portugal, and
Spain). In particular, he was interested in the impacts of price changes on consumption and also
on affordability and equity.

For the first measure, consumption, Reynaud estimates the required price increase resulting
from implementing FCR pricing and estimates the price elasticity of demand (responsiveness
to price). Not surprisingly, the results vary significantly by country. For Estonia and Italy,
prices rise significantly and water consumption decreases by 21.2 percent and 33.8 percent
respectively. For Italy, he measures the largest loss of consumer surplus at 81.2 euros per
capita. This is likely due to the high price responsiveness of Italian households. The results
are more moderate for Bulgaria, the Czech Republic, and Spain and there is very little effect
for the others.

Water affordability is measured as the share of household income that is spent on water
and a “water-poor” household is one that spends 3 percent or more of its income on water
services. Of the nine countries examined, water affordability only becomes a problem in
Bulgaria under FCR pricing since there households would then devote more than 3 percent
of income on water services.

Clearly, FCR pricing must be evaluated on a case-by-case basis. Reynaud suggests that
efficiency dictates that all households should pay the efficient price. Income redistribution
schemes could then be utilized to address water affordability. In practice, however, such
schemes might be difficult to implement. In the absence of such a scheme, subsidies or social-
pricing will be second best. Several European countries have implemented some form of
social pricing.

Pricing and Price Elasticity of Demand

Regardless of the choice of price structure, water utilities don’t only want to know if consumers
respond to higher prices by consuming less. What utilities most want to know is how much
their customers respond to given price increases—price elasticicty of demand. Municipal
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water use is expected to be price inelastic, meaning that for a 1 percent increase in price,
consumers reduce consumption, but by less than 1 percent. A meta-analysis of 24 water
demand studies in the United States (Espey, Espey, & Shaw, 1997) found a range of price
elasticities with a mean of —0.51. Olmstead and Stavins (2007) find similar results in their
summary paper. These results suggest that municipal water demand responds to price, but
is not terribly price sensitive. However, regional water supply and local climatic conditions
influence price elasticity. Residential demand for water turns out to be more price elastic in
arid climates than in wet ones! In arid regions, like the southwestern United States, a larger
portion of total water use is for luxury or outdoor uses. These more elastic components of
water demand influence price elasticity. Yoo et al. (2014) measure both short-run and long-run
price elasticity for the city of Phoenix, Arizona, and also find residential price elasticity of
demand to be more price elastic in the long run than the short run. Why do you think this is
true? They also find that low-income consumers tend to respond more than high-income
(high-volume) users, suggesting that a much steeper block rate might be necessary.

Water Markets: Sales, Leases, and Banks

Another reform would reduce the number of restrictions on water transfers. The “use it or
lose it” component that often accompanies the prior appropriation doctrine can promote
the extravagant use of water and discourage conservation. Typically, water saved by conserv-
ation is forfeited. Allowing users to capture the value of water saved by permitting them to
sell it would stimulate water conservation and allow the water to flow to higher-valued uses
(see Example 9.2 for an historical example of how this can work).

R CXAMPLES2 2

Using Economic Principles to Conserve Water
in California

In 1977, when then-California Governor Jerry Brown negotiated a deal to settle one
of the state’s perennial water fights by building a new water diversion project, environ-
mental groups were opposed. The opposition was expected. What was not expected
was the form it took. Rather than simply block every imaginable aspect of the plan,
the Environmental Defense Fund (EDF) set out to show project supporters how the
water needs could be better supplied by ways that put no additional pressure on
the environment.

According to this strategy, if the owners of the agricultural lands to the west of the
water district seeking the water could be convinced to reduce their water use by adopt-
ing new, water-saving irrigation techniques, the conserved water could be transferred to
the district in lieu of the project. But the growers had no incentive to conserve because
conserving the water required the installation of costly new equipment and as soon as
the water was saved, it would be forfeited under the “use it or lose it” regulations. What
could be done?

On January 17, 1989, largely through the efforts of the EDF, an historic agreement
was negotiated between the growers association, a major user of irrigation water, and

the Metropolitan Water District (MWD) of California, a public agency that supplies



water to the Los Angeles area. Under that agreement, the MWD bears the capital and
operating costs, as well as the indirect costs (such as reduced hydropower), of a huge
program to reduce seepage losses as the water is transported to the growers and to
install new water-conserving irrigation techniques in the fields. In return, the MWD will
get all of the conserved water. Everyone stands to gain: the district gets the water it
needs at a reasonable price; the growers retain virtually the same amount of irrigation
benefits without being forced to bear large additional expenditures.

Because the existing regulatory system created a very large inefficiency, moving
to a more efficient allocation of water necessarily increased the net benefits. By using
those additional net benefits in creative ways, it was possible to eliminate a serious
environmental threat.

The success of this agreement has spawned others. For example, two water-transfer
agreements, finalized in October 2003, provide an additional 200,000 acre-feet of water
annually to the San Diego region as a result of conservation measures taken in the
Imperial Valley and financed by the municipal payments for the water.

Sources: Taylor, R. E. (1990). Ahead of the Curve: Shaping New Solutions to Environmental Problems.

New York: Environmental Defense Fund; San Diego County Water Authority, www.sdcwa.org/
first-water-delivery-consummates-historic-water-transfer
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Water markets and water banks are being increasingly utilized to transfer water seasonally
via short-term leases or on a long-term basis, either by multiple-year leases or permanent
transfers (sales). Water markets are one institutional structure that can enhance efficiency by
allowing water to flow to its highest valued use. While most markets and banks are restricted
to certain geographic areas, water is allowed to move to its higher-valued uses to some extent.
Buyers and sellers are brought together through bulletin boards, water brokers, and electronic
computer networks. Electronic bulletin boards have been used for water sales in California
and Colorado, for example. Drought-year banks have been successful in California. Arizona
established a water bank in 1996 that allows Central Arizona Project water to be directly
injected into the aquifer underlying Tucson and Phoenix as “in lieu recharge,” which can later
be withdrawn. Water-stressed southern Nevada has signed the Interstate Banking Agreement
(2001, amended 2004), in which the Arizona Water Bank stores 1.25 million acre-feet of
long-term storage rights to be sold to Nevada. Nevada pays Arizona $100 million plus storage
and recovery costs for these rights (Kenney et al., 2013).

One unique water market in Colorado is explored in Example 9.3. The transfer of water,
however, can incur high transaction costs, both in the time necessary for approval (up to
2 years in some cases) and in potential downstream impacts. One reason for the success of
the Colorado-Big Thompson Project market is low transaction costs due to the structure
of the water rights and the availability of infrastructure. An electronic bank also aids in the
transparency of sales. The website www.watercolorado.com operates like a “Craigslist” for
water, bringing buyers and sellers together.

Basta and Colby (2010) examine markets in Californa, Colorado, and Texas along with
two regions, the Pacific Northwest (Idaho, Oregon, and Washington) and the Intermountain
region (Arizona, Nevada, Utah, and New Mexico). These are the states in which most water
transactions in the U.S. take place. Examining trends, they find that while prices and volumes
transacted vary, there are some common themes. Both the numbers of sales and the numbers
of leases have been rising over time. Prices have also followed an upward trend except for
lease prices in California and Texas, which have been relatively flat. The highest average sales
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Water Transfers in Colorado: What Makes a
Market for Water Work?

The Colorado-Big Thompson (C-BT) Project, highlighted in Debate 9.1, pumps water
from the Colorado River on the west side of the Rocky Mountains uphill and through a
tunnel under the Continental Divide where it finds its way into the South Platte River.
With a capacity of 310,000 acre-feet, an average of 270,000 acre-feet of water is
transferred annually through an extensive system of canals and reservoirs. Shares in the
project are transferable and the Northern Colorado Water Conservancy District
(NCWCD) facilitates the transfer of these C-BT shares among agricultural, industrial, and
municipal users. An original share of C-BT water in 1937 cost $1.50. Permanent transfers
of C-BT water for municipal uses have traded for $2,000-$2,500 (Howe & Goemans,
2003). Prices rose as high as $22,000 per share in 2012 (www.watercolorado.com).

This market is unique because shares are homogeneous and easily traded; the
infrastructure needed to move the water around exists and the property rights are well
defined (return flows do not need to be accounted for in transfers since the water comes
from a different river basin). Thus, unlike most markets for water, transaction costs are
low. This market has been extremely active and is the most organized water market in
the West. When the project started, almost all shares were used in agriculture. By 2000,
over half of C-BT shares were used by municipalities. Howe and Goemans (2003)
compare the NCWCD market to two other markets in Colorado to show how different
institutional arrangements affect the size and types of water transfers. They examine
water transfers in the South Platte River Basin and the Arkansas River Basin. For most
markets in the West, traditional water rights fall under the appropriation doctrine and
as such are difficult to transfer, and water does not easily move to its highest-valued use.
They find that the higher transaction costs in the Arkansas River Basin result in fewer,
but larger, transactions than for the South Platte and NCWCD. They also find that
the negative impacts from the transfers are larger in the Arkansas River Basin, given the
externalities associated with water transfers (primarily out-of-basin transfers) and
the long court times for approval. Water markets can help achieve economic efficiency,
but only if the institutional arrangements allow for relative ease of transfer of the rights.
They suggest that the set of criteria used to evaluate the transfers be expanded to include
secondary economic and social costs imposed on the area of origin.

Sources: www.northernwater.org/WaterProjects/C-BTProject.aspx; The Water Strategist 2006. Retrieved from

www.stratwater.com/; Howe, C. W., & Goemans, C. (2003). Water transfers and their impacts: Lessons from
three Colorado water markets. Journal of the American Water Resources Association, 1055-1065.
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prices are in Colorado (over $12,000 per acre-foot). The highest lease prices are in the
Intermountain Range with most lease prices ranging from $500 to $2,000 per acre-foot. In
2006, the lease price spiked at $14,000 per acre-foot and $10,000 per acre-foot in 2007! Not
surprisingly, in the wetter Pacific Northwest, prices are lowest for both sales and leases.
Internationally, water marketing is gaining traction in many areas. Example 9.4 assesses water



Water

EXAMPLE 9.4 ~

Water Market Assessment: Australia, Chile,
South Africa, and the United States

Water markets are gaining importance as a water allocation mechanism. Do they
succeed in moving water to higher-valued uses, thus helping to equate marginal benefits
across uses?

Grafton et al. (2011) utilize 26 criteria to evaluate four established water markets—
Australia’s Murray-Darling Basin, Chile’s Limari Valley, South Africa, and the western
United States—and a new one in China, which, due to its limited experience, we do not
include in this example. Eight of the criteria relate to economic efficiency, eight relate
to institutional underpinnings, five relate to equity, and the remaining five relate to
environmental sustainability. These 26 criteria are then melded into a four-point scale.

Focusing on the economic efficiency criteria, water markets should be able to transfer
water from low-valued to higher-valued uses. Defining the size of the market as the
volume traded as a percentage of total water rights, Grafton et al. find that in Chile and
Australia, for example, market size is 30 percent—very high. To provide some context
for this number, gains from trade in Chile are estimated to be between 8 and 32 percent
of agricultural contribution to GDP.

They also define some qualitative variables that they believe capture some of the
institutional characteristics, such as the size and scope of the market, that ultimately
could affect how well the market operates by impacting transaction costs, as well
as the predictability and transparency of prices. Australia performs best on these
qualitative measures, followed by Chile. South Africa and the U.S. West have mixed
performance.

One insight that arises from their analysis is that water markets can generate
“substantial gains for buyers and sellers that would not otherwise occur, and these gains
increase as water availability declines.” But they also point out, as have others, that
markets need to be flexible enough to accommodate changes in benefits and instream
uses over time. The specific structure of water rights plays a role. Whereas in the western
United States the doctrine of prior appropriation restricts transfers, in Australia a
system of rights defined by statute, not tradition, makes transfers easier.

Ultimately, economic efficiency is an important objective in these water markets, but
they point out that in some basins tradeoffs between equity and efficiency are necessary
in both their design and operation. Economic efficiency might not even be the primary
goal or the main motivation for why a water market developed. Finally, they point out
that Australia has crafted a system within which environmental sustainability goals do
not compromise economic efficiency goals. These two goals can be compatible.

Source: Grafton, R. Q., Landry, C., Libecap, G. D., McGlennon, S., & O’Brien, R. (2011). An integrated

assessment of water markets: A cross country comparison. Review of Environmental Economics
and Policy, 5(2), 210-239.
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markets in Australia, Chile, South Africa, and the United States in terms of economic efficiency,
equity, and environmental sustainability.

Water Markets in Australia. Australia has a well-established system of water markets as
highlighted in Example 9.4. The Council of Australian Governments facilitated the transition
to water marketing, starting in 1993 with water reforms that allowed water and land
entitlements to be separated. This “unbundling” has improved the efficiency and cost-
effectiveness of water trading by allowing more flexibility for users in terms of water deliveries.
Unbundling has created two primary types of water: tradeable water access entitlements, which
are shares of water from a specified consumptive pool sold in perpetuity; and tradeable water
allocations, which refer to a volume of water allocated in a given season (National Water
Commission, 2013). Currently, Australia has eight mechanisms for trading water that include
posted water markets, auctions, and the “water exchange,” which allows interstate trade and
forward contracts (Tisdell, 2011). Most of the trading occurs in the Murray-Darling Basin.

Since 2008, the volume of trades of both entitlements and allocations has risen dramatically
in the southern Murray-Darling River system. Prices, however, have fallen, in part due to the
return to high water availability after severe drought.

The decision to sell water allocations in any given time period is influenced by economic
factors such as the price elasticity of demand for water, water prices, and input prices, as well
as noneconomic factors including water availability, soil moisture, storage, and forecasts.
Water entitlements are similarly influenced, but less so; the prices for entitlements have
fluctuated much less than the prices for allocations (National Water Commission, 2013). Can
you explain why?

Environmental Water Transactions

Achieving a balance between instream and consumptive uses is not easy. As the competition
for water increases, the pressure to allocate larger amounts of the stream for consumptive uses
increases as well. Eventually the water level becomes too low to support aquatic life and
recreation activities.

Although they do exist, water rights for instream flow maintenance are few in number
relative to rights for consumptive purposes. Those few instream rights that typically exist
have a low priority relative to the more senior consumptive rights. As a practical matter this
means that in periods of low water flow, the instream rights lose out and the water is with-
drawn for consumptive uses. As long as the definition of “beneficial use” requires diversion
to consumptive uses, as it does in many states, water left for fish habitat or recreation is
undervalued.

Yet laws that supersede seniority and allow water to remain instream have caused consider-
able controversy. Attempts to protect instream water uses must confront two problems.
First, any acquired rights are usually public goods, implying that others can free ride on their
provision without contributing to the cause. Consequently, the demand for instream rights
will be inefficiently low. The private acquisition of instream rights is not a sufficient remedy.
Second, once the rights have been acquired, their use to protect instream flows may not be
considered “beneficial use” (and therefore could be confiscated and granted to others for
consumptive use) or they could be so junior as to be completely ineffective in times of low
flow, the times when they would most be needed. However, in some cases, instream flows do
have a priority right if the flows are necessary to protect endangered species. As Example 9.5
demonstrates, reserving water for instream uses has created controversy on more than one
occasion. Undervaluation of instream uses is not inevitable.
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Reserving Instream Rights for
Endangered Species

The Rio Grande River, which has its headwaters in Colorado, forms the border between
Texas and Mexico. Water-sharing disputes have been common in this water-stressed
region where demand exceeds supply in most years. In 1974, the Rio Grande silvery
minnow was listed as an endangered species by the U.S. Fish and Wildlife Service. Once
the most abundant fish in the basin, its habitat had been degraded significantly by
diversion dams that restrict the minnow’s movement.

What impact would its protection have? Ward and Booker (2006) compare the
benefits from two cases: (1) the case where no special provision is made for instream
flow for the minnow and (2) the case where adequate flows are maintained using an
integrated model of economics, hydrology, and the institutions governing water flow.
Interestingly, they find positive economic impacts to New Mexico agriculture from
protecting the minnow’s habitat. Losses to central New Mexico farmers and to municipal
and industrial users are more than offset by gains to farmers in southern New Mexico
due to increased flows. For example, losses to agriculture above Albuquerque are
approximately $114,000 per year, and below Albuquerque $35,000 per year. Losses to
municipal and industrial users are $24,000 per year. Agricultural gains in the southern
portion of the basin, however, are approximately $217,000 per year. Both agricultural
and municipal users in Texas gain. Overall, a policy to protect the minnow was estimated
to provide average annual net benefits of slightly more than $200,000 per year to Texas
agriculture, plus an additional $1 million for El Paso municipal and industrial users.

The story is different for the delta smelt, a tiny California fish. In 2007, an interim
order issued by a California judge to protect the threatened delta restricts water exports
from the Delta to agricultural and municipal users. In the average year, this means a
reduction of 586,000 acre-feet of water to agriculture and cities. One study (Sunding
et al., 2008) finds that this order causes economic losses of more than $500 million per
year (or as high as $3 billion in an extended drought). The authors note that long-run
losses would be less ($140 million annually) if investments in recycling, conservation,
water banking, and water transfers were implemented. Protests by farmers about water
diversions being halted to protect this species received so much attention in 2009 that
the story about the trade-offs between these consumptive and nonconsumptive uses
even made it to comedian Jon Stewart’s The Daily Show.

Instream flows become priority “uses” when endangered species are involved, but
not everyone shares that sense of priority.

Sources: Ward, F. A., & Booker, J. F. (2006). Economic impacts of instream flow protection for the Rio Grande

silvery minnow in the Rio Grande Basin. Review in Fisheries Science, 14, 187-202; Sunding, D., Ajami, N.,

Hatchet, S., Mitchell, D., & Zilberman, D. (2008). Economic impacts of the Wanger interim order for delta
smelt. Berkeley Economic Consulting.
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Water transactions for the protection of habitat and species are becoming more common,
especially via short term leases. Environmental leases in the U.S. have been most common in
California and New Mexico (primarily on the Rio Grande). Pressures on water supply (dry
weather, population growth), put upward pressure on water prices. Leases during wet years
that can be banked for dry years is one appealing option that can also help cities and
agricultural users reduce water expense. Water leasing for environmental purposes is necessary
for protecting species and habitat. Climate change is going to increase the demand for
environmental leases (Jones and Colby, 2010).

In England and Scotland, markets are relied upon to protect instream uses more than they
are in the United States. Private angling associations have been formed to purchase fishing
rights from landowners. Once these rights have been acquired, the associations charge for
fishing, using some of the revenues to preserve and improve the fish habitat. Since fishing
rights in England sell for as much as $220,000, the holders of these rights have a substantial
incentive to protect their investments. One of the forms this protection takes is illustrated by
the Anglers Cooperative Association, which has taken on the responsibility of monitoring the
streams for pollution and alerting the authorities to any potential problems.

Desalination and Wastewater Recycling

Solving water scarcity issues will become increasingly challenging, but desalination technolo-
gies, water reuse, and capturing (and storing) rainwater are all helping to make water supplies
more reliable.

Until recently, desalinized seawater has been prohibitively expensive and thus not a viable
option outside of the Middle East. However, technological advances in reverse osmosis,
nanofiltration, and ultrafiltration methods have reduced the price of desalinized water, making
it a potential new source for water-scarce regions. Reverse osmosis works by pumping
seawater at high pressure through permeable membranes. According to a United Nations
World Water Development Report more than 17,000 desalting plants are currently operat-
ing in 150 countries worldwide (2014). These plants produce 21 billion gallons per day.
Since 2000, desalination capacity has been growing at approximately 7 percent per year
(Gleick, 2006).

The current technology is energy intensive and hence very expensive. Costs vary
considerably, but even the lowest cost projects ($750 per acre-foot) are more than double
the cost of groundwater in most places (Katz, 2014). Costs are expected to continue to
fall, though not rapidly. However, many projects are being built at extraordinary cost.
Example 9.6 looks at the feasibility of desalination in northern China.

In the United States, Florida, California, Arizona, and Texas have the largest installed
capacity. However, actual production has been mixed. In Tampa Bay, for example, a large
desalination project was contracted in 1999 to provide drinking water. This project, while
meant to be a low cost ($0.45/m?) state-of-the-art project, was hampered by difficulties.
Although the plant became fully operational at the end of 2007, projected costs were
$0.67/m? (Gleick, 2006). In 1991, Santa Barbara, California, commissioned a desalination
plant in response to the previously described drought that would supply water at a cost
expected to be $1.22/m>. Shortly after construction was completed, however, the drought ended
and the plant was never operated. In 2000, the city sold the plant to a company in Saudi Arabia.
It has been decommissioned, but remains available should current supplies run out.

In California, desalinated water from the new plant in San Diego costs approximately
$2,000 per acre-foot, much more than the city currently pays for water diverted from the
Colorado River and San Joaquin River Delta.



EXAMPLE 9.6 ~

Moving Rivers or Desalting the Sea? Costly
Remedies for Water Shortages

In most of northern China, freshwater is extremely scarce. China has been pursuing
immense engineering projects in order to bring new water sources to this desperately
dry, yet rapidly growing region. One three-phase project involves the diversion of water
from the Yangzi River basin through hundreds of kilometers of canals and pipelines at
extraordinary cost ($34 billion so far). The project is only partially complete. The other
is a $4.1 billion power and desalination plant in the port city of Tianjin. The Beijing
Power and Desalination Plant began operating in 2009. The capacity of the desalination
plant will satisfy only a small portion of China’s demand for water.

As of 2013, water from the plant cost 8 yuan per cubic meter (about $1.30) to
produce. Diverted water from the Yangzi is expected to cost about 10 yuan. Both of
these are at least 60 percent higher than what households currently pay, though water
rates are rising. Even if higher water prices were imposed on consumers, prices would
be unlikely to cover the true cost of either source. Desalination is very energy intensive.
In China, that energy comes mainly from burning dirty coal. Diverting water is not
without external costs either. Diverting water deprives southern China of the water
needed to combat drought. Developing scarcity in a crucial resource like water can force
some tough choices!

Source: Removing salt from seawater might help slake some of northern China’s thirst, but it comes at a high
price. Economist, February 9, 2013.
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In early 2011, a large desalination project in Dubai and another in Israel were scrapped
mid-construction due to lower-than-expected demand growth and cost, respectively. These
two projects represented 10 percent of the desalination market.!" Increased water scarcity and
rising cost of alternative sources will eventually level the playing field for this technology.

Privatization

One strategy that has received more attention in the last couple of decades is the privat-
ization of water supplies. The controversies that have arisen around this strategy are intense
(see Debate 9.2).

However, it is important to distinguish between the different types of privatization since
they can have quite different consequences. Privatization of water supplies creates the
possibility of monopoly power and excessive rates, but privatization of access rights does
not.

Whereas privatization of water supplies turns the entire system over to the private sector,
privatization of access rights only establishes specific quantified rights to use the publicly
supplied water. As discussed earlier in this chapter, privatization of access rights is one way
to solve the excesses that follow from the free-access problem, since the amount of water
allocated by these rights would be designed to correspond to the amount available for
sustainable use. And if these access rights are allocated fairly (a big if!) and if they are enforced
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DEBATE 9.2 ™\

Should Water Systems Be Privatized?

Faced with crumbling water supply systems and the financial burden from
water subsidies, many urban areas in both industrialized and developing
countries have privatized their water systems. Generally this is accomplished
by selling the publicly owned water supply and distribution assets to a private
company. The impetus behind this movement is the belief that private
companies can operate more efficiently (thereby lowering costs and, hence,
prices) and do a better job of improving both water quality and access by
infusing these systems with new investment.

The problem with this approach is that water suppliers in many areas can
act as a monopoly, using their power to raise rates beyond competitive levels,
even if those rates are, in principle, subject to regulation. What happened in
Cochabamba, Bolivia, illustrates just how serious a problem this can be.

After privatization in Cochabamba, water rates increased immediately, in
some cases by 100-200 percent. The poor were especially hard-hit. In January
2000, a 4-day general strike in response to the water privatization brought the
city to a total standstill. In February the Bolivian government declared
the protests illegal and imposed a military takeover on the city. Despite over
100 injuries and one death, the protests continued until April when the
government agreed to terminate the contract.

Is Cochabamba typical? It certainly isn't the only example of privatization
failure. Failure (in terms of a prematurely terminated privatization contract)
also occurred in Atlanta, Georgia, for example. The jury is still out on its
overall impact in other settings and whether we can begin to extract precon-
ditions for its successful introduction, but it is very clear that privatization of
kwater systems is no panacea and can be a disaster. )

consistently (another big if!), the security that enforceability provides can protect users,
including poor or indigenous users, from encroachment. The question then becomes, “Are
these rights allocated fairly and enforced consistently?” When they are, privatization of access
rights can become beneficial for all users, not merely the rich.

Summary

On a global scale, the amount of available water exceeds the demand, but at particular times and
in many locations, water scarcity is already a serious problem. In a number of places, current use
of water exceeds replenishable supplies, implying that aquifers are being irreversibly drained.
Efficiency dictates that replenishable water be allocated so as to equalize the marginal net
benefits of water use even when supplies are higher or lower than normal.
The efficient allocation of groundwater requires that the user cost of that depletable
resource be considered. When marginal-cost pricing (including marginal user cost) is used,



water consumption patterns strike an efficient balance between present and future uses.
Typically, the marginal pumping cost would rise over time until either it exceeded the marginal
benefit received from that water or the reservoir ran dry.

In earlier times in the United States, markets played the major role in allocating water. But
more recently governments have begun to play a much larger role in allocating this crucial
resource.

Several sources of inefficiency are evident in the current system of water allocation.
Transfers of water among various users in places like the southwestern United States are
restricted so that the water remains in low-valued uses while high-valued uses are denied.
Instream uses of water are actively discouraged in many western states. Prices charged for
water by public suppliers typically do not cover costs, and the rate structures are not designed
to promote efficient use of the resource. For groundwater, user cost is rarely included, and
for all sources of water, the rate structure does not usually reflect the cost of service. These
deficiencies combine to produce a situation in which we are not getting the most out of the
water we are using and we are not conserving sufficient amounts for the future.

In general, any solution to water scarcity should involve more widespread adoption of the
principles of marginal-cost pricing. More-expensive-to-serve users should pay higher prices
for their water than their cheaper-to-serve counterparts. Similarly, when new, much-higher-
cost sources of water are introduced into a water system to serve the needs of a particular
category of user, those users should pay the marginal cost of that water, rather than the lower
average cost of all water supplied. Finally, when a rise in the peak demand triggers a need for
expanding either the water supplies or the distribution system, the peak demanders should
pay the higher costs associated with the expansion. Subsidies to ensure affordability for low-
income users should also be incorporated.

These principles suggest a much more complicated rate structure for water than merely charging
everyone the same price. However, the political consequences of introducing these changes may
be rather drastic. Affordability for many households is also an issue with efficient pricing.

Reforms are possible. Allowing conservers to capture the value of water saved by selling
it would stimulate conservation. Creating separate fishing rights that can be sold or allowing
environmental groups to acquire and retain instream water rights would provide some
incentive to protect streams as fish habitats. More utilities could adopt increasing block
pricing or full cost recovery pricing as a means of forcing users to realize and to consider all
of the costs of supplying the water.

Water scarcity in many parts of the world is already a serious problem and unless preventive
measures are taken it will get worse. The problem is not insoluble, though to date the steps
necessary to solve it have proved insufficient.

Discussion Questions

1. What pricing system is used to price the water you use at your college or university?
Does this pricing system affect your behavior about water use (length of showers etc.)?
How? Could you recommend a better pricing system in this circumstance? What
would it be?

2. In your hometown what system is used to price the publicly supplied water? Why was
that pricing system chosen? Would you recommend an alternative?

3. Suppose you come from a part of the world that is blessed with abundant water. Demand
never comes close to the available amount. Should you be careful about the amount you
use or should you simply use whatever you want whenever you want it? Why?
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Self-Test Exercises

Suppose that in a particular area the consumption of water varies tremendously
throughout the year, with average household summer use exceeding winter use by a great
deal. What effect would this have on an efficient rate structure for water?
Is a flat-rate or flat-fee system more efficient for pricing scarce water? Why?
One major concern about the future is that water scarcity will grow, particularly in arid
regions where precipitation levels may be reduced by climate change. Will our institutions
provide for an efficient response to this problem?

To think about this issue, let’s consider groundwater extraction over time using the
two-period model as our lens.

a. Suppose the groundwater comes from a well you have drilled upon your land that
taps an aquifer that is not shared with anyone else. Would you have an incentive to
extract the water efficiently over time? Why or why not?

b. Suppose the groundwater is obtained from your private well, which is drilled into an
aquifer that is shared with many other users who have also drilled private wells.
Would you expect that the water from this common aquifer be extracted at an
efficient rate? Why or why not?

Water is an essential resource. For that reason moral considerations exert considerable
pressure to assure that everyone has access to at least enough water to survive. Yet it
appears that equity and efficiency considerations may conflict. Providing water at zero
cost is unlikely to support efficient use (marginal cost is too low), while charging everyone
the market price (especially as scarcity sets in) may result in some poor households not
being able to afford the water they need. Discuss how block-rate pricing attempts to
provide some resolution to this dilemma. How would it work?

Notes
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Popular films such as The Milagro Beanfield War and Chinatown have addressed similar themes.
The USGS keeps detailed records on water use by volume and use. https://pubs.usgs.gov/
circ/1405/pdf/circ1405.pdf

One acre-foot of water is the amount of water that could cover 1 acre of land, 1 foot deep. An
Interstate Compact is an agreement negotiated among states along an interstate river. Once
ratified by Congress, it becomes a federal law and is one mechanism for allocating water.
www.undp.org/content/undp/en/home/ourwork/environmentandenergy/focus_areas/water_
and_ocean_governance/water-supply-and-sanitation.html

International Energy Agency World Energy Outlook. www.worldenergyoutlook.org/resources/
water-energynexus/

water.usgs.gov/ogw/pubs/fs00165/
www.cap-az.com/documents/public-information/subsidence.pdf

Remember that the marginal net benefit curve for an individual would be derived by plotting
the vertical distance between the demand curve and the marginal cost of getting the water to
that individual.

By construction, Q°, + O", = Q..

ccf is a hundred cubic feet or approximately 748 gallons.

Global Water Intelligence, 12(1), www.globalwaterintel.com/archive/12/1/need-to-know/
desal-misery.html
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Chapter 10

A Locationally Fixed,
Multipurpose Resource

Land

Buy land, they’re not making it anymore.
—Mark Twain, American Humorist

A land ethic . . . reflects the existence of an ecological conscience, and this in turn reflects
a conviction of individual responsibility for the health of the land. Health is the capacity
of the land for self-renewal. Conservation is our effort to understand and preserve this
capacity.

—Aldo Leopold, Sand County Almanac

Introduction

Land occupies a special niche not only in the marketplace, but also deep in the human
soul. In its role as a resource, land has special characteristics that affect its allocation.
Topography matters, of course, but so does location, especially since, in contrast to many
other resources, land’s location is fixed. It matters not only absolutely in the sense that the
land’s location directly affects its value, but also relatively in the sense that the value of
any particular piece of land is also affected by the uses of the land around it. In addition,
land supplies many services, including providing habitat for all terrestrial creatures, not
merely humans.

Some contiguous uses of land are compatible with each other, but others are not. In the
case of incompatibility, conflicts must be resolved. Whenever the prevailing legal system treats
land as private property, as in the United States, the market is one arena within which those
conflicts are resolved.

How well does the market do? Are the land-use outcomes and transactions efficient
and sustainable? Do they adequately reflect the deeper values people hold for land? Why or
why not?
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In this chapter, we shall begin to investigate these questions. How does the market allocate
land? How well do market allocations fulfill our social criteria? Where divergences between
market and socially desirable outcomes occur, what policy instruments are available to address
the problems? How effective are they? Can they restore conformance between goals and
outcomes?

The Economics of Land Allocation

Land Use

In general, as with other resources, markets tend to allocate land to its highest-valued use,
as reflected by the users’ willingness to pay or willingness to accept payment. Consider
Figure 10.1, which graphs three hypothetical land uses— residential development, agriculture,
and wilderness.! The left-hand side of the horizontal axis represents the location of the
marketplace where agricultural produce is sold. Moving to the right on that axis reflects an
increasing distance away from the market.

The vertical axis represents net benefits per acre. Each of the three functions, known in the
literature as bid rent functions, records the relationship between distance to the center of
the town or urban area and the net benefits per acre received from each type of land use. A
bid rent function expresses the maximum net benefit per acre that could be achieved by that
land use as a function of the distance from the center. All three functions are downward
sloping because the cost of transporting both goods and people lowers net benefits per acre
for more distant locations.

Net Benefits
per Acre
Residential Development
Agriculture
Wilderness
0 A B c
Distance to Center
[Figure 10.1 The Allocation of Land ]




According to Figure 10.1, a market process that allocates land to its highest-valued use
would allocate the land closest to the center to residential development (a distance of A),
agriculture would claim the land with the next best access (A to B), and the land farthest away
from the market would remain wilderness (from B to C). This allocation maximizes the net
benefits society receives from the land.

Although very simple, this model also helps to clarify both the processes by which land
uses change over time and the extent to which market processes are efficient, subjects we
explore in the next two sections.

Land-Use Conversion

Conversion from one land use to another can occur whenever the underlying bid rent functions
shift, and apparently in the United States they have shifted a great deal. The Economic
Research Service of the U.S. Department of Agriculture, in their report Major Uses of Land
in the United States, 2012, found that urban land acreage more than quadrupled from 1945
to 2012 (Bigelow and Borchers, 2017, Table 2). This increase was about twice the rate of
population growth over this period.

Conversion of nonurban land to urban development could occur when the bid rent function
for urban development shifts up, the bid rent function for nonurban land uses shifts down,
or any combination of the two. Two sources of the conversion of land to urban uses in the
United States stand out: (1) increasing migration of both people and productive facilities to
urban centers rapidly shifted upward the bid rent functions for urban land, including
residential, commercial, industrial, and even associated transportation (airports, highways,
etc.) and recreational (parks, etc.) uses; (2) rising productivity of the agricultural land allowed
a smaller amount of land to produce a lot more food. Less agricultural land was needed to
meet the rising food demand than would otherwise have been the case.

Agricultural Land: A Closer Look. While the amount of total land in the United States
dedicated to farming has dropped considerably over time since 1920, irrigated acreage has
been rising.

It seems unlikely that simple extrapolation of the decline in agricultural land of the
magnitude since 1920 into the future would be accurate. Since the middle of the 1970s,
the urbanization process in the United States has diminished to the point that some urban
areas are experiencing declining population. This shift is not merely explained by suburbia
spilling beyond the boundaries of what was formerly considered urban.

Furthermore, as increases in food demand are accompanied by increasing food prices, the
value of agricultural land should increase. Higher food prices would tend to slow conversion.

What about agricultural land that is still used for agriculture, but not used for growing
food? Its allocation is affected by the same kinds of factors. For example, the amount of land
to grow corn for the production of ethanol has increased due to a policy that shifted out the
demand curve for ethanol.

In late 2007, Congress passed a new energy bill that included, among other things, a
mandate for renewable fuels, including 5 billion gallons of ethanol made from grains, primarily
corn, by 2022. Under that legislation ethanol currently carries a sizable subsidy, inducing more
farmers to grow corn for ethanol rather than for food or livestock feed.

While some 14 percent of corn use went to ethanol production in the 2005-2006 crop year,
according to the U.S. Department of Agriculture’s Economic Research Service that share rose
to 36.5 percent by 2016. Even though ethanol represents a very small share of the overall
gasoline market, its impacts on the agricultural sector are large.
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What about irrigation? Irrigated acreage is on the rise, both domestically and worldwide,
although the rate of increase has been falling. Irrigation can increase yields of most crops by
100-400 percent and hence increase the value of the land on which these crops are grown.
The FAO estimates that, over the next 30 years, 70 percent of the gains in cereal production
will come from irrigated land, and by 2030 irrigated land in developing countries will increase
by 27 percent.

However, irrigation, a traditional source of productivity growth, is also running into limits,
particularly in the western United States. As noted in Chapter 9, some traditionally important
underground sources used to supply water are not being replenished at a rate sufficient to
offset the withdrawals. Encouraged by subsidies that transfer the cost to the taxpayers,
consumption levels are sufficiently high that these water supplies are being exhausted.

Contamination of the remaining water is also an issue. Irrigation of soils with water
containing naturally occurring salts causes the salts to concentrate near the surface. This salty
soil is less productive and, in extreme cases, kills the crops.

The Rise of Organic Food. Food markets have not only been affected by shifts in agricultural
land use; they have also been affected by agriculture practices. The organic foods industry is
the fastest-growing U.S. food segment. Between 2005 and 2011, certified organic pasture and
rangeland fluctuated up and down, but certified organic cropland expanded nearly 80 percent,
to 3.1 million acres.

Aided by the price premiums that buyers of organic food are willing to pay, U.S. sales of
organic food and beverages have grown from $1 billion in 1990 to $43.3 billion in 2015.
Nearly 5 percent of all the food sold in the U.S. in 2015 was organic.

Leading were organic fruits and vegetables, now representing over 1 percent of all U.S.
fruit and vegetable sales.

Sources of Inefficient Use and Conversion

In the absence of any government regulation, are market allocations of land efficient? In some
circumstances they are, but certainly not in all, or even most, circumstances.

We shall consider several sets of problems associated with land-use inefficiencies that
commonly arise in industrialized countries: sprawl and leapfrogging, incompatible land uses,
undervaluation of environmental amenities, the effects of taxes on land-use conversion, and
market power. While some of these also plague developing countries, we follow with a section
that looks specifically at some of the special problems developing countries face.

Sprawl and Leapfrogging

Two problems associated with land use that are receiving a lot of current attention are sprawl
and leapfrogging. From an economic point of view, sprawl occurs when land uses in a
particular area are inefficiently dispersed, rather than efficiently concentrated. The related
problem of leapfrogging refers to a situation in which new development continues not on the
very edge of the current development, but farther out. Thus, developers “leapfrog” over
contiguous, perhaps even vacant, land in favor of land that is farther from the center of
economic activity.

Several environmental problems are intensified with dispersed development. Trips
to town to work, shop, or play become longer. Longer trips not only mean more energy
consumed, but also frequently imply a change from the least polluting modes of travel (such



as biking or walking) to automobiles, a much more polluting source. When the cars used
for commuting are fueled by gasoline engines, dispersal drives up the demand for oil, results
in higher air-pollutant emissions levels (including greenhouse gases), and increases the need
for more steel, glass, and other raw materials to supply the increase in the number of vehicles
demanded.

The Public Infrastructure Problem. To understand why inefficient levels of sprawl and
leapfrogging might be occurring, we must examine the incentives faced by developers
and how those incentives affect location choices.

One set of inefficient incentives can be found in the pricing of public services. New
development beyond the reach of existing public sewer and water systems may necessitate
extending those facilities if the new development is to be served. The question is, “who pays
for this extension and how does that choice affect location decisions?”

If the developer is forced to pay for the extension as a means of internalizing the cost, he
or she will automatically consider this as part of the cost of locating farther out. When those
costs are passed on to the buyers of the newly developed properties, they will also face a
higher marginal cost of living farther out and are likely to be willing to pay less for a distant
property

Suppose, however, as is commonly the case, that the extensions of these services are
financed by metropolitan-wide taxes. When the development costs are subsidized by all
taxpayers in the metropolitan area, both the developers and potential buyers of the newly
developed property find building and living farther out to be artificially cheap. This bias
prevents developers from efficiently considering the trade-off between developing the land in
currently served areas more densely and building upon the less developed land outside those
areas. This bias promotes inefficient levels of sprawl.

Development farther from the center of economic activity can also be promoted either by
transportation subsidies or negative externalities. As potential residential buyers choose where
to live, transportation costs matter. Living farther out may mean a longer commute or longer
shopping trips. Implicitly, when living farther out means more and/or longer trips, these
transport costs should figure into the decision of where to live: higher transportation costs
increase the relative net benefits of living closer to the center and therefore the prices buyers
are willing to pay for land that offers a shorter commute.

The implication is that if transportation costs are inefficiently low due to subsidies or
uninternalized negative travel externalities, the resulting bias will inefficiently favor more
distant locations. Finding examples of inefficiently low transportation costs is not difficult.
While we reserve a full discussion of this topic for Chapter 16 on mobile-source pollution,
for our current purpose, consider just two examples: pollution externalities and parking
subsidies.

® When the social cost associated with pollution from car exhaust is not fully internalized,
the marginal cost of driving an extra mile is inefficiently low. This implies not only that an
excessive number of miles will be driven, but also that dispersed development will become
inefficiently more attractive.

® Many employers provide free employee parking even though providing that parking is
certainly not free to the employer. Free parking represents a subsidy to the auto user and
lowers the cost of driving to work. Since commuting costs (including parking) are typically
an important portion of total local transportation costs, free parking creates a bias toward
more remote residential developments and encourages sprawl.
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While these factors can promote sprawl, they don’t completely explain why developers skip
over land that is closer in. Economic analysis (Irwin & Bockstael, 2007) has identified some
of the factors that promote leapfrogging. These include features of the terrain (including its
suitability for development), land-use externalities (such as access to scenic bodies of water),
and government policy (such as road building and urban large-lot zoning). Note that not all
of these involve an inefficiency.

Incompatible Land Uses

As mentioned earlier in this chapter, the value of a parcel of land will be affected not only by
its location, but also by the character of the nearby land. This interdependence can be another
source of inefficiency.

We know from previous discussions in this book that, even in the presence of fully defined
property rights, private incentives and social incentives can diverge in the presence of
externalities. When any decision confers external costs on another party, the allocation that
maximizes net benefits for the decision maker may not be the allocation that maximizes net
benefits for society as a whole.

Negative externalities are rather common in land transactions. Many of the costs associated
with a particular land use may not accrue exclusively to the landowner, but will fall on the
owner of nearby parcels. For example, houses near the airport are affected by the noise and
neighborhoods near a toxic waste facility may face higher health risks.

One current controversial example involves an ongoing battle over the location of large
industrial farms where hogs are raised for slaughter. Some of the costs of these farms (e.g.,
odors and water pollution from animal waste) fall on the neighbors. Since these costs are
externalized, they tend to be ignored or undervalued by unregulated hog farm owners in
decisions about the land, creating a bias. In terms of Figure 10.1, the private net benefit curve
for hog farms would lie above the social net benefit curve, resulting in an inefficiently high
allocation of land to hog farms.?

One traditional remedy for the problem of incompatible land uses involves a legal approach
known as zoning. Enacted via an ordinance, zoning creates districts or zones with allowable
land uses specified for each of those zones. Land uses in each district are commonly regulated
according to such characteristics as type of use (such as residential, commercial, and industrial),
density, structure height, lot size, structure placement, and activities allowed, among others.
One aspect of the theory behind zoning is that by locating similar land uses together, negative
externalities can be limited or at least reduced.

One major limitation of zoning is that it can actually promote urban sprawl. By setting
stringent standards for all property (such as requiring a large lot for each residence and
prohibiting multifamily dwellings), zoning can mandate a lower density. By reducing the
allowed residential density, it can actually contribute to urban sprawl by requiring more land
to accommodate a given number of people.’

Undervaluing Environmental Amenities

Positive externalities represent the mirror image of the negative externalities described above.
Many of the beneficial ecosystem goods and services associated with a particular land use may
also not accrue exclusively to the landowner. Hence, that particular use may be undervalued
by the landowner.

Consider, for example, a large farm that provides both beautiful vistas of open space for
neighbors (or even for travelers on an adjoining road) and habitat for wildlife in its forests,



streams, and rangelands. The owner would be unlikely to reap all the benefits from providing
the vistas because travelers could not always be excluded from enjoying them, despite the fact
that they contribute nothing to their preservation.* In the absence of exclusion, the owners
receive only some of the total benefits, thereby creating a bias in decisions. Specifically, in this
case, land uses that involve more of the undervalued activities will lose out to activities that
convey more benefits to the landowner even when, from society’s perspective, that choice
is clearly inefficient.

Consider the implication of these insights in terms of Figure 10.1. In the presence of
externalities, a farmer’s decision whether to preserve agricultural land that provides a number
of external benefits or sell it to a developer is biased toward development. The owner’s private
net benefit curve for agriculture would be lower than the social net benefit curve. The
implication of this bias is that the allocation of land to agriculture would inefficiently decrease
and the allocation to residential development would expand.

One remedy for environmental amenities that are subject to inefficient conversion due to
the presence of positive externalities involves direct protection of those assets by regulation or
statute. For example, wetlands help protect water quality in lakes, rivers, streams, and wells
by filtering pollutants, nutrients, and sediments. They also reduce flood damage by storing
runoff from heavy rains and snow melts and provide essential habitat for wildlife. Regulations
help to preserve those functions by restricting activities that are likely to damage these ecological
services. For example, draining, dredging, filling, and flooding are frequently prohibited in
shoreland wetlands.

As Debate 10.1 points out, however, regulations designed to protect social values may
diminish the value of the landowner’s property and that creates controversy about their use.

The Influence of Taxes on Land-Use Conversion

Many governments use taxes on land (and facilities on that land) as a significant source of
revenue. For example, state and federal governments tax estates (including the value of land)
at the time of death and local governments depend heavily on property taxes to fund such
municipal services as education. In addition to raising revenue, however, taxes also can create
incentives to convert land from one use to another, even when such conversions would not be
efficient.

The Property Tax Problem. In the United States, the property tax, a tax imposed on land
and facilities on that land, is typically the primary source of funding for local governments.
A property tax has two components: the tax rate and the tax base. The tax base (the value of
the land) is usually determined either by the market value, as reflected in a recent sale, or as
estimated by a professional estimator called an assessor.

For our purposes, the interesting aspect of this system is that the assessment is normally
based upon perceived market value, which can be quite different from the value of the
land in its current use. This distinction implies that when a land-intensive activity, such as
farming, is located in an area under significant development pressure, the tax assessment
may reflect the development potential of the land, not its value in farming. Since the value
of developable land is typically higher, potentially much higher, the tax payments required
by this system may raise farming costs (and lower net income) sufficiently as to promote a
conversion of farmland to development, a conversion that would not occur with current use
taxation. When the tax does not actually reflect the current activity’s use of the government
services funded by that tax, this funding mechanism can create a bias against land-intensive
activities.
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DEBATE 10.1 ™

Should Landowners Be Compensated for “Regulatory
Takings"?

When environmental regulations, such as those protecting wetlands, are
imposed, they tend to restrict the ability of the landowner to fully develop
the land subject to the regulation. This loss of development potential
frequently diminishes the value of the property and is known in the common
law as a “regulatory taking.” Should the landowner be compensated for that
loss in value?

Proponents say that compensation would make the government more
likely to regulate only when it was efficient to do so. According to this
argument, requiring governments to pay the costs of the regulation would
force them to balance those costs against the societal benefits, making them
more likely to implement the regulation only where the benefits exceeded
the costs. Proponents also argue that it is unfair to ask private landowners
to bear the costs of producing benefits for the whole society; those costs
should be funded via broad-based taxes on the beneficiaries.

Opponents argue that forcing the government to pay compensation in the
face of the severe budget constraints which most of them face, would result
in many (if not most) of these regulations not being implemented despite
their efficiency. They also argue that fairness does not dictate compensation
when the loss of property value is due to simply preventing a landowner
from causing societal damage (such as destroying a wetland); landowners do
not have an unlimited right to inflict social damage. Furthermore, landowners
are typically not expected to compensate the government when regulation
increases the value of their land.

Current judicial decisions tend to award compensation only when the decline
of value is so severe as to represent a virtual confiscation of the property
(100 percent loss in value). Lesser declines are typically not compensated.

Disagreeing with this set of rulings, voters in Oregon in 2004 approved
Measure 37, which allowed individual landowners to claim compensation
from the local community for any decrease in property value due to plan-
ning, environmental, or other government regulations. After witnessing
the effects of that measure, voters passed Measure 49 in 2007, which had the
effect of narrowing the impact of Measure 37.

Which sets of arguments do you find most compelling? Why?

J

Market Power

For all practical purposes, the total supply of land is fixed. Furthermore, since the location of
each parcel is unique, an absence of good substitutes can sometimes give rise to market power
problems. Because market power allows the seller to charge inefficiently high prices, market



power can frustrate the ability of the market to achieve efficiency by preventing transfers that
would increase social value. One example of this problem is when market power inhibits
government acquisitions to advance some public purpose.

The “Frustration of Public Purpose” Problem. One of the functions of government is to
provide certain services, such as parks, potable drinking water, sanitation services, public
safety, and education. In the course of providing these services, it may be necessary to convert
land that is being used for a private purpose to a public use, such as creating a new public
park or building a new road.

Efficiency dictates that this conversion should take place only if the benefits from the
conversion exceed its costs. The public sector could simply buy the land from its current
owner, of course, and that approach has much to recommend it. Not only would the owner
be adequately compensated for giving up ownership, but an outright purchase would make
sure that the opportunity cost of the land (represented by the inability of the previous owner
to continue its current use) would be reflected in the decision to convert the land to public
purpose. If the benefits from the conversion were lower than the cost (including the loss of
benefits from the previous use as a result of the conversion), the conversion would not (and
from an efficiency point of view should not) take place.

Suppose, however, the owner of the private land recognizes that his or her ownership of the
specific parcel of land most suited for this public purpose creates an opportunity to become a
monopolist seller. To capitalize on this opportunity, he or she could hold out until such time as
the public sector paid a monopoly price for the land. If and when this occurs, it could represent
an inefficient frustration of the public purpose by raising the cost to an inefficiently high level.’
Sellers with market power could inefficiently limit the amount of land acquired by the public
sector to provide public access to such amenities as parks, bike paths, and nature trails.

In the United States the traditional device for controlling the “frustration of public purpose”
problem is the legal doctrine known as eminent domain. Under eminent domain, the
government can legally acquire private property for a “public purpose” by condemnation
(forced transfer), as long as the landowner is paid “just compensation.”

Two characteristics differentiate an eminent domain condemnation from a market transac-
tion. First, while the market transfer would be voluntary, the transfer under eminent domain
is mandatory—the landowner cannot refuse. Second, the compensation to the landowner in
an eminent domain proceeding is determined not by agreement of both the public and private
parties, but by a judicial determination of a fair price.

Notice that while this approach can effectively eliminate the “holdout” problem and force
the public sector to pay for (and, hence, recognize) the opportunity cost of the land, it will
only be efficient if the conversion is designed to fulfill a legitimate public purpose and the
payment does, in fact, reflect the true opportunity cost of the land. Not surprisingly, both
aspects have come under considerable legal scrutiny.

The eminent domain determination of just compensation typically involves one or more
appraisals of the property provided by disinterested experts who specialize in valuing property.
In the case of residential property, appraisals are commonly based on recent sales of comparable
properties in the area, suitably adjusted to consider the unique characteristics of the parcel
being transferred. Since in reasonable circumstances (e.g., a farm in the family for generations),
this inferred value may not reflect a specific owner’s true valuation,® it is not surprising that
landowners frequently do not agree that the compensation ultimately awarded by this process
is “fair”; appeals are common.

Controversy also is associated with the issue of determining what conversions satisfy the
“public purpose” condition (see Debate 10.2).
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DEBATE 10.2 ™\

What Is a “Public Purpose”?

The U.S. Constitution only allows the eminent domain power to be used to
accomplish a “public purpose.” What exactly is a public purpose?

Although acquiring land for typical facilities, such as parks and jails, is
settled legal terrain, decisions that justify the use of eminent domain to
condemn private neighborhoods to facilitate urban renewal by private
developers are much more controversial.

For example, in Kelo v. City of New London, Conn. 125 S.Ct. 2655 (2005),
the court upheld the development authority’s right to use eminent domain
to acquire parcels of land that it planned to lease to private developers in
exchange for their agreement to develop the land according to the terms of
a development plan.

Those who support this decision point out that large-scale private
developments face many of the same market power obstacles (such as
“holdouts”) faced by the public sector. Furthermore, since large-scale private
developments of this type provide such societal benefits as jobs and increased
taxes to the community, eminent domain is seen as justified to prevent
inefficient barriers that inhibit development.

Opponents suggest that this is merely using governmental power to favor
one set of private landowners (the developers) over others (the current
owners of the land).

From an economic point of view, should publicly regulated private
development such as this be allowed to fulfill the “public purpose” test?
When it is allowed, should the developers be under any special requirements
to assure that public benefits are forthcoming? j

Special Problems in Developing Countries

Insecure Property Rights. In many developing countries, property rights to land are either
informal or nonexistent. In these cases land uses may be determined on a first-come, first-
served basis and the occupiers do not actually hold title to the land. Rather, taking advantage
of poorly defined and/or poorly enforced property rights, they acquire the land simply by
occupying it, not by buying or leasing it. In this case the land is acquired for free, but the
holders run the risk of eviction if someone else ultimately produces an enforceable claim for
the land and mounts a successful action to enforce that claim.

The lack of clear property rights can introduce both efficiency and equity problems. The
efficiency aspect is caused by the fact that a first-come, first-served system of allocating land
affects both the nature of the land use and incentives to preserve its value. Early occupiers of
the land determine the use and, since the land cost them nothing to acquire, the opportunity
cost associated with other potentially more socially valuable uses is never considered. Hence,
low-valued uses could dominate high-valued uses by default. This means, for example,



extremely valuable forests or biologically diverse land could be converted to housing or
agriculture even when other locations might be much more efficient.

Does a first-come, first-served allocation provide incentives to preserve the value of the land
or to degrade it? Because occupiers with firm property rights could sell the land to others, the
ability to resell provides an incentive to preserve its value to achieve the best possible price.
If, on the other hand, any movement off the land causes a loss of all rights to the land, as
would be the case with an occupier who does not hold a land title, those incentives to preserve
the property’s value can be diminished.

This conflict also has an important equity dimension, since the absence of property rights
gives occupiers no legal defense against competing claims. Suppose, for example, that some
indigenous people have sustainably used a piece of land for a very long period of time, but
any implicit property rights they hold are simply unenforceable, because they hold no legal
title to that land. If marketable natural resources are discovered on “their” land, enormous
political pressure will be exerted to evict the occupants, with few protections afforded to their
interests, so the resources can be exploited.

Efficiency mandates that land-use conversion should take place only if the net benefits of
the new use are larger than the net benefits of the old. The traditional means of determining
when that test has been satisfied is to require that the current owners be sufficiently
compensated such that they would voluntarily give up their land. If their rights are not
enforceable and, hence, can simply be ignored, the land can be converted and they can be
involuntarily displaced even when it is efficient to preserve the land in its current use. With
formal enforceable property rights, current users could legally defend their interests. The
questionable enforceability of informal rights would make current users holding those rights
much more vulnerable.

The Poverty Problem. In many developing countries, poverty may constrain choices to the
extent that degradation of the land can dominate sustainable use, simply as a matter of
survival. Even when the present value of sustainable choices is higher, a lack of income or
other assets may preclude taking advantage of the opportunity.

As Barbier (1997) points out, poor rural households in developing countries generally only
have land and unskilled labor as their principal assets, and thus few human, financial, or
physical capital assets. The unfortunate consequence of this situation is that poor households
with limited holdings often face important labor, land, and cash constraints on their ability
to invest in land improvements. Barbier relates the results of a study he conducted with
Burgess in Malawi:

In Malawi female-headed households make up a large percentage (42 percent) of the
“core-poor” households. They typically cultivate very small plots of land (<0.5 ha) and
are often marginalized onto the less fertile soils and steeper slopes . . . They are often
unable to finance agricultural inputs such as fertilizer, to rotate annual crops, to use
“green manure” crops or to undertake soil and water conservation. As a result, poorer
female headed households generally face declining soil fertility and crop yields, further
exacerbating their poverty and increasing their dependence upon the land.

This degradation of land, due to inadequate investment in maintaining it, can cause farmers
to migrate from that degraded land to other marginal land, only to have that land suffer the
same fate. For similar reasons, poverty can exacerbate tropical deforestation, promote
overgrazing, and hasten the inefficient conversion of land to agriculture.
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Innovative Market-Based Policy Remedies

The previous section identifies a number of sources of market and public sector failure in the
allocation of land to its various uses. One way to deal with those failures is to establish some
kind of complementary role between the economy and the government. If the policy remedies
are to be efficient, however, they must be able to rectify the failures without introducing a new
set of inefficiencies—no small task, as we shall see.

Establishing Property Rights

Merely establishing enforceable property rights can rectify some market inefficiencies, but the
circumstances must be right for the outcome to be efficient. In an early, highly influential
article, Harold Demsetz (1967) pointed out that the efficient system of property rights tends
to evolve over time in the face of changing circumstances.

The establishment of formal property rights systems can mitigate or avoid the problems of
overexploitation that can occur when land is merely allocated on a first-come, first-served
basis, but establishing a legally enforceable system of private property rights is a costly
venture. In cases where land uses are relatively homogeneous and the land is abundant relative
to the demand for it, any inefficiency associated with the absence of property rights could well
be smaller than the significant cost associated with establishing a property rights system.
As societies mature and the demand for and value of land increases, however, a point will
normally be reached when the inefficiencies associated with the absence of a property rights
system become so large that bearing the additional administrative costs of establishing it
become justified. By establishing secure, enforceable, transferable claims, adequate property
rights systems can encourage both efficient transfer and efficient maintenance of the value of
the property, since in both cases the seller would benefit directly. In the absence of the specific
circumstances giving rise to the inefficiencies noted in this chapter, establishing secure property
rights can cause private and social incentives to coincide.

Transferable Development Rights

Owners of land that efficiency suggests should be preserved are typically opposed to zoning
ordinances designed to promote preservation because (as noted in Debate 10.1) they bear the
costs of preservation while society as a whole reaps the benefits. One approach, transferable
development rights (TDR), changes that dynamic.

TDR programs are a method for shifting residential development from one portion of a
community to another without putting all of the costs on the owner of the land designated
for preservation. Local units of government identify sending areas (areas where development
is to be prohibited or discouraged) and receiving areas (areas where development is to be
encouraged).

Landowners in sending areas are allocated development rights based on criteria identified
in adopted plans. Generally, the allocation depends upon the number and quality of developable
sites available on their property.

Landowners seeking to develop in a receiving area must first buy a certain amount of
development rights from landowners in a sending area. In principle, the revenue from selling
these rights compensates the sending area owners for their inability to develop their land and,
hence, makes them more likely to support the restrictions.” It seeks to preserve land without
burdening either the public budget or the owners of the preserved land (see Example 10.1).
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Controlling Land Development with TDRs

How transferable development rights (TDRs) work in practice can be illustrated with
an example. The New Jersey Pinelands is a largely undeveloped, marshy area in the
southeastern part of the state encompassing approximately 1 million acres. This area
provides habitat for several endangered species. In an effort to direct development to the
least environmentally sensitive areas, the Pinelands Development Commission created
Pineland Development Credits (PDCs), a form of transferable development rights.
Landowners in environmentally sensitive areas received 1 PDC in exchange for every
39 acres of existing preserved farmland, 1 PDC for every 39 acres of preserved upland,
and 0.2 PDC for every 39 acres of wetlands. To create a demand for these credits,
developers seeking to increase the standard density on land in the receiving area, which
is specifically zoned for development, were required to acquire 1 PDC for every 4 units
of density increase. The price of credits was set by the market.
To assure that the market would be vigorous enough, the commission also established
a Pinelands Development Credit Bank to act as a purchaser of last resort for PDCs at
the statutory price of $10,000 per credit. In 1990 the bank auctioned its inventory at the
price of $20,200 per PDC. By 1997 developers had used well over 100 PDCs. As of
2015 the average price per PDC was $8,326.00.
Source: Anderson, R. C., & Lohof, A. Q. (1997). The United States Experience with Economic
Incentives in Environmental Pollution Control Policy. Washington, D.C.: Environmental Law Institute;

New Jersey Pinelands Development Commission website, www.state.nj.us/pinelands/pdcbank/
(accessed October 13, 2016).

N\

Grazing Rights

In the United States farmers and ranchers have been allowed to graze their livestock on public
lands since the early 1900s. The Taylor Grazing Act of 1934 attempted to prevent overgrazing
by assuring that the amount of grazing was consistent with the carrying capacity of the land.®

The law set up a system that involved the issuance of grazing permits to farmers and/or
ranchers. Each permit authorized a certain amount of livestock to be grazed on a specific piece
of land for a specified period of time. The permits are denominated in animal unit months
(AUM). An AUM is the amount of feed or forage required to maintain one animal unit (e.g.,
a 1000 Ib cow and calf) for one month. The number of issued permits is based upon the
carrying capacity of the land (in terms of available forage). A grazing fee is charged for each
AUM to help to fund the program.

Conservation Easements

One popular approach to preserving land is known as a conservation easement. A conservation
easement is a legal agreement between a landowner and private or public agency that limits
uses of the land in perpetuity in order to protect its conservation values.

Once created, conservation easements can be either sold or donated. If a donation benefits
the public by permanently preserving important resources and meets other federal tax code
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requirements, it can qualify as a charitable tax deduction. The tax-deductible amount is the
difference between the land’s value with or without the easement.

From an economic point of view, a conservation easement allows the bundle of rights
associated with land ownership to be treated as separable, transferable units. Separating out
the development rights and allowing them to flow to the highest-valued use (conservation in
this case) may allow the value of the entire bundle of rights for the land to be increased, while
simultaneously preserving the land. The value of the bundle of unseparated entitlements
would only be maximized if the owner of the property happened to be the one who placed
the highest value on each and every entitlement—an unlikely possibility.

Suppose, for example, a landowner wants to continue to harvest timber from her land, but
does not want to convert it to housing. In the absence of a conservation easement, the owner
is likely to face property taxes on the land that are based on highest-valued use (development)
rather than its current use (timber harvest). If, however, the owner executes an agreement with
a public or private entity that can legally administer a conservation easement, property taxes
will fall (since the assessed value is now lower), and she will either get a substantial income
tax break (in the case of a charitable donation of the easement) or the revenue (in
the case of a sale of the easement). Meanwhile, the land is protected in perpetuity from
development, and the current owner can use the land for all purposes except those explicitly
precluded by the easement agreement.

Conservation easements have much to recommend them. Since they are voluntary
transactions, no one is forced to part with the development rights; consent is required for any
transfer. This approach also allows land to be protected from unwanted uses much more
cheaply than would be possible if the only option for protection were to purchase the land
itself, rather than just specific rights contained in the easement.

Easements, however, can also introduce problems. Land uses affected by the conservation
easement must be monitored to ensure that the terms of the agreement continue to be upheld
and, if they are not, to bear the costs of a legal action to enforce compliance with the agreement.
These legal actions are not cheap. In addition, the perpetual nature of conservation easements
could become a problem if and when, in the far distant future, development becomes the
efficient use.

Land Trusts

What kinds of entities can take on the monitoring and enforcement burdens associated with
assuring compliance with the easement agreement, keeping in mind that these duties may last
forever? In some cases government performs this role, but, increasingly, legal entities, known
as conservation land trusts, have been created for this purpose. A conservation land trust is a
nonprofit organization that, as all or part of its mission, actively works to conserve land using
a variety of means. It can purchase land for permanent protection or accept donations or
bequests of either land or easements. Because they are organized as charitable organizations
under federal tax laws, donations of easements or land to a land trust can entitle the donor
to a charitable deduction on their income tax.

Development Impact Fees

Development impact fees are charges imposed on a developer to offset the additional public-
service costs of new development. Normally applied at the time a developer receives a building
permit, the revenues are dedicated to funding the additional services, such as water and sewer
systems, roads, schools, libraries, and parks and recreation facilities, made necessary by the



presence of new residents in the development. Since the costs arising from those fees are
presumably passed on to those buying houses in the development, in principle they protect
against the public infrastructure problem by internalizing the costs of extending services
beyond the current service area. Internalizing that externality restores the incentives associated
with choosing the location of residential development and reduces one distortion that could
otherwise promote inefficient leapfrogging and sprawl.

Property Tax Adjustments

Several states offer programs to discount property taxes as a means to protect a socially
desired current use, particularly when undiscounted taxes are seen as an inefficient bias against
that use. When property taxes are based upon market value, rather than current use, the tax
structure can put pressure on the owner to convert the land. This would be particularly true
if the current activities are land intensive (farming or a preserved forest, for example) and the
land could be sold for a new residential development. This pressure can be inefficient to
the extent that it ignores all the positive externalities.

Under schemes to try to counteract this tax bias, eligible property owners seen as conferring
uncompensated external benefits on the community are offered specified reductions in their
assessed value. Programs are typically available to the property owner through an application
process run by the local municipality. Certain criteria must be met for each program in order
for a parcel of land to be eligible and any future changes in the eligibility of the land enrolled
in this tax relief program are subject to disqualification and a penalty.’

Summary

Land is an important environmental resource not only in its own right, but also as a
complement to many related ecosystems. By providing habitat for wildlife, recharge areas for
aquifers, and the foundation for such land-intensive activities as forestry and agriculture,
the allocation of land lies at the core of a harmonious relationship between humans and the
environment.

The market, which tends to allocate land to the use that maximizes its value, supports land
conversion as the relative values of the various land uses change. For example, in the United
States the amount of land allocated to agriculture has declined over time, while the allocations
within types of agriculture have changed as well. In particular, relatively more agricultural land
is now dedicated to the production of fuel (ethanol), due to a policy mandate, and more has
been allocated to certified organic farms due to the price premium their produce can command.

While in principle the market allocates land to its highest and best use, in practice several
attributes of land and the allocation process can result in inefficient, unsustainable, and/or
unjust outcomes. Sources of these problems include not only market problems such as poorly
specified property rights, market power, and externalities, but also public sector problems
associated with inefficient tax and user fee structures. Furthermore, by constraining choices,
poverty can also lead to both inefficient and unfair allocations of land.

A number of policy instruments, some quite novel, are available to counteract some of
these socially undesirable outcomes. They include the formalization of property rights to
protect users from intrusion, transferable development rights, conservation easements, and
land trusts to both reduce the cost and increase the likelihood that efficient preservation can
take place. In terms of the public sector, policy options include changes in property tax
structures and development impact fees to eliminate inefficient incentives, thereby promoting
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efficient land-use decisions. While this collection of policy options can correct some of the
imbalances in the land-allocation system, most represent, at best, a movement in the right
direction, not the full restoration of efficiency or sustainability.

Discussion Question

Air pollution officials in California’s Central Valley have opened a new front in the war
against urban sprawl, and regulators and environmental advocates throughout the state
are watching closely. Starting in March 2006, the San Joaquin Valley Air Pollution
Control District in California became the first regulatory body in the country to impose
fees on new residential and commercial development specifically focused on reducing air
pollution. Critics argue that this is an ineffective way to control pollution and will mainly
drive up housing prices, making housing less affordable for the poor. Is this policy a good
idea? (For more details on this program see www.valleyair.org/ISR/ISRHome.)

Self-Test Exercises

Suppose a city finds that its express highways into the city are congested and is considering
two remedies: (1) imposing a congestion charge on all users of its expressways during the
peak periods and (2) adding a couple of lanes to the existing expressways. Would these
be expected to have the same effects on residential land use? Why or why not?

With respect to strategies used by land conservation groups to preserve land, conservation
easements seem to be expanding more rapidly than buying land for preservation. In what
respect might conservation easements be relatively more attractive to land conservation
groups than acquiring land outright? What is the economic incentive for landowners to
donate land or conservation easements to the conservation organizations?

Suppose a state was trying to decide whether to fund primary and secondary education
with either a property tax or an income tax. What implications might this choice have
for land use in the state?

Changing demographics can also effect changes in land use. In the United States, the
proportion of the population in the 65-and-older age bracket is growing. What effects
might this have on the location and the nature of the residential housing stock?

In the United States, the production of ethanol fuel from corn is subsidized. Use bid
rent function analysis to suggest what effects this subsidy might be expected to have on
land use.

Increasingly sophisticated communications technology is allowing more people to work
at home. What effect do you think this might have on land-use patterns, specifically the
density of residential development?

Notes

ENNOVY ]

For our purposes in this thought experiment, wilderness is a large, uncultivated tract of land
that has been left in its natural state.

For an economic analysis of the magnitude of this impact, see Herriges et al. (20035).

For evidence on the empirical relevance of this point, see McConnell et al. (2006a).

Note that the aesthetic value from open space is a public good. In many, if not most, cases,
exclusion is either impossible or impractical (perhaps simply too expensive) and the benefits
from the view are indivisible.



5 Although we are focusing here on a public-sector action, the same logic would apply to a
developer trying to buy several pieces of land to build a new large development. One of the
potential sellers could hold out for an inflated price, recognizing that their parcel was necessary
for the development to go forward, but only the public sector is entitled to condemn property
by eminent domain. For this reason private developers try to get local governments to act on
their behalf. See Debate 10.2.

6 In this case, “true valuation” means a price that would have been accepted in a voluntary
transaction in the absence of monopoly considerations.

7  For an analysis of how a program in Calvert County, Maryland, has worked, see McConnell
et al. (2006).

8 Bureau of Land Management’s Grazing Rights website. Retrieved from www.blm.gov/or/
resources/rangelands/index.php

9 In the farmland program, for example, if the property no longer qualifies as a farmland tract,
then the assessed penalty would be an amount equal to the taxes that would have been paid in
the last 5 years if it had not been in farmland, less the taxes that were originally assessed, plus
any interest on that balance.
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Chapter 11

Storable, Renewable Resources

Forests

There is nothing more difficult to carry out, nor more doubtful of success, nor more
dangerous to handle, than to initiate a new order of things. For the reformer has enemies
in all who profit by the old order, and only lukewarm defenders in all those who would
profit from the new order. The lukewarmness arises partly from fear of their adversaries
who have law in their favor; and partly from the incredulity of mankind, who do not truly
believe in anything new until they have had actual experience of it.

—Niccolo Machiavelli, The Prince (1513)

Introduction

Forests provide a variety of products and services. The raw materials for housing, wood
products, and paper are extracted from the forest. In many parts of the world, wood is an
important fuel. Trees cleanse the air by absorbing carbon dioxide and adding oxygen. Forests
provide shelter and sanctuary for wildlife and they play an important role in maintaining the
watersheds that supply much of our drinking water.

Although the contributions that trees make to our everyday life are easy to overlook, even
the most rudimentary calculations indicate their significance. Almost one-third of the land
in the United States is covered by forests, the largest category of land use with the exception
of pasture and grazing land. As an example of a heavily forested state, 95 percent of Maine’s
land area is covered by forest. In 2015 the comparable figure for the world was 30.8 percent.

Managing these forests is no easy task. In contrast to crops such as cereal grains, which
are planted and harvested on an annual cycle, trees mature very slowly. The manager must
decide not only how to maximize yields on a given amount of land but also when to harvest
and whether to replant. In addition, a delicate balance must be established among the various
possible uses of forests. Since harvesting the resource diminishes other values (such as
protecting the aesthetic value of forested vistas or providing habitat for shade-loving species),
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establishing the proper balance requires some means of comparing the value of potentially
conflicting uses. The efficiency criterion is one obvious method.

One serious problem, deforestation, has intensified climate change, decreased biodiversity,
caused agricultural productivity to decline, increased soil erosion and desertification, and
precipitated the decline of traditional cultures of people indigenous to the forests. Instead
of forests being used on a sustainable basis to provide for the needs of both current and
subsequent generations, some forests are being “cashed in.” Current forestry practices may
be violating both the sustainability and efficiency criteria." How serious is the problem and
what can be done about it?

In the remainder of this chapter, we shall explore how economics can be combined with
forest ecology to assist in efficiently managing this important resource. We begin by char-
acterizing what is meant by an efficient allocation of the forest resource when the value of the
harvested timber is the only concern. Starting simply, we first model the efficient decision
to cut a single stand or cluster of trees with a common age by superimposing economic
considerations on a biological model of tree growth. This model is then refined to demonstrate
how the multiple values of the forest resource should influence the harvesting decision and
how the problem is altered if planning takes place over an infinite horizon, with forests being
harvested and replanted in a continual sequence. Turning to matters of institutional adequacy,
we shall then examine the inefficiencies that have resulted or can be expected to result from
both public and private management decisions, and consider strategies for restoring efficiency.

Characterizing Forest Harvesting Decisions

Special Attributes of the Timber Resource

While timber shares many characteristics with other living resources, it also has some unique
aspects. Timber shares with many other animate resources the characteristic that it is both an
output and a capital good. Trees, when harvested, provide a saleable commodity, but left
standing they are a capital good, providing for increased growth the following year. Each year,
the forest manager must decide whether or not to harvest a particular stand of trees or to wait
for the additional growth. In contrast to many other living resources, however, the time period
between initial investment (planting) and recovery of that investment (harvesting) is especially
long. Intervals of 25 years or more are common in forestry, but not in many other industries.
Finally, forestry is subject to an unusually large variety of externalities, which are associated
with either the standing timber or the act of harvesting timber. These externalities not only
make it difficult to define the efficient allocation, but they also play havoc with incentives,
making efficient management harder for institutions to achieve.

The Biological Dimension

Tree growth is conventionally measured on a volume basis, typically cubic feet, on a particular
site. This measurement is taken of the stems, exclusive of bark and limbs, between the stump
and a 4-inch top. For larger trees, the stump is 24 inches from the ground. Only standing trees
are measured; those toppled by wind or age are not included. In this sense, the volume is
measured in net, rather than gross, terms.

Based on this measurement of volume, the data reveal that tree stands go through distinct
growth phases. Initially, when the trees are very young, growth is rather slow in volume terms,
though the tree may experience a considerable increase in height. A period of sustained, rapid



growth follows, with volume increasing considerably. Finally, slower growth sets in as the
stand fully matures, until growth stops or decline sets in.

The actual growth of a stand of trees depends on many factors, including the weather, the
fertility of the soil, susceptibility to insects or disease, the type of tree, the amount of care
devoted to the trees, and vulnerability to forest fire or air pollution. Thus, tree growth can
vary considerably from stand to stand. Some of these growth-enhancing or growth-retarding
factors are under the influence of foresters; others are not.

Abstracting from these differences, it is possible to develop a hypothetical but realistic
biological model of the growth of a stand of trees. Our model, as shown in Figure 11.1, is
based on the growth of a stand of Douglas fir trees in the Pacific Northwest.? Notice that the
figure is consistent with the growth phases listed above, following an early period of limited
growth in its middle ages, with growth ceasing after 135 years.

The Economics of Forest Harvesting

When should this stand be harvested? From the definition of efficiency, the optimal harvest
time (age) would maximize the present value of the net benefits from the wood. The size of
the net benefits from the wood depends on whether the land will be perpetually committed
to forestry or left to natural processes after harvest. For our first model, we shall assume that
the stand will be harvested once and the land will be left as is following the harvest. We also
shall assume that neither the price (assumed to be $1 per cubic meter) nor the harvesting costs
($0.30 per cubic meter) vary with time. The cost of planting or replanting this forest is
assumed to be $1,000. This model illustrates how the economic principles of forestry can be
applied to the simplest case, while providing the background necessary to move to more
complicated and more realistic examples.

Planting costs and harvesting costs differ in one significant way—the time at which they
are borne. Planting costs are borne immediately, while harvesting costs are borne at the time

Volume
(cubic
feet)
DD 514 freeesrrerenerutttitiiitii e -
Years
0 135
[Figure 11.1 Model of Tree Growth in a Stand of Douglas Fir ]
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of harvest. In a present-value calculation, harvesting costs are discounted because they are
paid in the future, whereas planting costs are not discounted because they are paid immediately.

Having specified these aspects of the model, it is now possible to calculate the present value
of net benefits that would be derived from harvesting this stand at various ages (see Table 11.1).
The net benefits are calculated by subtracting the present value of costs from the present value
of the timber at the chosen age of harvest. Three different discount rates are used to illustrate
the influence of discounting on the harvesting decision. The undiscounted calculations (r = 0.0)
simply indicate the actual values that would prevail at each age, while the positive discount
rate takes the time value of money into account.

Some interesting conclusions can be gleaned from Table 11.1. First, discounting shortens
the timing of the efficient harvest. Notice that the maximum undiscounted net benefits occur
at an age of 135 years, when the volume is maximized. However, when a discount rate of only
0.02 is used, the maximum net benefits occur at an age of 68 years, roughly half the age of
the undiscounted case.

Second, under these specific assumptions, the optimal harvest age is insensitive to changing
the magnitude of the planting and harvesting costs. You can see this by comparing the age
that yields the maximum value in the “value of timber” row and age that yields the maximum
value in the “net benefit” row. Notice that, for all discount rates, these two maxima occur at
the same age. Even if both types of costs were zero, the optimal harvesting age would not be
affected. The age that maximizes the value of the timber remains the same.

Third, with high enough discount rates, replanting may not be efficient. Note that with
7 = 0.04, the present value of net benefits is uniformly negative due to the assumed $1,000
planting cost. The harvest age that maximizes the present value of net benefits from a standing
forest in this case would occur when the trees were about 40 years old, but the present value
of costs of replanting would exceed the present value of the benefits so it would not be efficient
to replant the harvested forest.

Higher discount rates imply younger harvesting ages because they are less tolerant of the
slow timber growth that occurs as the stand reaches maturity. The use of a positive discount
rate implies a direct comparison between the increase in the value of nonharvested timber (the
opportunity cost of harvest) and the increase in value that would occur if the forest were
harvested and the money from the sale invested at rate 7. In the undiscounted case, using an
r of zero implies that the opportunity cost of capital is zero, so it pays to leave the money
invested in trees as long as some growth is occurring. As long as r is positive, however, the
trees will be harvested as soon as the growth rate declines sufficiently that more will be earned
by harvesting the trees and putting the proceeds in higher-yielding financial investments (in
other words, when g, the growth rate in the volume of wood, becomes less than 7 (the interest
earned on the invested revenue received from the harvest).

The fact that neither harvesting nor planting costs affect the harvesting period in this model
is easy to explain. Because they are paid immediately, the present value of planting costs is
equal to the actual expenditure; it does not vary with the age at which the stand is harvested.
Essentially, a constant is being subtracted from the value of timber at every age so it does not
change the age at which the maximum occurs; it only affects the present value received from
that harvest.

Harvesting costs do not affect the age of harvest for a different reason. Since total harvesting
costs are assumed proportional to the amount of timber harvested ($0.30 for each cubic foot),
neither the price nor the marginal cost of a cubic foot of wood varies with age; they are also
constants. In the case of our numerical example, this constant net value before discounting is
$0.70 (the $1 price minus the $0.30 marginal harvest cost). Regardless of the numerical value
assigned to the marginal cost of harvesting, this net value before discounting is a constant that
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is multiplied by the volume of timber at each age divided by (1 + r)'. It merely raises or lowers
the net benefits curve; it does not change its shape, including the location of the maximum point.
Therefore, net benefits will be maximized at the same age of the stand, regardless of the value
of the marginal harvesting cost, as long as marginal harvesting cost is less than the price received;
a rise in the marginal cost of harvesting will not affect the optimal age of harvest. (What is the
optimal harvesting strategy if the marginal cost of harvesting is larger than the price?)

What effect could policy have on the harvesting age? Consider the effect of a $0.20 tax
levied on each cubic foot of wood harvested in this simple model. Since this tax would raise
the after-tax marginal cost of harvesting from $0.30 per cubic foot to $0.50 per cubic foot, it
would have the same effect as a rise in harvesting cost. As we have already demonstrated, this
implies that the tax would leave the optimal harvesting age unchanged, but it would lower
the after-tax revenue received from that harvest.

The final conclusion that can be drawn from this numerical example relates to the
interaction between discount rates and planting costs on the decision to replant. When high
discount rates combine with high replanting costs, planting trees for commercial harvest
would be less likely to yield positive net benefits than would be the case with lower discount
rates. (Notice, for example, in Table 11.1, that replanting would be economically desirable
only for discount rates lower than r = 0.04.) With high discount rates, tree growth is simply
too slow to justify the planting expense; profit-maximizing foresters would favor cutting down
an existing forest, but not replanting it.

Extending the Basic Model

This basic model is somewhat unrealistic in several respects. For one, it considers the harvest
as a single event rather than a part of an infinite sequence of harvesting and replanting.
Typically in the infinite planning horizon model, harvested lands are restocked and the
sequence starts over again in a never-ending cycle.

At first glance, it may appear that this is really no different from the case just considered.
After all, can’t one merely use this model to characterize the efficient interval between planting
and harvest for each period? The mathematics tells us (Bowes & Krutilla, 1985) that this is
not the correct way to think about the problem, and with a bit of reflection it is not difficult
to see why.

The single-harvest model we developed would be appropriate for an infinite planning
period if and only if all periods were independent (meaning that decisions in any period would
be unaffected by anything that went on in the other periods). If interdependencies exist among
time periods, however, the harvesting decision must reflect those interdependencies.

Interdependencies do exist. The decision to delay a harvest imposes an additional cost in
an infinite planning model that has no counterpart in our single-harvest model—the cost of
delaying the onset of the next planting and harvesting cycle. In our single-harvest model, the
optimum age to harvest occurs when the marginal benefit of an additional year’s growth
equals the marginal opportunity cost of capital. In other words, when the capital gains from
letting the trees grow another year become equal to the return that could be obtained from
harvesting the trees and investing the gains, the stand is harvested. In the infinite-planning
horizon case, the opportunity cost of delaying the next cycle, which has no counterpart in the
single-stand model, must also be covered by the gain in tree growth.

The effect of including the opportunity cost of delay in an infinite horizon model can be
rather profound. Assuming that all other aspects of the problem (such as planting and
harvesting costs, discount rate, growth function, and price) are the same, the optimal time to
harvest (called the optimal rotation in the infinite-planning case) is shorter in the



infinite-planning case than in the single-harvest case. This follows directly from the existence
of the opportunity cost of delaying the next harvest. The efficient forester would harvest at
an earlier age when he or she is planning to replant the same area than when the plot will be
left inactive after the harvest.

This more complicated model also yields some other conclusions different from those in
our original model, a valuable reminder of a point made in Chapter 1—conclusions flow from
a specific view of the world and are valid only to the extent that it captures the essence of a
problem.

Consider, for example, the effect of a rise in planting costs. In our single-harvest model,
this rise would have no effect on the optimal harvest age. In the infinite-horizon case, the
optimal rotation is affected because higher planting costs reduce the marginal opportunity
cost of delaying the cycle; fewer net benefits are lost by delaying the cycle, compared to the
case with lower planting costs. As a result, the optimal rotation (the time between planting
and harvesting that crop) would increase as planting costs increase. A similar result would be
obtained when harvesting costs are increased. The optimal rotation period would be lengthened
in that case as well. (Can you see why?)

Since increased harvesting costs in the infinite-horizon model lengthen the optimal rotation
period, a per-unit tax on harvested timber would also lengthen the optimal rotation period in
this model. Furthermore, lengthening the rotation period implies that the harvested trees
would be somewhat older and, therefore, each harvest would involve a somewhat larger
volume of wood.

Another limitation of our basic model lies in its assumption of a constant relative price for
the wood over time. In fact, the relative prices of timber have been rising over time. Introducing
relative prices for timber that rise at a constant rate in the infinite-horizon model causes
the optimal rotation period to increase relative to the fixed-price case. In essence, prices that
are rising at a fixed rate act to offset (i.e., diminish) the effect of discounting. Since we have
already established that lower discount rates imply longer rotation periods, it immediately
follows that rising prices also lead to longer efficient rotation periods.

A final issue with the models as elaborated so far is that they all are concerned solely with
the sale of timber as a product. In fact, forests serve several other purposes as well, such as
providing habitat for wildlife, supplying recreational opportunities, and stabilizing watersheds.
For these uses, additional benefits accrue to the standing timber that are lost or diminished
when the stand is harvested.

It is possible to incorporate these benefits into our model to demonstrate the effect they
would have on the efficient rotation. Suppose that the amenity benefits conveyed by a standing
forest are positively related to the age of the forest. In the infinite-horizon case, the optimal
rotation would once again occur when the marginal benefit of delay equaled the marginal cost
of delay. When amenity values are considered, the marginal benefit of delay (which includes
having these amenity values for another year) would be higher than in the models where
amenity benefits are not considered. For this reason, considering amenity benefits would
lengthen the optimal rotation. If the amenity benefits are sufficiently large, it may even be
efficient to leave the forest as a wilderness area and never harvest it.

Sources of Inefficiency

The previous section considered the nature of the harvesting decision. In this section, we shall
discover sources of inefficiency in that decision. These inefficiencies have the effect of biasing
profit-maximizing decisions toward excessive rates of deforestation.
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Perverse Incentives for the Landowner

Profit maximization does not produce efficient outcomes when the pattern of incentives facing
decision makers is perverse. Forestry provides an unfortunately large number of situations in
which perverse incentives produce very inefficient and unsustainable outcomes.

Privately owned forests are a significant force all over the world, but in some countries,
such as the United States, they are the dominant force. As described next, private forest
decisions are plagued by external costs of various types. Providing a sustainable flow of wood
fiber is not the sole social purpose of the forest. When the act of harvesting timber imposes
costs on other valued aspects of the forest (e.g., watershed maintenance, prevention of soil
erosion, and protection of biodiversity), these costs are not borne by the decision maker; these
amenity costs normally will not be adequately considered in profit-maximizing decisions.

The fact that the value of the standing forest as wildlife habitat or as a key element in the
local ecosystem is an external cost of harvesting, which can lead to inefficient decisions that
threaten biodiversity. Failure to recognize all of the social values of the standing forest provides
an incentive not only to harvest an inefficiently large amount of timber in working forests,
but also to harvest timber even when preservation is the efficient alternative. For example, the
controversy that erupted in the Pacific Northwest of the United States between environmentalists
concerned with protecting the habitat of the northern spotted owl and loggers can, in part,
be explained by the different perspectives these two groups bring to habitat destruction.
Loggers treat the loss of the northern spotted owl as an external cost; environmentalists treat
the loss of timber harvest that results from habitat protection as an external cost.

Government policies can also create perverse incentives for landowners. Historically, the
rapid rate of deforestation in the Amazon, for example, was promoted in part by the Brazilian
government. When the Brazilian government reduced taxes on income derived from cattle
ranching, this change made it profitable to cut down forests and convert the land to ranching.
This system of taxation encouraged higher-than-efficient rates of conversion of land from
forests to pasture (applying the model in Chapter 10) and subsidized an activity that, in the
absence of tax discrimination, would not normally have been economically viable. In essence,
Brazilian taxpayers were unknowingly subsidizing deforestation and thereby depreciating the
value of their natural capital stock.

The Brazilian system of property rights over land also played a role in the early history of
deforestation. Acquiring the rights to land simply by occupying it had been formally recognized
since 1850. A “squatter” acquired a usufruct right (the right to continue using the land) by
(1) living on a plot of unclaimed public land and (2) using it “effectively” for the required
period of time. If these two conditions were met for 5 years, the squatter acquired ownership
of the land, including the right to transfer it to others. A claimant received a title for an
amount of land up to three times the amount cleared of forest. Notice the incentives that this
system of property rights created. The more deforestation accomplished by the squatter, the
larger the amount of land he or she acquired. In effect, landless peasants could only acquire
land by engaging in deforestation; due to this policy, the marginal benefits from clearing land
were artificially high.

In recognition of the consequences of these perverse incentives, government policies no
longer encourage deforestation by requiring that land be cleared for ownership and the
practice of subsidizing cattle has also been abandoned. However, resettlement programs have
also promoted the expansion of paved roads, ports, waterways, railways, and hydroelectric
power plants into the heavily forested central Amazonia region. All of these government
policies radically changed the value of land uses that were competing with preserved forest
(remember Chapter 10), and the result was deforestation.



As a result of the resettlement program, many migrants engage in agriculture. Studying the
decisions made by these farmers, Caviglia-Harris (2004) found that, as the land conversion
model would suggest, the degree to which these farmers contribute to deforestation is impacted
by market conditions as well as government policies. Market forces not only affect incentives
to expand the scale of operations but also affect incentives to choose particular forms of
agriculture. For example, her empirical results show that cattle ownership by migrants
significantly increases the percentage of deforestation. Therefore, as the market for cattle and
its related products—milk and meat—advanced, deforestation levels also increased.

Even natural conditions such as rainfall affect land conversion since they affect the profit-
ability of agriculture. Chomitz and Thomas (2003), for example, found that the probability
that land in Amazonia was used for agriculture or intensively stocked with cattle declined
markedly with increasing rainfall, other things equal. This point is significant since it suggests
that, due to its prevailing high humidity, western Amazonia may be less suitable for agricultural
development and therefore could be less vulnerable to the threat posed by the conversion of
forested land into agriculture.

In the Far East and in the United States, perverse incentives also take another form. Logging
is the major source of deforestation in both regions. Why wouldn’t loggers act efficiently? One
reason, as noted, is the fact that many amenity values of the standing forest are external to
loggers and hence do not play much, if any, role in their decision making.

Another source of inefficiency can be found in the concession agreements, which define the
terms under which public forests can be harvested. To loggers, harvesting existing forests has
a substantial advantage over planting new forests: old growth can be harvested immediately
for profit. By virtue of the commercial value of larger, older trees, considerable economic rent
(called stumpage value in the industry) is associated with a standing forest.

In principle, governments have a variety of policy instruments at their disposal to capture
this rent from the concessionaires, but they have typically given out the concessions to harvest
this timber without capturing anywhere near all of the rent.? As a result, the cost of harvesting
is artificially reduced and loggers can afford to harvest much more forest than is efficient. The
failure of government to capture this rent also means that the wealth tied up in these forests
has typically gone to a few, now-wealthy individuals and corporations rather than to the
government to be used for the alleviation of poverty or other worthy social objectives.

The failure to capture the rent from concession agreements is not the only problem. Other
contractual terms in these concession agreements have a role to play as well. Because forest
concessions are typically awarded for limited terms, concession holders have little incentive
to replant, to exercise care in their logging procedures, or even to conserve younger trees until
they reach the efficient harvest age. The future value of the forest will not be theirs to capture.
The resulting logging practices can destroy much of the younger stock by (1) the construction
of access roads, (2) the felling and dragging of the trees, and (3) the elimination of the
protective canopy. Although sustainable forestry would be possible for many of these nations,
limited-term concession agreements make it unlikely.*

Finally, deforestation can result from illegal activities. The first, illegal harvesting, is the
most obvious. Illegal harvesters have no incentive to protect future values and act as if their
discount rate were infinite!

Other illegal connections, such as narco-deforestation, are less obvious. According to the
authors of one study’® the problem is not the cultivation of the coca plant—which is processed
into cocaine, but rather it results from people throughout the spectrum of the drug trade
purchasing enormous amounts of land to launder their illegal profits. They estimate that
cocaine trafficking may account for up to 30 percent of the total forest loss in Honduras,
Guatemala, and Nicaragua over the past decade. A total of 30 to 60 percent of the forest
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losses occurred within nationally and internationally designated protected areas, threatening
conservation efforts to maintain forest carbon sinks and ecological services.

The list of losers from inefficient forestry practices frequently includes indigenous peoples
who have lived in and derived their livelihood from these forests for a very long time. As the
loggers and squatters push deeper and deeper into forests, the indigenous people, who lack
the power to stem the tide, are forced to relocate further away from their traditional lands.

Perverse Incentives for Nations

Another source of deforestation involves external costs that transcend national borders. While
it is reasonable to expect individual nations to take action to correct externalities that lie
entirely within their borders, it is unrealistic to expect national policy to solve the transborder
problem. Some international action would normally be necessary to restore efficiency in these
cases.

Biodiversity. Due to species extinction, the diversity of the forms of life that inhabit the planet
is diminishing at an unprecedented rate. And the extinction of species is, of course, an
irreversible process. Deforestation, particularly the destruction of the tropical rain forests, is
a major source of species extinction because it destroys the most biologically active habitats.
In particular, Amazonia has been characterized by Norman Myers, the British environmentalist,
as the “single richest region of the tropical biome.” The quantity of bird, fish, plant, and insect
life that is unique to that region is unmatched anywhere else on the planet.

One of the tragic ironies of the situation is that these extinctions are occurring at precisely
the moment in history when we would be most able to take advantage of the gene pool this
biodiversity represents. Modern techniques now make it possible to transplant desirable genes
from one species into another, creating species with new characteristics, such as enhanced
disease resistance or pest resistance. But the gene pool must be diverse to serve as a source of
donor genes. Tropical forests have already contributed genetic material to increase disease
resistance of cash crops, such as coffee and cocoa, and have been the source of some entirely
new foods. Approximately one-quarter of all prescription drugs have been derived from sub-
stances found in tropical plants. Future discoveries, however, are threatened by deforestation’s
deleterious effects.

Climate Change. Deforestation also contributes to climate change. Since trees absorb CO,,
a major greenhouse gas, deforestation eliminates a potentially significant means of ameliorating
the rise in CO, in the atmosphere. Furthermore, burning trees, an activity commonly associated
with agricultural land clearing, adds CO, to the air, by liberating the carbon sequestered
within the trees.

Why is deforestation occurring so rapidly when the benefits conferred by a standing forest
are so significant by virtually anyone’s reckoning? Understanding the role of externalities
provides the key to resolving this paradox. Both the climate change and biodiversity benefits
are largely external to both the private harvester and to the nation containing the forest, while
the costs of preventing deforestation are largely internal. The loss of biodiversity precipitated
by deforestation is perhaps most deeply felt by the industrialized world, who have the
technology to exploit the diverse gene pool, not the countries that host the forests. Similarly,
most of the damage from climate change would be felt outside the borders of the country
being deforested. Yet stopping deforestation means giving up the jobs and income derived
from either harvesting the wood or harvesting the land made available by clearing the forests.
Therefore, it is not surprising that the most vociferous opposition to the loss of biodiversity
is mounted in the industrialized nations, not the nations hosting tropical forests. With global



externalities, we have not only a clear rationale for market failure but also a clear rationale
for why host national governments cannot be expected to solve the problem by themselves.
While some external costs to individual agents are in fact internalized at the level of the nation
(meaning those who bear those costs live in the same nation), global externalities aren’t.

Poverty and Debt

Poverty and debt are also major sources of pressure on the forests. Peasants see unclaimed
forestland as an opportunity to become landowners. Nations confronted with masses of
peasants see unowned or publicly owned forests as a politically more viable source of land
for the landless than taking it forcibly from the rich. Without land, peasants descend upon
urban areas in search of jobs in larger numbers than can be accommodated by urban labor
markets. Politically explosive tensions, created and nourished by the resulting atmosphere of
frustration and hopelessness, force governments to open up forested lands to the peasants or
at least to look the other way as peasants stake their claims.

In eastern and southern Africa, positive feedback loops have created a downward cycle in
which poverty and deforestation reinforce each other. Most natural forests have long since
been cut down for timber and fuelwood and for producing crops from the cleared land. As
forests disappear, the rural poor are forced to divert more time toward locating new sources
of fuel. Once fuelwood is no longer available, dried animal waste is burned, thereby eliminating
it as a source of fertilizer to nourish depleted soils. Fewer trees lead to more soil erosion and
soil depletion leads to diminished nutrition. Diminished nutrition reinforces the threats to
human health posed by an inability to find or afford enough fuel, wood, or animal waste for
cooking and boiling unclean water. Degraded health saps energy, increases susceptibility to
disease, and reduces productivity. Survival strategies may necessarily sacrifice long-term goals
simply to ward off starvation or death; the forest is typically an early casualty.

At the national level, poverty takes the form of staggering levels of debt. Repaying this debt
and the interest payments flowing from it reduces the capacity of a nation to accumulate
foreign exchange earnings. In periods of high real interest rates, servicing these debts
commands most if not all foreign exchange earnings. Using these foreign exchange earnings
to service the debt eliminates the possibility of using them to finance imports for sustainable
activities to alleviate poverty.

According to the “debt-resource hypothesis,” large debts owed by many developing
countries encourage these countries to overexploit their resource endowments to raise the
necessary foreign exchange. Timber exports represent a case in point. Although a number of
studies find empirical support for this hypothesis, not all do. And the support for extending
the hypothesis to natural resources other than forests seems quite weak. For example,
Neumayer (2005) reports:

We did not find evidence that countries with higher debt levels or higher debt service
burdens have higher exploitation of subsoil fossil fuel and mineral resources or higher
production of cash crops than other countries.

(p. 138)

Sustainable Forestry

We have examined three types of decisions by landowners—the harvesting decision, the replant-
ing decision, and the conversion decision—that affect the rate of deforestation. In all three
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cases, profit-maximizing decisions may not be efficient and these inefficiencies tend to create a
bias toward higher rates of deforestation. These cases present both a challenge and an oppor-
tunity. The current level of deforestation is the challenge. The opportunity arises from the
realization that correcting these inefficiencies can promote both efficiency and sustainability.

Does the restoration of efficiency guarantee sustainable outcomes? Let’s suppose that we
apply the environmental sustainability definition to forestry. By this definition, sustainable
forestry can be realized only when the forests are sufficiently protected that harvests can
be maintained perpetually. Also, sustainable forestry would require harvests to be limited to
the growth of the forest, leaving the volume of wood unaffected (or increasing) over time.

Efficiency is not necessarily compatible with this definition of sustainable forestry.
Maximizing the present value involves an implicit comparison between the increase in value
from delaying harvest (largely because of the growth in volume) and the increase in value from
harvesting the timber and investing the earnings (largely a function of 7, the interest rate
earned on invested savings). With slow-growing species, the growth rate in volume is small.
Choosing the harvest age that maximizes the present value of net benefits in slow-growing
forests may well involve harvest volumes higher than the net growth of the forest.

The search for sustainable forestry practices that are also economically sustainable has led
to a consideration of new models of forestry. One involves a focus on planting rapidly growing
tree species in plantations. Rapidly growing species raise the economic attractiveness of
replanting because the invested funds are tied up for a shorter time. Species raised in plantations
can be harvested and replanted at a low cost. Forest plantations have been established for
such varied purposes as supplying fuelwood in developing countries and supplying pulp
for paper mills in both industrialized and developing countries.

Plantation forestry is controversial, however. Not only do plantation forests typically
involve a single species of tree, which results in a poor wildlife habitat, they also tend to
require large inputs of fertilizer and pesticides.

In some parts of the world, the natural resilience of the forest ecosystem is sufficiently high
that sustainability is ultimately achieved, despite decades of earlier unsustainable levels of
harvest. In the United States, for example, sometime during the 1940s the net growth of the
nation’s timberlands exceeded timber removals. Subsequent surveys have confirmed that net
growth has continued to exceed harvests, in spite of a rather large and growing demand for
timber. The total volume of forest biomass in the United States has been growing since at least
World War II; for the country as a whole, harvests during that period have been sustainable,
although the harvests of some specific species in some specific areas have not.

Public Policy

One public policy approach involves restoring efficient incentives. The following examples
flow naturally from the previous discussion:

@ Concessionaires should pay the full cost for their rights to harvest publicly controlled lands,
including compensating for damage to the forests surrounding the trees of interest.

® The magnitude of land transferred to squatters should not be a multiple of the amount of
cleared forest.

® The rights of indigenous peoples should be respected.

Another approach involves enlisting the power of consumers in the cause of sustainable
forestry. The process typically involves the establishment of standards for sustainable forestry,



employing independent certifiers to verify compliance with these standards and allowing
certified suppliers to display a label designating compliance.

For this system to work well, several preconditions need to be met. The certification process
must be reliable and consumers must trust it. Additionally, consumers must be sufficiently
concerned about sustainable forestry to pay a price premium (over prices for otherwise-
comparable, but uncertified, products) that is large enough to make certification an attractive
option for forestry companies. This means that the revenue should be sufficient to at least
cover the higher costs associated with producing certified wood. Nothing guarantees that
these conditions would be met in general. Example 11.1 examines how certification works in
practice, including how effective it has been in a country that has experienced a lot of
certification activity.

Most of these changes could be implemented by individual nations to protect their own
forests. And to do so would be in their interests. By definition, inefficient practices cost more
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Producing Sustainable Forestry through
Certification

The Forest Stewardship Council (FSC) is an international, not-for-profit organization
originally headquartered in Oaxaca, Mexico, with the FSC Secretariat relocating to
Bonn, Germany, in 2003.

The FSC was conceived in large part by environmental groups, most notably the
World Wide Fund for Nature (WWEF). The goal of the FSC is to foster “environmentally
appropriate, socially beneficial, and economically viable management of the world’s
forests.” It pursues this goal by being an independent third-party certifier of well-
managed forests.

The FSC has developed standards to assess the performance of forestry operations.
These standards address environmental, social, and economic issues. Forest assessments
require one or more field visits by a team of specialists representing a variety of disci-
plines, typically including forestry, ecology/wildlife management/biology, and sociology/
anthropology. Additionally, the FSC requires that forest assessment reports be subject to
independent peer review. Any FSC assessment may be challenged through a formal com-
plaints procedure. FSC-certified products are identified by an on-product label and/or
off-product publicity materials. As of February, 2017, the FSC had certified 196,285,056
hectares (a hectare equals 2.471085 acres).

Is FSC certification effective? The evidence is limited, but one careful study of defor-
estation in Mexico, using a variety of techniques, found that the statistical analysis could
not rule out the possibility that it had little effect on deforestation in that country. The
authors noted, however, that they did not look at whether it stemmed forest degradation
so the effectiveness on that dimension remains untested. We await other studies to see
whether this analysis is corroborated in other settings and for other forestry dimensions.

Sources: The Forest Stewardship website, www.fsc.org (accessed April 14, 2013); Blackman, A., Goff, L., &

Rivera, M. (2015). Does eco-certification stem tropical deforestation? Forest Stewardship Council certification
in Mexico. Environment for Development Discussion Paper Series DP 15-19 (August).

N\ J

Forests

263



Forests

264

than the benefits received. The move to a more efficient set of policies would necessarily
generate more net benefits, which could be shared in ways that build political support for the
change. But what about the global inefficiencies—those that transcend national boundaries?
How can they be resolved?

Several economic strategies exist. They share the characteristic that they all involve
compensating the nations conferring external benefits so as to encourage conservation actions
consistent with global efficiency.

Debt-Nature Swaps

One strategy involves reducing the pressure on the forests caused by the international debt
owed by many developing countries. One of the more innovative policies that explores
common ground in international arrangements has become known as the debt-nature swap.
A debt—nature swap involves the purchase (at a discounted value in the secondary debt market)
of a developing country’s debt, frequently by an environmental nongovernmental organization
(NGO). The new holder of the debt, the NGO, offers to cancel the debt in return for an
environmentally related action on the part of the debtor nation.

The first debt—nature swap took place in Bolivia in 1987. Since then debt-for-nature swaps
have been arranged or explored in many developing countries, including Ecuador, the
Philippines, Zambia, Jamaica, Madagascar, Guatemala, Venezuela, Argentina, Honduras, and
Brazil.

A brief examination of the Madagascar case can illustrate how these swaps work. Reco-
gnized as a prime source of biodiversity, the overwhelming majority of Madagascar’s land
mammals, reptiles, and plants are found nowhere else on earth. Madagascar is also one of the
poorest countries in the world, burdened with high levels of external debt. Because of its
limited domestic financial resources, Madagascar could not counter the serious environmental
degradation it was experiencing.

Between 1989 and 1996, Conservation International, the Missouri Botanical Garden, and
the World Wildlife Fund negotiated nine commercial debt—nature swaps in Madagascar. These
arrangements generated $11.7 million in conservation funds. Agreements signed by
Madagascar’s government and the participating conservation organizations identified the
programs to be funded. One such program trained over 320 nature protection agents, who
focused on involving local communities in forest management.

Other arrangements involving different governments and different environmental
organizations have since followed this lead. The main advantage of these arrangements to the
debtor nation is that a significant foreign exchange obligation can be paid off with domestic
currency. Debt-nature swaps offer the realistic possibility to turn what has been a major force
for unsustainable economic activity (the debt crisis) into a force for resource conservation.

Extractive Reserves

One strategy specifically designed to protect the indigenous people of the forest as well as to
prevent deforestation involves the establishment of extractive reserves. These areas would be
reserved for the indigenous people to engage in the traditional hunting—gathering activities.

Extractive reserves have already been established in the Acre region of Brazil. Acre’s main
activity comes from the thousands of men who tap the rubber trees scattered throughout the
forest, a practice dating back 100 years. Under the leadership of Chico Mendes, a leader of
the tappers who was subsequently assassinated, four extractive reserves were established
in June 1988 by the Brazilian government to protect the rubber tappers from encroaching
development.



Conservation Easements and Land Trusts

One private approach to internalizing the forestry benefits that may normally be externalized
(and hence undervalued) in deciding how the resource is to be used involves conservation
easements. These were discussed at length in Chapter 10, so here it is only necessary to point
out that conservation easements provide a means for amenity values to be explicitly considered
in forestry decisions. In the right circumstances, they can facilitate efficient preservation of
those values (see Example 11.2).

The World Heritage Convention

The World Heritage Convention came into being in 1972 with the primary mission of iden-
tifying and preserving the cultural and natural heritage of outstanding sites throughout the
world, and ensuring their protection through international cooperation. Currently, some 178
countries have ratified the convention.

Ratifying nations have the opportunity to have their natural properties of outstanding
universal value added to the World Heritage List. The motivation for taking this step is to
gain international recognition for this site, using the prestige that comes from this designation
to raise awareness for heritage preservation and the likelihood that the site can be preserved.

R EXAMPLE 112 2

Conservation Easements in Action: The
Blackfoot Community Project

Montana’s rural and wild Blackfoot Valley has so far escaped the rapid development
occurring in many scenic valleys throughout the West. Although it offers huge amenity
benefits to the surrounding community, those benefits are externalities to most potential
developers and therefore future private transactions could well be biased against them.

Recognizing this potential, the Nature Conservancy (TNC) purchased significant
tracts of this land (a total of 69,179 acres as of 2007) from Plum Creek Timber Company,
a private landowner. Their objective, however, was not to retain ownership, but to
dispose of the acquired land once they could be assured that the new owners would
preserve key amenity assets. Since resale provides additional funds to the organization,
this acquire-and-dispose strategy allows TNC to protect much more land with the funds
at their disposal than would be permitted by retaining ownership of the acquired land.

Some 32,480 acres have been sold to public agencies. For example, a sale in May
2007 transferred 5234 acres of the western Horseshoe Hills, an important wildlife
corridor between the Bob Marshall Wilderness and the Blackfoot Clearwater Wildlife
Management Area, to the U.S. Forest Service. The Forest Service had previously
purchased the adjacent eastern half of the Horseshoe Hills.

The Conservancy apparently intends to sell roughly half of its acquired lands to
private landowners once conservation easements protecting the amenity benefits are
attached to the deeds.

Source: www.nature.org/ourinitiatives/regions/northamerica/unitedstates/montana/stories/clearwater-blackfoot-
project-1.xml (accessed October 18, 2016).
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A ratifying nation may receive both financial assistance and expert advice from the World
Heritage Committee as support for promotional activities for the preservation of its properties
as well as for developing educational materials.

Responsibility for providing adequate protection and management of these sites falls on the
host nations, but a key benefit from ratification, particularly for developing countries, is access
to the World Heritage Fund. This fund is financed by mandatory contributions from ratifying
nations, calculated at 1 percent of the country’s contribution to UNESCO, the administering
agency. Annually, about $3 million (U.S.) are made available, mainly to low-income countries
to finance technical assistance and training projects, as well as for assistance preparing their
nomination proposals or to develop conservation projects. Emergency assistance may also be
made available for urgent action to repair damage caused by human-made or natural disasters.

Royalty Payments

A potential source of revenue for biodiversity preservation involves taking advantage of the
extremely high degree of interest by the pharmaceutical industry in searching for new drugs
derived from these biologically diverse pools of flora and fauna. Establishing the principle that
nations containing these biologically rich resources within their borders would be entitled to
a stipulated royalty on any and all products developed from genes obtained from these
preserves provides both an incentive to preserve the resources and some revenue to accomplish
the preservation.

Nations harboring rich biological preserves have begun to realize their value and to extract
some of that value from the pharmaceutical industry. The revenue is in part used for invento-
rying and learning more about the resource as well as preserving it. For example, in 1996,
Medichem Research, an Illinois-based pharmaceutical company, entered into a joint venture
with the Sarawak government. The organization created by this joint venture has the right to
file exclusive patents on two compounds that offer some promise as cancer treatments.

The agreement specified a 50-50 split from royalties once the drug is marketed. The
Sarawak government was given the exclusive right to supply the latex raw material from
which the compounds are derived. Furthermore, Sarawak scientists are involved in screening
and isolating the compounds and Sarawak physicians are involved in the clinical trials.

This agreement not only provides a strong rationale for protecting the biological source,
but also enables the host country to build its capacity for capturing the value of its biodiversity
in the future (Laird & ten Kate, 2002). These arrangements are particularly significant because
they facilitate transboundary sharing of the costs of preservation. It is unrealistic to expect
countries harboring these preserves to shoulder the entire cost of preservation when the richer
countries of the world are the major beneficiaries. It may also be unrealistic to assume that
pharmaceutical demand is sufficient to fund efficient preservation (see Example 11.3).

Debt—nature swaps, extractive reserves, royalty payments, and conservation easements all
involve recognition of the fact that resolving the global externalities component of deforestation
requires a rather different approach from resolving the other aspects of the deforestation
problem. In general, this approach involves financial transfers from the industrialized nations
to the tropical nations, transfers that are constructed so as to incorporate global interests into
decisions about the future of tropical forests.

Recognizing the limited availability of international aid for the preservation of biodiversity
habitat, nations have begun to tap other revenue sources. Tourist revenues have become an
increasingly popular source, particularly where the tourism is specifically linked to the
resources that are targeted for preservation. Rather than mixing these revenues with other
public funds, nations are earmarking them for preservation (see Example 11.4).
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Does Pharmaceutical Demand Offer Sufficient
Protection to Biodiversity?

The theory is clear—incentives to protect plants are stronger when the plants are
valuable to humans. Is the practice equally clear?

The case of Taxol is instructive. Derived from the slow-growing Pacific yew, Taxol is
a substance that has proved effective in treating advanced forms of breast and ovarian
cancers. As of 1998, it was the best-selling anticancer drug ever.

Since the major site for this tree was in the old-growth forests of the Pacific Northwest,
the hope of environmental groups was that the rise in the importance of Taxol might
provide both sustainable employment and some protection for old-growth forests.

In fact, that is not how it worked out. The Taxol for the chemical trials was derived
from the bark of the tree. Stripping the tree of its bark killed it. And supplying enough
bark for the chemical trials put a tremendous strain on the resource.

Ultimately, the private company that marketed Taxol, Bristol-Squibb, developed a
semi-synthetic substitute that could be made from imported renewable tree parts.

The Pacific yew, the original source of one of the most important medical discoveries
in the twentieth century, was left completely unprotected. And the industry that had
grown up to supply the bark collapsed. In the end, its value proved transitory and its
ability to support a sustainable livelihood in the Pacific Northwest was illusory. Not all
seemingly good ideas produce the expected outcomes. The details matter.

Source: Goodman, J., & Walsh, V. (2001). The Story of Taxol: Nature and Politics in the Pursuit of an
Anti-Cancer Drug. New York: Cambridge University Press.

Trust Funds for Habitat Preservation

How can local governments finance biodiversity preservation when faced with limited
availability of both international and domestic funds? One option being aggressively
pursued involves trust funds. Trust funds are moneys that are legally restricted to be
used for a specific purpose (as opposed to being placed in the general government
treasury). They are administered by trustees to assure compliance with the terms of the
trust. Most, but not all, trust funds are protected endowments, meaning that the trustees
can spend the interest and dividends from the funds, but not the principal. This assures
the continuity of funds for an indefinite period.

Where does the money come from? Many nations that harbor biodiversity preserves
cannot afford to spend the resources necessary to protect them. One possibility is to tap
into foreign demands for preservation. In Belize, the revenue comes from a “conservation
fee” charged to all arriving foreign visitors. The initial fee, $3.75, was passed by Belize’s
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parliament in January 1996, raising $500,000 in revenues each year for the trust fund.
These fees, along with grants and donations, provide the Protected Areas Conservation
Trust (PACT) with a sustainable source of funding for protected areas.

Currently in Belize some 103 protected areas form a vast national protected areas
system, with categories that encompass forest reserves, nature reserves, national parks,
marine reserves, private reserves, wildlife sanctuaries, natural monuments, bird sanctu-
aries, spawning aggregation reserves, and archaeological reserves. Similar trust funds
have been set up in Mexico, Honduras, and Guatemala.

Biodiversity preservation that depends on funds from the general treasury becomes
subject to the vagaries of budgetary pressures. When the competition for funds
intensifies, the funds may disappear or be severely diminished. The virtue of a trust fund
is that it provides long-term, sustained funding targeted specifically on the protection of
biodiversity.

Source: www.pactbelize.org (accessed October 18, 2016).
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Summary

Forests represent an example of a storable, renewable source. Typically, tree stands have three
distinct growth phases—slow growth in volume in the early stage, followed by rapid growth
in the middle years and slower growth as the stand reaches full maturity. The owner who
harvests the timber receives the income from its sale, but the owner who delays harvest will
receive additional growth. The amount of growth depends on the part of the growth cycle the
stand is in.

From an economic point of view, the efficient time to harvest a stand of timber is when the
present value of net benefits is maximized—that is, when the marginal gain from delaying
the harvest one more year is equal to the marginal cost of the delay. For longer-than-efficient
delays, the additional costs outweigh the increased benefits, while for earlier-than-efficient
harvests, more benefits (in terms of the increased value of the timber) are given up than costs
saved. For many species, the efficient age at harvest is 25 years or older.

The efficient harvest age depends on the circumstances the decision maker faces. When the
plot is to be left fallow after the harvest, the efficient harvest occurs later than when the land
is immediately replanted to initiate another cycle. With immediate replanting, delaying the
current harvest imposes an additional cost—the resulting cost of subsequently delaying
the next harvest—which, when factored into the analysis, makes it more desirable to harvest
earlier.

A number of other factors affect the size of the efficient rotation as well. In general, the
larger the discount rate, the earlier the harvest. With an infinite-planning horizon model,
increases in planting and harvesting costs tend to lengthen the optimal rotation, while in a
single-harvest model they have no effect on the length of the efficient rotation. If the relative
price of timber grows at a constant rate over time, the efficient rotation is longer than if prices
remain constant over time. Finally, if standing timber provides amenity services (such as for
recreation or wildlife management) in proportion to the volume of the standing timber, the
efficient rotation will be longer in an infinite planning model than it would be in the absence
of any amenity services. Furthermore, if the amenity value is large enough, efficiency would
preclude any harvest of that forest.



Profit maximization can be compatible with efficient forest management under the right
circumstances. In particular, in the absence of externalities, distortions caused by government
policy, or illegal harvests, profit-maximizing private owners have an incentive to adopt the
efficient rotation and to undertake investments that increase the yield of the forest because
that strategy maximizes their net benefits.

In reality, not all private firms will follow efficient forest-management practices because
they may choose not to maximize profits, they may be operating at too small a scale of
operation, or externalities or public policy may create inefficient incentives. Finally, when
amenity values are large and not captured by the forest owner, the private rotation period may
fail to consider these values, leading to an inefficiently short rotation period or even harvesting
forests that should be preserved.

Inefficient deforestation has also been encouraged by a failure to incorporate global benefits
from standing forests: concession agreements can provide incentives to harvest too much too
soon, and may fail to provide adequate incentives to protect the interests of future generations;
land property rights systems can make the amount of land acquired by squatters a multiple
of cleared forestland; and tax systems can discriminate against standing forests.

Substantial strides toward restoring efficiency as well as sustainability can be achieved
simply by recognizing and correcting the perverse incentives, actions that can be and should
be taken by the tropical-forest nations. But these actions will not, by themselves, provide
adequate protection for the global interests in the tropical forests. Five schemes designed to
internalize some of these transboundary benefits—debt—nature swaps, extractive reserves,
royalty payments, forest certification, and conservation easements—have already begun to be
implemented.

Discussion Questions

1. Should U.S. national forests become “privatized” (sold to private owners)? Why or why
not?

2. In his book The Federal Land Revisited, Marion Clawson proposed what he called the
“pullback concept”:

Under the pullback concept any person or group could apply, under applicable law,
for a tract of federal land, for any use they chose; but any other person or group would
have a limited time between the filing of the initial application and granting other lease or
the making of the sale in which to “pull back” a part of the area applied for. . . . The user
of the pullback provision would become the applicant for the area pulled back, required
to meet the same terms applicable to the original application, . . . but the use could be what
the applicant chose, not necessarily the use proposed by the original applicant.

(p. 216)

Evaluate the pullback concept as a means for conservationists to prevent some mineral
extraction or timber harvesting on federal lands.

Self-Test Exercises

1. Suppose there are two identical forest plots except that one will be harvested and left to
regrow while the second will be cleared after the harvest and turned into a housing
development. In terms of efficiency, which one should have the oldest harvest age? Why?

Forests

269



Forests

270

In Table 11.1, when r = 0.02, the present value of the cost rises for 68 years and then
subsequently declines. Why?

As our energy structure transitions toward renewable fuels, forest-based biomass fuels
benefit from this transition. What are the likely effects of this transition on consumers,
producers, and the states that host these resources?

Would a private forest owner normally be expected to reach an efficient balance between
using his or her forest for recreation and for harvesting wood? Why or why not?
Compare forest certification and the certification of organic produce in terms of the
relative degree to which each type of certification could, by itself, be expected to produce
an efficient outcome.

Would a rise in the price of timber make sustainable forest practices more or less likely?
Why?

Notes

In this context, sustainability refers to harvesting no more than would be replaced by growth;
sustainable harvest would preserve the interests of future generations by assuring that the
volume of remaining timber was not declining over time. This is consistent with the environ-
mental sustainability criterion discussed in Chapter 5, but is stronger than needed to satisfy the
weak sustainability criterion. Conceivably, the weak sustainability criterion could be satisfied
even if the volume of wood were declining over time by providing a compensating amount of
some commodity or service that is valued even more.

The numerical model in the text is based loosely on the data presented in Clawson, Marion.
Decision Making in Timber Production, Harvest, and Marketing. Research Paper R-4.
Washington, D.C.: Resources for the Future, p. 13, Table 1. The mathematical function
relating volume to age stand in Figure 11.1 is a third-degree polynomial of the form v = a + bt
+ ct? + d’, where v = volume in cubic feet, ¢ = the age of the stand in years, and a, b, ¢, and d
are parameters that take on the values 0, 40, 3.1, and —-0.016, respectively.

One way for the government to capture this rent would be to put timber concessions up for
bid. Bidders would have an incentive to pay up to the stumpage value for these concessions.
The more competitive the bidding was, the higher the likelihood that the government would
capture all of the rent. In practice, many of the concessions have been given to those with
influence in the government at far-below market rates. See Vincent, Jeffrey R. (1990). Rent
capture and the feasibility of tropical forest management. Land Economics, 66(2) (May),
212-223.

Currently, foresters believe that the sustainable yield for closed tropical rain forests is zero,
because they have not yet learned how to regenerate the species in a harvested area once the
canopy has been destroyed. Destroying the thick canopy allows the light to penetrate and
changes the growing conditions and the nutrient levels of the soil sufficiently that even
replanting is unlikely to regenerate the types of trees included in the harvest.

Sesnie, Steven E. et al. (2017). A spatio-temporal analysis of forest loss related to cocaine
trafficking in Central America. Environmental Research Letters, 12(35). https://doi.org/10.1088/
1748-9326/aa6fff

If we had used a discrete time framework (i.e., (I + 7)" were used for discounting instead of
e — ), then the optimal condition would be the same, except » would be replaced by ln(1 + 7).
You can verify that for the values of r we are using, these two expressions are approximately
equal.

Further Reading

Amacher, G. S., Ollikainen, M., & Koskela, E. A. (2009). Economics of Forest Resources.

Cambridge, MA: MIT Press. This book provides an introduction to forest economics and
an overview of its development.



Araujo, C., Bonjean, C. A., Combes, J-L., Motel, P. C., & Reis, E. J. (2009). Property rights
and deforestation in the Brazilian Amazon. Ecological Economics, 68(8-9), 2461-2468.
This paper focuses on the impact of property rights insecurity on deforestation in the
Brazilian Amazon.

Pagiola, S., Bishop, J., & Landell-Mills, N. (2002). Selling Forest Environmental Services:
Market-based Mechanisms for Conservation and Development. London: Earthscan.
Market-based approaches are thought to offer considerable promise as a means to promote
forest conservation and to serve as a new source of income for rural communities. Based
on extensive research and case studies, this book assesses the feasibility and effectiveness
of payment systems and their implications for the poor.

Zhang, Daowei. (2016). Payments for forest-based environmental services: A close look.
Forest Policy and Economics, 72, 78-84. This paper compares payments for environmental
services with other policy and market mechanisms to encourage the efficient provision of
environmental services on forested land.

Additional references and historically significant references are available on this book’s
Companion Website: www.routledge.com/cw/Tietenberg

Appendix

The Harvesting Decision: Forests

Suppose that an even-aged stand of trees is to be harvested at an age that maximizes the
present value of the harvested timber. That age can be found by (1) defining the present value
of the harvested timber as a function of the age of the stand, and (2) maximizing the function
with respect to age.

Present Value = [PV (z) - C, V(t)]e™ - C,

where:

P = the price received per unit of harvested volume
V(t) = the volume of timber harvested at age ¢

C, = the per-unit cost of harvesting the timber

t = the age of the timber, and

C, = the fixed cost of planting

Taking the derivative of the function with respect to age and setting it equal to zero yields”

dV(t)
(P-C) i (P-C)V(t)r

or rewriting yields

dV (i)
dt
Vi(t)

Translated into English, this condition implies that the rate of return from letting the stand
grow over the last increment of age should be equal to the market rate of return.
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Note that the fixed planting cost has no effect on the choice of harvesting age. While it
raises or lowers the present value by the exact amount of the cost of planting, it does not
change where the function reaches its maximum. If it is high enough, however, it can make
the function reach its maximum at a negative number. In this case, not planting trees would
maximize the present value even if that meant no future harvest. (A present value of zero
would be larger than the present value that would necessarily be negative with planting.)

Note also that neither the price nor the harvesting cost affects the optimal choice.
Mathematically, it is because they cancel out in the second equation. Economically, it is
because the neither the price nor the cost of a harvested unit varies with age; therefore, the
change in present value as the stand ages is due to the change in volume, not the change in
the value of each unit of volume (since the change in value is zero).



Chapter 12

Common-Pool Resources

Commercially Valuable Fisheries

In an overpopulated (or overexploited) world, a system of the commons leads to ruin. . . .
Even if an individual fully perceives the ultimate consequences of his actions he is most
unlikely to act in any other way, for he cannot count on the restraint his conscience might
dictate being matched by a similar restraint on the part of all others.

—Garrett Hardin, Carrying Capacity as an Ethical Concept (1967)

Introduction

In 2009, the World Bank and the Food and Agriculture Organization of the United Nations
(FAO) released a report called The Sunken Billions: The Economic Justification for Fisheries
Reform. According to this report, economic losses in marine fisheries due to overfishing, poor
management, and economic inefficiency are approximately $50 billion per year (U.S.$). Over
the last 30 years, those losses sum to over $2 trillion! The report goes on to argue that well-
managed marine fisheries could provide sustainable economic benefits for millions of fisheries,
coastal villages, and cities. In this chapter we explore the role of economics in designing
well-managed fisheries.

Humans share the planet with many other living species. How those biological populations
are treated depends in part on whether they are commercially valuable and whether the
institutional framework set up to manage the harvesting of a given resource provides sufficient
conservation incentives to those who are best positioned to protect the resource.

In this chapter, we consider how the process of fisheries management could be reformed to
improve both efficiency and sustainability. A commercially valuable species is like a double-
edged sword. On one side, the value of the species to humans provides a strong and immediate
reason for human concern about its future. On the other hand, its value may promote excessive
harvest. Commercially exploited biological resources can become depleted to the point of
extinction if the population is drawn down beyond a critical threshold.
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Extinction, although important, is not the only critical renewable resource-management
issue. Since any sustainable level of harvest will avoid extinction, how do we choose among
them? What sustainable level of harvest is appropriate?

Biological populations belong to a class of renewable resources we will call interactive
resources, wherein the size of the resource stock (population) is determined jointly by biological
considerations and by actions taken by society. The postharvest size of the population, in turn,
determines the availability of resources for the future. Thus, humanity’s actions affect the flow
of these resources over time. Because this flow is not purely a natural phenomenon, the rate of
harvest has intertemporal effects. Tomorrow’s harvesting choices are affected by today’s
harvesting behavior.

Using the fishery as a case study, we begin by examining what is meant by an efficient and
sustainable level of harvest. We then investigate whether efficiency is a sufficiently strong
criterion to avoid extinction. Will efficient harvests always result in sustainable outcomes?
Having shown how our two social choice criteria apply to fisheries, we turn to an examination
of how well our institutions fulfill those criteria. Are normal incentives compatible with
efficient sustainable harvest levels?

Unfortunately, we shall discover that in many cases normal incentives are compatible with
neither efficiency nor sustainability. Many commercial fisheries can be classified as open
access, common-pool resources (Chapter 2), and, as such, suffer from overharvesting. The
FAQ estimates that over 75 percent of the world’s fish stocks are either fully exploited or
overexploited (World Bank & FAQO, 2016). When the asset value of the resource cannot be
protected by existing institutions, a tragedy of the commons' can result. As we shall see, with
so many fisheries experiencing overfishing, finding solutions that meet both efficiency and
sustainability criteria is challenging.

Efficient Allocations—Bioeconomics Theory

The Biological Dimension

Like many other studies, our characterization of the fishery rests on a biological model
originally proposed by Schaefer (1957). The Schaefer model posits a particular average
relationship between the growth of the fish population and the size of the fish population.
This is an average relationship in the sense that it abstracts from such influences as water
temperature and the age structure of the population. The model therefore does not attempt
to characterize the fishery on a day-to-day basis, but rather in terms of some long-term average
in which these various random influences tend to counterbalance each other (see Figure 12.1).

The size of the population is represented on the horizontal axis and the growth of the
population on the vertical axis. The graph suggests that there is a range of population sizes
(S — S*) where population growth increases as the population increases and a range (S* - §)
where initial increases in population lead to eventual declines in growth. We can shed further
light on this relationship by examining more closely the two points (S and §) where the
function intersects the horizontal axis and therefore growth in the stock is zero. S is known
as the natural equilibrium, since this is the population size that would persist in the absence
of outside influences. Reductions in the stock due to mortality or out-migration would be
exactly offset by increases in the stock due to births, growth of the fish in the remaining stock,
and in-migration.

This natural equilibrium would persist because it is stable. A stable equilibrium is one
in which movements away from this population level set forces in motion to restore it.
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[ Figure 12.1 Relationship between the Fish Population (Stock) and Growth ]

If, for example, the stock temporarily exceeded S, it would be exceeding the capacity of
its habitat (called carrying capacity). As a result, mortality rates or out-migration would
increase until the stock was once again within the confines of the carrying capacity of its
habitat at S.

This tendency for the population size to return to § works in the other direction as well.
Suppose the population is temporarily reduced below S. Because the stock is now smaller,
growth would be positive and the size of the stock would increase. Over time, the fishery
would move along the curve to the right until S is reached again.

What about the other points on the curve? S known as the minimum viable population,
represents the level of population below which growth in population is negative (deaths and
out-migration exceed births and in-migration). In contrast to S, this equilibrium is unstable.
Population sizes to the right of S lead to positive growth and a movement along the curve
toward S and away from S. When the population moves to the left of S, the population
declines until it eventually becomes extinct. In this region, no forces act to return the population
to a viable level.

A catch level is said to represent a sustainable yield whenever it equals the growth rate of
the population, since it can be maintained over time. As long as the population size remains
constant, the growth rate (and hence the catch) will remain constant as well.

S* is known in biology as the maximum sustainable yield population, defined as the
population size that yields the maximum growth; hence, the maximum sustainable yield
(catch) is equal to this maximum growth and it represents the largest catch that can be
perpetually sustained. Since the catch is equal to the growth, the sustainable yield for any
population size (between S and §) can be determined by drawing a vertical line from the stock
size of interest on the horizontal axis to the point at which it intersects the function, and
drawing a horizontal line over to the vertical axis. The sustainable yield is the growth in the
biomass defined by the intersection of this line with the vertical axis. Thus, in terms of
Figure 12.1, G(S°) is the sustainable yield for population size S°. Since the catch is equal to
the growth, population size (and next year’s growth) remains the same.

It should now be clear why G(S*) is the maximum sustainable yield. Larger catches would
be possible in the short run, but these could not be sustained; they would lead to reduced
population sizes and eventually, if the population were drawn down to a level smaller than S,
to the extinction of the species.
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Static Efficient Sustainable Yield

Is the maximum sustainable yield synonymous with efficiency? The answer is no. Recall that
efficiency is associated with maximizing the net benefit from the use of the resource. If we are
to define the efficient allocation, we must include the costs of harvesting as well as the benefits.

Let’s begin by defining the efficient sustainable yield without worrying about discounting.
The static efficient sustainable yield is the catch level that, if maintained perpetually, would
produce the largest annual net benefit. We shall refer to this as the static efficient sustainable
yield to distinguish it from the dynamic efficient sustainable yield, which incorporates
discounting. The initial use of this static concept enables us to fix the necessary relationships
firmly in mind before dealing with the more complex role discounting plays. Subsequently,
we raise the question of whether or not efficiency always dictates the choice of a sustainable
yield as opposed to a catch that changes over time.

We condition our analysis on three assumptions that simplify the analysis without sacrificing
too much realism: (1) the price of fish is constant and does not depend on the amount sold,
(2) the marginal cost of a unit of fishing effort is constant, and (3) the amount of fish caught
per unit of effort expended is proportional to the size of fish population (the smaller the
population, the fewer fish caught per unit of effort).

Given these assumptions, we can construct the economic model. Under assumption (3), we
can overlay harvest-effort functions onto the population function in Figure 12.1. Since the
amount of fish caught per unit effort is held constant, the relationship between catch and stock
for given levels of effort can be portrayed by the linear functions in Figure 12.2. (For the
mathematically inclined, the formula is Equation 3 in the appendix to this chapter). Notice
that increasing effort rotates the harvest function up and to the left (E2 > E1). The sustained
yield associated with each level of effort is the point of intersection of these two curves. If we
plot the series of points associated with the possible levels of effort and the sustained yield
associated with each effort level, we will have our sustainable yield function defined in terms

Growth
Harvest
H(E,)
H(E,)
Fish Stock
(tons)
[Figure 12.2 Relating Equilibrium Effort, Harvest, and Stock Size ]
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of effort rather than population as portrayed in Figure 12.3. (Effort could be measured in
vessel years, hours of fishing, or some other conventional metric.)

To avoid confusion, notice that increasing fishing effort in Figure 12.2 would result in
smaller population sizes and would be recorded as a movement from right to left. Because the
variable on the horizontal axis in Figure 12.3 is effort, and not population, an increase in
fishing effort is recorded as a movement from left to right.

So far so good. To turn this into a complete economic model, we need to determine benefits
and costs or, equivalently in this case, total revenue and total costs. From assumption (1) we
know that the shape of the biological function dictates the shape of the revenue function.
Simply multiplying each sustained yield (harvest) in Figure 12.3 by the constant price, we can
turn the physical units (harvest) into monetary units (total revenue). Under assumption (2) we
can characterize the final component of our model; the linear function that depicts the total
cost is simply calculated as the level of effort times the constant marginal cost of each unit
of effort. The resulting figure (12.4) portrays the benefits (revenues) and costs as a function of
fishing effort.

In any sustainable yield, annual catches, population, effort levels, and net benefits, by
definition, remain constant over time. The static efficient sustainable yield allocation maximizes
the constant annual net benefit.

As sustained levels of effort are increased, eventually a point is reached (E™) at which
further effort reduces the sustainable catch (and revenue) for all years. That point, of course,
corresponds to the maximum sustainable yield on Figure 12.1 (S”), meaning that both points
reflect the same population and growth levels. Every effort level portrayed in Figures 12.3
and 12.4 corresponds to a specific population level in Figure 12.1.

The net benefit is presented in the diagram as the difference (vertical distance) between
benefits (price times the quantity caught) and costs (the constant marginal cost of effort times
the units of effort expended). The efficient level of effort is E¢, or the point in Figure 12.4 at
which the vertical distance between benefits and costs is maximized.

E¢ is the efficient level of effort because it is where marginal benefit (which graphically is
the slope of the total benefit curve) is equal to marginal cost (the constant slope of the total
cost curve). Levels of effort higher than E° are inefficient because the additional cost associated
with them exceeds the additional value of the fish obtained. Can you see why lower levels of
effort are also inefficient?
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[ Figure 12.4 Efficient Sustainable Yield for a Fishery ]

Now we are armed with sufficient information to determine whether or not the maximum
sustainable yield is efficient. The answer is clearly no. The maximum sustainable yield would
be efficient only if the marginal cost of additional effort were zero. Can you see why? (Hint:
What is the marginal benefit at the maximum sustainable yield?) Since at E” the marginal
benefit is lower than marginal cost, the efficient level of effort is less than that necessary to
harvest the maximum sustainable yield. Thus, the static efficient level of effort leads to a larger
fish population, but a lower annual catch than the maximum sustainable yield level of effort.

To fix these concepts firmly in mind, consider what would happen to the static efficient
sustainable yield if a technological change were to occur (e.g., better sonar detection) that
lowered the marginal cost of fishing. The lower marginal cost would result in a rotation of
the total cost curve to the right. With this new cost structure, the old level of effort would no
longer be efficient. The marginal cost of fishing (slope of the total cost curve) would now be
lower than the marginal benefit (slope of the total benefit curve). Since the marginal cost is
constant, the equality of marginal cost and marginal benefit can result only from a decline in
marginal benefits. This implies an increase in effort. The new static efficient sustainable yield
equilibrium implies more annual effort, a lower population level, a larger annual catch, and
a higher net benefit for the fishery.

Dynamic Efficient Sustainable Yield

The static efficient sustainable yield turns out to be the special case of the dynamic efficient
sustainable yield where the discount rate is zero. It is not difficult to understand why: the static
efficient sustained yield is the allocation that maximizes the (identical) net benefit in every
period. Any effort levels higher than this would yield temporarily larger catches (and net
benefit), but this would be more than offset by a reduced net benefit in the future as the stock
reached its new lower level. Thus, the undiscounted net benefits would be reduced.
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The effect of a positive discount rate for the management of a fishery is similar to its
influence on the allocation of depletable resources—the higher the discount rate, the higher
the cost (in terms of forgone current income) to the resource owner of maintaining any given
resource stock. When positive discount rates are introduced, the efficient level of effort
increases beyond that suggested by the static efficient sustained yield with a corresponding
decrease in the equilibrium population level.

The increase in the yearly effort beyond the efficient sustained yield level would initially
result in an increased net benefit from the increased catch. (Remember that the amount of fish
caught per unit effort expended is proportional to the size of the population.) However, since
this catch exceeds the sustained yield for that population size, the population of fish would
be reduced and future population and catch levels would be lower. Eventually, as that level of
effort is maintained, a new, lower equilibrium level would be attained when the size of the
catch once again equals the growth of the population. Colin Clark (1976) has shown
mathematically that, in terms of Figure 12.4, as the discount rate is increased, the dynamic
efficient level of effort is increased until, with an infinite discount rate, it would become equal
to E¢, the point at which net benefits go to zero.

It is easy to see why the use of an infinite discount rate to define the dynamic efficient sus-
tainable yield results in allocation E°. We have seen that temporally interdependent allocations
over time give rise to a marginal user cost measuring the opportunity cost of increasing current
effort. This opportunity cost reflects the forgone future net benefits when more resources are
extracted in the present. For efficient interdependent allocations, the marginal willingness to
pay is equal to the marginal user cost plus the marginal cost of extraction.

With an infinite discount rate, this marginal user cost is zero, because no value is received
from future allocations. (Do you see why?) This implies that (1) the marginal cost of extraction
equals the marginal willingness to pay, which equals the constant price, and (2) total benefits
equal total costs.? Earlier we demonstrated that the static efficient sustained yield implies a
larger fish population than the maximum sustainable yield. Once discounting is introduced,
itis inevitable that the dynamic efficient sustainable yield would imply a smaller fish population
than the static efficient sustainable yield and it is possible, though not inevitable, that the
sustained catch would be smaller. Can you see why? In Figure 12.4 the sustained catch clearly
is lower for an infinite discount rate.

The likelihood of the population being reduced below the level supplying the maximum
sustainable yield depends on the discount rate. In general, the lower the extraction costs and
the higher the discount rate, the more likely it is that the dynamic efficient level of effort will
exceed the level of effort associated with the maximum sustainable yield. This is not difficult
to see if we remember the limiting case discussed earlier. When the marginal extraction cost
is zero, the static efficient sustainable yield and the maximum sustainable yield are equal.

Thus, with zero marginal extraction costs and a positive discount rate, the dynamic efficient
level of effort necessarily exceeds not only the static efficient level of effort, but also the level
of effort associated with the maximum sustainable yield. Higher extraction costs reduce the
static efficient sustainable yield but not the maximum sustainable yield. (Remember that it is
a biological, not an economic, concept.) By reducing efficient effort levels, higher extraction
costs reduce the likelihood that discounting would cause the population to be drawn below
the maximum sustainable yield level.

Could a dynamically efficient management scheme lead to extinction of the fishery? As
Figure 12.4 shows, it would not be possible under the circumstances described here because
E¢ is the highest dynamically efficient level possible in this model, and that level falls short of
the level needed to drive the population to extinction. However, in more complex models,
extinction certainly can be an outcome.
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For extinction to occur under a dynamic efficient management scheme, the benefit from
extracting the very last unit would have to exceed the cost of extracting that unit (including
the costs on future generations). As long as the fish population growth rate exceeds the
discount rate, this will not be the case. If, however, the growth rate is lower than the discount
rate, extinction can occur even in an efficient management scheme if the costs of extracting
the last unit are sufficiently low.

Why does the biomass rate of growth have anything to do with whether or not an efficient
catch profile leads to extinction? Rates of growth determine the productivity of conservation
efforts.> With high rates of growth, future generations can be easily satisfied. On the other
hand, when the rate of growth is very low, it takes a large sacrifice by current generations to
produce more fish for future generations. In the limiting case, where the rate of growth is zero,
we have a resource with fixed supply and therefore this fishery would become an exhaustible
resource. Total depletion would occur whenever the price commanded by the resource is high
enough to cover the marginal cost of extracting the last unit.

We have shown that the dynamic efficiency criterion is not automatically consistent with
sustaining constant yields perpetually for an interactive renewable resource, since it is
mathematically possible for an efficient allocation of a fishery to lead to extinction of the
resource. How likely are these criteria to conflict in practice?

It is not as likely as this basic model might imply. Actual fisheries differ from the standard
model in two key ways. First, harvesting marginal costs are typically not constant (as they are
in the model discussed previously), but rather increase as the remaining stock size diminishes.
Second, while the model we discussed holds prices constant, the size of the harvest can affect
prices; larger harvests can depress them. Both of these modifications of the basic model suggest
additional incentives for conserving the stock.

How empirically important are these incentives? Grafton et al. (2007) examine their
importance for four specific fisheries and find not only that extinction is not the efficient
outcome in any of the four fisheries but also in general, in this reformulated model, the stock
level that maximizes the present value of net benefits is actually larger than the stock level that
supports the maximum sustainable yield. Their results seem to hold both for relatively high
discount rates and relatively long-lived fish. (The orange roughy fishery, discussed in more
detail below, was one of the four they studied.)

Appropriability and Market Solutions

We have defined an efficient allocation of the fishery over time. The next step is to characterize
the normal market allocation and to contrast these two allocations. Where they differ we can
entertain the possibility of various public policy corrective means.

Let’s first consider the allocation resulting from a fishery managed by a competitive sole
owner. A sole owner would have a well-defined property right to the fish. We can establish
the behavior of a sole owner by elaborating on Figure 12.4 as is done in Figure 12.5. Note
that the two panels share a common horizontal axis, a characteristic that allows us to examine
the effect of various fishing effort levels on both graphs.

A sole owner would want to maximize his or her profits.* Ignoring discounting for the
moment, the owner can increase profits by increasing fishing effort until marginal revenue
equals marginal cost. This occurs at effort level Ee, the static efficient sustainable yield, and
yields positive profits equal to the difference between R(E¢) and C(E®).

In ocean fisheries, however, sole owners are unlikely. Ocean fisheries are typically open-
access resources—no one exercises complete control over them. Since the property rights to



Commercially Valuable Fisheries

Total
Revenue
or Cost
(dollars)
Total
1 Cost
R(E®) |-----mmmmmmmeme , : .
E ; ; Total
; ' ' Revenue
C(E) [==ff = : : E
E 5 5 Fishing
| 5 : Effort
Price or ' : ;
Cost ; ; '
(dollars ' ' |
per unit) I : ;
: : f MC = AC
E \ 5 AR
Ee Em Ec Fishing
MR Effort
[ Figure 12.5 Market Allocation in a Fishery ]

the fishery are not conveyed to any single owner, no fisherman can exclude others from
exploiting the fishery.

What problems arise when access to the fishery is completely unrestricted? Open-access
resources create two kinds of external costs: a contemporaneous external cost and an
intergenerational external cost. The contemporaneous external cost, which is borne by the
current generation, involves the over commitment of resources to fishing—too many boats,
too many fishermen, too much effort. As a result, current fishermen earn a substantially lower
rate of return on their efforts. The intergenerational external cost, borne by future generations,
occurs because overfishing reduces the stock, which, in turn, lowers future profits from fishing.®

We can use Figure 12.5 to see how these external costs arise.® Once too many fishermen
have unlimited access to the same common-pool fishery, the property rights to the fish are no
longer efficiently defined. At the efficient level, each boat would receive a profit equal to its
share of the scarcity rent. This rent, however, serves as a stimulus for new fishermen to enter,
pushing up costs and eliminating the rent. Open access results in overexploitation.
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The sole owner chooses not to expend more effort than E¢ because to do so would reduce
the profits of the fishery, resulting in a personal loss to her. When access to the fishery is
unrestricted, a decision to expend effort beyond E¢ reduces profits to the fishery as a whole
but not to that individual fisherman. Most of the decline in profits falls on the other fishermen.

In an open-access resource, the individual fisherman has an incentive to expend further
effort until profits are zero. In Figure 12.5, that point is at effort level E¢, at which average
revenue and average cost are equal. It is now easy to see the contemporaneous external cost—
too much effort is being expended to catch too few fish, and the cost is substantially higher
than it would be in an efficient allocation.

If this point seems abstract, it shouldn’t. Many fisheries are plagued by precisely these
problems. In a productive fishery in the Bering Sea and Aleutian Islands, for example, one early
study (Huppert, 1990) found significant overcapitalization. While the efficient number of
motherships (used to take on and process the catch at sea, so the catch boats do not have
to return to port as often) was estimated to be nine, the actual level was 140. As a result, a
significant amount of net benefits was lost ($124 million a year). Had the fishery been harvested
more slowly, the same catch could have been achieved with fewer boats used closer to their
capacity.

In Chapter 2, we stated that the resource owner who can exclude others balances the use
value against the asset value. When access to the resource is unrestricted, exclusivity is lost.
As a result, it is rational for a fisherman to ignore the asset value, since he or she can never
appropriate it, and simply maximize the use value. In the process, all the scarcity rent is dis-
sipated. The allocation that results from allowing unrestricted access to the fishery is identical
to that resulting from a dynamic efficient sustainable yield when an infinite discount rate is
used.

Open-access resources do not automatically lead to a stock lower than (S7), the one that
maximizes the sustained yield. It is possible to draw a cost function with a slope sufficiently
steep that it intersects the benefit curve at a point to the left of E”. Nonetheless, mature, open-
access fisheries can be exploited well beyond the point of maximum sustainable yield.

As noted above open-access fishing may or may not pose the threat of species extinction. It
depends on the nature of the species and the benefits and costs of an effort level above E” that
would have the effect of driving the stock level below the minimum viable population. One
species that may face that risk is the northern bluefin tuna. Considered critically endangered,
it is still being harvested at unsustainable levels due to the high market price fishermen receive
as a result of its popularity in sushi restaurants. The threat of extinction cannot be determined
purely from theory; it must be determined by empirical studies on a case-by-case basis.

Are open-access resources and common-pool resources synonymous concepts? They are
not. Not all common-pool resources allow unlimited access. Informal arrangements among
those harvesting the common-pool resource, which may be fostered by harvester cooperation,
can serve to limit access (Example 12.1 presents one such arrangement).

Open-access resources generally violate the efficiency criterion and may violate the
sustainability criteria. If these criteria are to be fulfilled, some restructuring of the decision-
making environment may be necessary. The next section examines the possible role for
government in accomplishing that outcome.

Public Policy Toward Fisheries

What can be done? A variety of public policy responses is possible. Perhaps it is appropriate
to start with circumstances where allowing the market to work can improve the situation.
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Harbor Gangs of Maine and Other Informal
Arrangements

Unlimited access to common-pool resources reduces net benefits so drastically that this
loss encourages those harvesting the resource to band together to restrict access, if
possible. The Maine lobster fishery is one setting where those informal arrangements
have served to limit access with some considerable success.

Key among these arrangements is a system of territories that establishes boundaries
between fishing areas. Particularly near the off-shore islands, these territories tend to be
exclusively harvested by close-knit, disciplined groups of harvesters. These “gangs”
restrict access to their territory by various means. (Some methods, although effective,
are covert and illegal, such as the practice of cutting the lines to lobster traps owned by
new entrants, thereby rendering the traps irretrievable.)

Acheson (2003) found that in every season of the year the pounds of lobster caught
per trap and the size of those lobsters were greater in defended areas. Not only did the
larger number of pounds result in more revenue, but also the bigger lobsters brought in
a higher price per pound. Informal arrangements were successful in this case, in part,
because the Maine lobster stock is also protected by regulations limiting the size of
lobsters that can be taken (imposing both minimum and maximum sizes) and prohibiting
the harvest of egg-bearing females.

It turns out that many other examples of community co-management also offer encour-
aging evidence for the potential of sustainability. One example, the Chilean abalone (a
type of snail called loco) is Chile’s most valuable fishery. Local fishers began cooperating
in 1988 to manage a small stretch (2 miles) of coastline. Today, the co-management scheme
involves 700 co-managed areas, 20,000 artisanal fishers, and 2500 miles of coastline.

While it would be a mistake to assume that all common-pool resources are character-
ized by open access, it would also be a mistake to assume that all informal co-manage-
ment arrangements automatically provide sufficient social means for producing efficient
harvests such that stronger public policy would be unnecessary. One study (Gutiérrez
et al., 2011) examined 130 fisheries in 44 developed and developing countries. It found
that co-management can work, but only in the presence of strong leadership, social cohe-
sion, and complementary incentives such as individual or community quotas. They find
that effective community-based co-management can both sustain the resource and protect
the livelihoods of nearby fishermen and fishing communities. The existence of nearby
protected areas was also found to be an important determinant of success.

Sources: Acheson, J. M. (2003). Capturing the Commons: Devising Institutions to Manage the Maine Lobster

Fishery. Hanover, NH: University Press of New England; Gutiérrez, N. L., Hilborn, R., & Omar Defeo, O.

(2011). Leadership, social capital and incentives promote successful fisheries. Nature, 470 (17 February),
386-389. Retrieved from www.nature.com/nature/journal/v470/n7334/full/nature09689.html
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Raising the Real Cost of Fishing

Perhaps one of the best ways to illustrate the virtues of using economic analysis to help design
policies is to show the harsh effects of policy approaches that ignore it. Because the earliest
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approaches to fishery management had a single-minded focus on attaining the maximum
sustainable yield, with little or no thought given to maximizing the net benefit, they provide
a useful contrast.

One striking concrete example is the set of policies originally designed to deal with
overexploitation of the Pacific salmon fishery in the United States. The five species of Pacific
salmon are particularly vulnerable to overexploitation and even extinction because of their
migration patterns. Pacific salmon are spawned in the gravel beds of rivers. As juvenile fish,
they migrate to the ocean, only to return as adults to spawn in the rivers of their birth. After
spawning, they die. When the adults swim upstream, with an instinctual need to return to
their native streams, they can easily be captured by traps, nets, or other catching devices.

Recognizing the urgency of the problem, the government took action. To reduce the catch,
they raised the cost of fishing. Initially this was accomplished by preventing the use of any
barricades on the rivers and by prohibiting the use of traps (the most efficient catching devices)
in the most productive areas. These measures proved insufficient, since mobile techniques
(trolling, nets, and so on) proved quite capable by themselves of overexp